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This paper presents the evaluation results of a distributed sorting algorithm
which was presented by the authorsflO]. The evaluation is done by simulation.
The algorithm makes use of the statistical properties of the data file. The
objective of the algorithm is to minimize the number of messages required for
the whole sorting process. The algorithm is designed to sort a very large file
which is physically distributed over many sites (work-stations). The file size is
so large that it is not feasible to transfer all data to a single node as no node has
sufficient memory space for internal sorting. The sorting work will be shared
by all sites involved and data will be sent along the lines communicating in
bulk.

The Distributed System Model

The model was presented in [10] and is described again for easy reference as
follows :
- a large file is physically distributed among P sites (workstations).
- N records are approximately uniformly distributed among P sites (i.e. N/P

records for each site).
- no computer in any site has enough resource to collect all records and sorts

the file locally (or does it efficiently).
- a single channel is available for broadcast communication.
- each record consists of a single element (note: in order to simplify the

illustration of the algorithm only and it is a constraint of the model).
- we denote the elements in the file as X(i,j) where i is an integer (1 to N/P)

and j is site number
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20 High-Performance Computing in Engineering

- the objective of sorting is to rearrange X(i,j) elements so that the elements
will be in the following order :

X(l,l) < X(2,l) < .... < X(N/P,1)
X(l,2) < X(2,2) < .... < X(N/P,2)
X(l,3) < X(2,3) < .... < X(N/P,3)

X(1,P) < X(2,P) < .... < X(N/P,P)
and X(N/P,k)<X(l,k+l)

where k is an integer from 1 to P-l
- the elements follow normal distribution (the algorithm will also be suitable

for other distribution, but the normal distribution will be used as an example
in this paper).

Statistical Sorting Algorithms

The statistical methods were applied successfully in sorting files for both
conventional serial computers [3 ,4] and parallel computers [5]. Experimental
and simulation results in earlier research works suggested significant
improvements in statistical sorting algorithms in terms of number of exchanges
and number of comparisons [3 ,4]. Improved "speedup" was obtained in the
multi-processors environment [5].

However, the efficiency of distributed algorithms are usually measured in a
different way. The communication time is usually much longer than the
computation time. The communication time is thus a major criteria for
measuring the performance of a distributed algorithm.

Furthermore, a major factor which affects the overall communication time is
the number of communication messages. Therefore, the number of
communication messages becomes the focus of discussion in most research
works of this area[6,7,8]. The objective of the new distributed statistical
algorithm in this paper is to reduce the number of communication message.

Distributed Statistical Sorting Algorithm

Phase 1 :
Every processor sorts its elements using some efficient sequential algorithm
(such as quicksort [9], statistical sort[3,4]).

Find out the divisor D(k) using statistical search method (Details of this phase
will be explained in next section of this paper) where k is an integer from 1 to
P-l. After the sorting, D(k) will satisfy the following conditions:
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High-Performance Computing in Engineering 21

X(N/P,1) <=
X(N/P,2) <= D(2)

X(N/P,P-1) <= D(P-l) < X(1,P)
.

Each processor sequentially broadcasts and deletes all elements which do not
belong to it's site. Other processors listen to the broadcast and then capture
their elements by comparing the D(k) values. The X(i j) elements will satisfy
the following conditions:

X(i,l) <= DO)
X(i,2) <= D(2)

X(i,P-l) <= D(P-l)
andD(P-l)<X(i,P)

Phase 4 :

Each processor merges all elements to form a sorted subfile.

Statistical Search Algorithms

The distributed statistical sorting algorithm is quite similar to the distributed
selectsort algorithm[8] except the statistical search method is used instead of
binary search method in phase 3. In earlier research works [1,2], the number of
searches required for the statistical search method is less than the binary
search.

Steps in Phase 2

? 7.

One processor will be selected as coordinator. It will calculate the initial D(k)
values. The calculation will be as follows :
M : mean of key values
SD : standard deviation of key values
Prob : cumulative probability
F : cumulative probability function of the standard normal distribution
1 . calculate Prob(k) = (N/P) * k
2. look up the corresponding Z(k) value from the standard normal cumulative

probability table.
3. calculate D(k) = Z(k) * SD + M
SYep 2.
The coordinator broadcasts the D(k) values to other processors.

Other processors broadcast the rank R(i,k) of D(k) in it's local elements (i.e.
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22 High-Performance Computing in Engineering

the numbers of local elements which is smaller than D(k). The coordinator will
also calculate it's own R(i,k) value.

The coordinator recalculates D(k) if £R(i,k) does not equal (N/P) * k. Go back
to step 2 until all D(k) satisfy this condition. The new D(k) will be calculated
as follows:
1 . calculate Prob(k) = Prob(k) + ( (N/P)*k ) - ZR(i,k) ) / N
2. look up the corresponding Z(k) value from the standard normal cumulative

probability table.
3. calculate D(k) = Z(k) * SD + M

Examples

Consider an example consisting of a list called A of 24 numbers to be sorted
by three processors. Assuming we know in advance that the numbers follow
the uniform distribution from 10 - 100. Now, processor 0 is assigned the first 8
elements of A, processor 1 takes the next 8 elements and processor 2 takes the
rest as shown in figure 1 .

We first calculate the initial Target Value (they are 40, 70 and 100) and
Target Rank (they are 8, 16 and 24) as shown in figure 2. Moreover, each
processor contains the values of max R (= 24), min R (= 1), max V (= 100)
and min V (= 10). In the second phase, we count the numbers less than or
equal to the Target Value and store in each processor's Total Rank:
1 . for Target Value=40, Total Rank= 10 in processor 0. It means that there

are ten numbers <= 40 as marked with * in figure 1 .
2. for Target Value=70, Total Rank= 15 in processor 1 .
3. for Target Value=l 00, Total Rank=24 in processor 2.

In the final phase, we re-calculate the Target Value since Target Rank #
Total Rank as shown in (I) and (II) of figure 3.

For case (I), we have min R = 1, max R = 10, min V =10 and max V = 40.
Since Total Rank > Target Rank, we need a smaller Target Value in order
to make Total Rank equal to Target Rank.

_ ^ _. . Target Rank - min R .
Target _ Value = —= ; =— x (max V - mm V) + mm V

max R - min_ R

x (40-10)+ 10
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High-Performance Computing in Engineering 23

For case (II), we have min_R = 15, max R = 24, min_V = 70 and max V =
100. Similarly, we require a larger Target_Value to make Total Rank
matching Target Rank

Target _ Value = ^ ' ̂  x (100 - 70 ) + 70

= 73l

Then, we repeat the second and final phases until all the Target Rank
Total Rank

11OOI 84 I 86 I 90 I 18 I 36 I 66 110 146143 I 81 121 I 39 I 95 I 91 I 33 I
[T3T80 I 19 149 117 I 23 I 74 I 531

processor 0 1100184 I 86 I 90 118*136*1 66 110*1

processor 1 I 46 I 43 I 81 121139195191 |33*l

processor 2 113*1 80 119*1 49 117*123*1 74 I 53 I

Figure 1

1 1 1

Target_Value 40 70 100

Target_Rank 8 16 24
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24 High-Performance Computing in Engineering

Target_Value
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Total Rank

1
40

8

11
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10
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I
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(II)

i
100

24

II

Evaluation Results

Programs were written in C++ to simulate the sorting process in the distributed
system. Data files which followed normal distribution were generated.
Numbers of communication messages which were required in the sorting
process were recorded. The simulation results were presented in Figure 4 and
5.

average no. of
communication
message

......... 1000 records
, 7000 records

no. of sites
. 3000 records
_ 10000 records

Figure 4
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High-Performance Computing in Engineering 25

average no. of
communication
message

_*__ 5 sites
..,.. 8 sites

size of records
6 sites __t_ 7 sites

_ 9 sites _„.._ 10 sites

Conclusion

FIGURE 5

The performance of the sorting algorithm is very steady when number of
records and number of sites increases.
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