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Abstract

The efficiency of organic light-emitting diodes (OLEDs) typically
decreases with increasing current density. This so-called roll-off im-
pedes the market entry of OLEDs in high-brightness applications
such as general lighting. One of the most important processes causing
roll-off is exciton annihilation, which evolves upon high exciton den-
sities. This mechanism is especially pronounced in phosphorescent
molecules due to their long triplet lifetime. In order to reduce the
roll-off in phosphorescent OLEDs, this thesis focusses on decreasing
the local exciton density by modifying the exciton lifetime, the spatial
exciton distribution, and the tendency of emitters to form aggregates.
The obtained results lead to a deeper understanding of efficiency
roll-off and help sustaining the OLED efficiency at high brightness.

The emitter lifetime can be influenced by the optical environment
around the emitting dipoles through the Purcell effect. In order to
study this effect, the distance between emitter and metal cathode is
varied for two different OLED stacks. A strong influence of emitter
position and orientation on roll-off is observed and explained by
modelling the data with triplet-triplet annihilation theory. Further-
more, design principles for optimal high-brightness performance are
established by simulating the roll-off as a function of emitter-cathode
distance, emissive dipole orientation, and radiative efficiency.

Next, a method is developed that allows extracting the spatial exci-
ton distribution. Therefore, a thin sensing layer that locally quenches
excitons is introduced into the emission layer at varying positions.
The resulting quenching profile is then fitted using a comprehensive
theory based on the diffusion equation, which renders the exciton
distribution and diffusion length with nanometer resolution. This
method is applied to an emission layer comprising an ambipolar host
material. Contrary to expectations which suggest that ambipolar
materials exhibit broad exciton formation, a narrow emission zone
close to the electron transport layer is found. Additional explorations
of structures that might broaden the emission zone point to a nar-
row emission zone in double emission layers and broader exciton
formation in mixed emission layers.

Previous investigations revealed a strong correlation between emit-
ter aggregation and molecular dipole moment of the emitter. Within
this thesis, the range of studied emitters is significantly extended.
It is shown that homoleptic emitters show a stronger tendency to
form aggregates than heteroleptic compounds. This is probably not
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only related to their higher dipole-dipole potential, but also to the
molecular structure. Systematic analysis of the deposition parameters
shows that aggregate formation depends on the underlying material
and increases with increasing substrate temperature and decreasing
evaporation rate.

The two green emitters Ir(ppy)3 and Ir(ppy)2(acac) are additionally
studied by means of X-ray diffraction. Both emitters form crystallite
grains and exhibit a preferred orientation. Doping the emitters into
an amorphous host, both orientation and crystallite formation retain
at the investigated doping concentrations above 20 wt %. This result
is a first step toward further understanding of the mechanism of
transition dipole orientation.



Kurzfassung

Die Effizienz organischer Leuchtdioden (OLEDs) nimmt üblicher-
weise mit ansteigender Stromdichte ab. Dieser so genannte Roll-Off

erschwert den Markteintritt von OLEDs in Bereichen, die hohe Hel-
ligkeiten erfordern, wie beispielsweise in der Beleuchtung. Einer der
wichtigsten Prozesse, die zu Roll-Off führen, ist die Annihilation
von Exzitonen. Diese nimmt mit steigender Exzitonendichte zu und
ist vor allem in phosphoreszenten OLEDs aufgrund der dort vor-
handenen langen Triplettlebensdauer ein großer Verlustfaktor. Im
Rahmen dieser Dissertation werden Methoden vorgestellt, die mittels
Reduzierung der Exzitonendichte den Roll-Off in phosphoreszenten
OLEDs verringern können. Dazu gehören die Veränderung der Exzi-
tonenlebensdauer, die Untersuchung der räumlichen Verteilung der
Exzitonen und die Erforschung der Bildung von Emitteraggregaten.
Die gewonnenen Ergebnisse führen zu einem besseren Verständnis
des Effizienz Roll-Offs und helfen, die Effizienz von OLEDs bei hohen
Helligkeiten zu verbessern.

Die Emitterlebensdauer kann über den Purcell-Effekt durch Ver-
änderung des die emittierenden Dipole umgebenden elektromagne-
tischen Felds beeinflusst werden. Dieser Effekt wird genutzt, indem
der Abstand zwischen Emitter und Metallelektrode für zwei verschie-
dene OLED-Aufbauten variiert wird. Der Roll-Off ist stark abhängig
von der Position und Orientierung des Emitters und kann durch
Modellierung der Daten auf Basis von Triplett-Triplett-Annihilation
erklärt werden. Durch Simulation des Roll-Offs in Abhängigkeit des
Emitter-Kathode-Abstands, der Orientierung und der strahlenden
Effizienz der emittierenden Dipole werden Prinzipien zur optimalen
Leistung von OLEDs bei hohen Helligkeiten entwickelt.

Als nächstes wird eine Methode eingeführt mittels derer die räum-
liche Exzitonenverteilung extrahiert werden kann. Dafür wird eine
dünne Sensorschicht in die Emissionsschicht eingebracht, die lokal
Exzitonen auslöscht. Unter Variation der Position des Sensors wird
ein Profil der Auslöschungsintensität bestimmt. Die gemessene In-
tensität wird mittels einer umfassenden Theorie auf Grundlage der
Diffusionsgleichung angepasst, wodurch sich die räumliche Vertei-
lung der Exzitonen und die Diffusionslänge mit einer Auflösung von
1 nm ergibt. Die Methode wird auf eine Emissionsschicht angewandt,
die das ambipolare Matrixmaterial CBP enthält. Entgegen der Erwar-
tung, dass die Exzitonenbildung in ambipolaren Materialien weiter
ausgedehnt ist, ist die gemessene Emissionszone sehr schmal und
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befindet sich an der Grenze zur Elektronentransportschicht. Um eine
Verbreiterung des Emissionsprofils zu ermöglichen, werden weitere
Strukturen untersucht. Dabei wird eine schmale Emissionszone in
Doppelemissionsschichten beobachtet, wohingegen gemischte Emis-
sionsschichten zu einer Verbreiterung der Exzitonenbildung führen
können.

Vorangegangene Untersuchungen deckten einen Zusammenhang
zwischen der Aggregation von Emittermolekülen und dem Dipolmo-
ment des Emitters auf. In dieser Arbeit werden weitere Emittermole-
küle untersucht, wobei eine stärkere Aggregation von homoleptischen
Emittern im Vergleich zu heteroleptischen festgestellt wird. Dies ist
einerseits im höheren Dipol-Dipol-Potential der homoleptischen Ver-
bindungen und andererseits in der Molekülstruktur begründet. Eine
systematische Analyse der Herstellungsparameter zeigt, dass die Ag-
gregatbildung von dem darunter liegenden Material abhängt und
mit steigender Substrattemperatur und sinkender Verdampfungsrate
zunimmt.

Die zwei Grünemitter Ir(ppy)3 und Ir(ppy)2(acac) werden zusätz-
lich mittels Röntgenspektroskopie untersucht. Beide Emitter bilden
kristalline Körner und weisen eine bevorzugte Orientierung auf. So-
wohl die Kristallbildung als auch die Orientierung bleiben erhalten,
wenn die Emitter mit mehr als 20 Gewichtsprozent in das Matrixma-
terial CBP dotiert werden. Dieses Ergebnis ist ein erster Schritt zum
besseren Verständnis der in vielen Iridium-Emittern beobachteten
Orientierung des Übergangsdipolmoments.
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1 Introduction

In 1879, Thomas Alva Edison revolutionized domestic lighting by
inventing the incandescent light bulb. [1] For more than 100 years,
this inefficient but low-cost light source could not have been imag-
ined to vanish from our daily life. Efficiency, however, is one of the
main drawbacks of the light bulb: the power conversion efficiency
reaches only around 15 lm/W, while 95 % of the applied energy is
emitted as heat. [2] Furthermore, its lifetime is limited to approxi-
mately 1000 hours. Only in the 1980s, the competing fluorescent lamp
became interesting for domestic lighting after a compact design had
been developed. Although fluorescent lamps showed a strong im-
provement in both efficiency and operation lifetime, the produced
light is of lower color quality and the containing mercury harms the
environment. A good alternative is the environment-friendly light-
emitting diode (LED), which nowadays reaches power conversion
efficiencies well above 100 lm/W. [2–4] Just last year, this achievement
was honored by awarding the Nobel prize in physics to the inventors
of the efficient blue LED, which later enabled the production of white
light from semiconductors. [5;6]

Another light source, which increasingly attracts attention in the
lighting market, is the organic light-emitting diode (OLED). First
invented in 1987 by Tang and van Slyke, [7] OLEDs nowadays are the
basis for many small-sized displays, found for instance in mobile
phones, cameras, and tablets. Compared to other light sources, they
offer certain unique features, namely, emission as area instead of point
source and the possibility to be produced as flexible and transparent
devices. This is very interesting for displays, where area emission
lies in its nature, but can also be highly attractive for lighting. Here,
windows become imaginable that are transparent during day and
shine during night; or it can be thought of lamps that emit their light
homogeneously from across the whole ceiling.

OLEDs are furthermore attractive for lighting due to their poten-
tial to achieve good color rendering. In addition, as exemplified in
Fig. 1.1, the color can easily be adjusted and tuned to special purposes.
Yet, OLEDs have reached efficiencies that are on par with fluorescent
tubes. [8] Furthermore, also the device lifetime becomes compatible
with other light sources and OLEDs reaching more than 100 000 hours
have already been demonstrated. [9] Still, suitable material combina-
tions that yield high efficiency together with long lifetime and good
color rendering are hard to find.
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Figure 1.1: Photograph of three dif-
ferent OLEDs employing multiple
emitters. While each OLED consists
of the same materials, the different
color is produced by varying the
microcavity of the thin-film layer
stack.

One of the main reasons, why OLEDs so far have gained broad
market entry only into displays and not into lightings is the so-
called efficiency roll-off, which describes the decrease of efficiency
with increasing brightness or current density. Figure 1.2 illustrates
this effect and indicates two different OLED applications, which
are differentiated according to their brightness regime: Displays
(100−500 cd/m2) and general illumination (1000−10 000 cd/m2). [10]

Hence, the high brightness necessary for OLED lighting is one of the
key issues that should be addressed in future in order to enable the
use of OLEDs also in high-brightness applications.

current density / brightness

e
ffi

c
ie

n
cy

roll-off

Figure 1.2: Schematic illustration of
efficiency roll-off. Blue bars mark
the application of OLEDs for dis-
plays and lighting.

The origin of efficiency roll-off is still under discussion. [11] One
of the most important mechanisms is the annihilation of two excited
states, which arises particularly upon high exciton densities. [12;13]

Reducing the local exciton density can, thus, increase the efficiency at
high brightness and shall be the main purpose of this work. Therefore,
three different physical parameters are studied and methods are devel-
oped to improve each of them. The investigations include decreasing
the exciton lifetime, enhancing the spatial exciton distribution, and
reducing emitter aggregation.

After this short introduction, the basic principles of organic semi-
conductors and OLEDs are presented in Chapter 2. Chapter 3 gives a
broad overview about the processes leading to roll-off and the state-of-
the-art on this topic. Next, experimental techniques including sample
preparation, measurement, and materials are described in Chapter 4.
The results obtained in this thesis are structured according to the
parameters as introduced above. In Chapter 5, the exciton lifetime is
modified by changing the optical environment of the emitter. Then, in
the course of Chapter 6, a method is developed to accurately measure
the spatial exciton distribution. This is concurrently applied to three
different emission layer designs. Chapter 7 studies molecular aggre-
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gation of iridium-cored emitters using three different methods. The
investigations are extended to research the influence of the host mate-
rial and of the processing parameters. Finally, the thesis is closing in
Chapter 8 by giving a summary and outlining work that should be
done to further improve the roll-off in OLEDs.





2 Principles of Organic Semiconductors

Organic semiconductors offer interesting properties that can be used in state-of-the-art electronic devices. This chapter

introduces their basic principles including the formation of molecular orbitals, optical and electrical properties, and

intermolecular transfer processes. Focus is put on optical transitions and electrical doping. The final section presents

the structure and working principle of organic light-emitting diodes and explains the factors which limit the device

efficiency.

2.1 Molecular Orbitals

One of the interesting properties of organic semiconductors is that
the optical, electrical, and structural properties can be tailored to
special purposes by chemical engineering. [14] The following sections,
therefore, aim at giving an overview about the relation between these
properties and the molecular structure.

The basis for charge transport in organic molecules lies in the
sp2-hybridization: If several carbon atoms are close to each other, the
conjugated double bonds between the atoms form an sp2-orbital in
the plane of the molecule and two pz-orbitals per carbon atom per-
pendicular to the plane. The pz-orbitals of neighboring atoms overlap
and form a degenerate π-system, where electrons are delocalized.
Electrons in the sp2-orbitals instead constitute to the σ-bond. Due
to the larger overlap of the sp2-orbitals compared to the pz-orbitals,
electrons are more strongly bound in the σ-bond than in the π-bond.
This is exemplified in Fig. 2.1 for the molecule ethene (C2H4). The
σ-bonds are lying in the plane of the molecule, while the π-bond
forms in a plane that lies parallel but outside the carbon atoms.

C CC C

C CC C

π-bond

π-bond

p
z

p
z

p
z

p
z

σ
σ
σ

σ
σ

Figure 2.1: Molecular orbitals of
ethene. Overlapping pz orbitals
form the π-bond. H-atoms (omit-
ted for clarity) lie in the plane and
are connected to the C-atoms with
σ-bonds.

The electronic states of such a molecule are described by wave
functions Ψ, which can be calculated by solving the time-independent
Schrödinger equation:

HΨi = EiΨi. (2.1)

Here, H denotes the Hamilton operator, which consists of the kinetic
and potential energies of the nuclei and electrons as well as their in-
teraction. Furthermore, the wave functions Ψi depend on the electron
and nuclei positions r⃗i and R⃗j, respectively.

In order to solve the Schrödinger equation, several approximations
have to be introduced. First, the different mass between electrons
and nuclei is assumed to cause an instantaneous respond of the
electrons on a nuclear motion. This is the so-called Born-Oppenheimer
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approximation. [15] The wave functions Ψi may therefore be separated
into an electronic part φR⃗

i (⃗r) and a nuclear (vibrational) part χi(R⃗):

Ψi = φR⃗
i (⃗r) · χi(R⃗). (2.2)

This product ansatz allows solving the Schrödinger equation sepa-
rately for electrons and nuclei. The solution then forms the sum of
electronic (el) and vibrational (vib) contributions and reads1

1 Note that, in general, a term ac-
counting for the rotation contribu-
tion should be added. This term is
very small compared to electronic
and vibrational energy and mainly
contributes to the fine structure of
a transition. [16]

Ei = Eel
i + Evib

i . (2.3)

The electronic transitions are typically in the visible range, whereas
vibrational transitions possess energies of around 0.1 eV and, thus,
lie in the near infrared. The energetic distribution of the states is
illustrated in Fig. 2.2.

E

internuclear separation
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(R)

υ˝ = 1

R˝

υ˝ = 0

υ˝ = 2
υ˝ = 3

E
2
(R)

υ´ = 1
υ´ = 0

υ´ = 2
υ´ = 3

R´

Figure 2.2: Schematic illustration of
two electronic transitions E(R) and
their vibrational structure ν.

In order to calculate the molecular orbitals of many-electron mole-
cules (each described by its wave function φR⃗

i (⃗r)) and the spatial
probability distribution of an electron (given by the square modulus
of its wave function |φR⃗

i (⃗r)|2), [17] further approximations have to be

made. In molecular orbital theory, φR⃗
i (⃗r) is expressed by the product

of the individual wave functions ξ j(r⃗j) of each electron,

φR⃗
i (⃗r) =

[

∏
j

ξ j(r⃗j)

]R⃗

i

, (2.4)

which assumes that the electrons move in an average potential arising
from the nuclei and the charge distribution of all other electrons.
In addition, the calculation may be simplified by expressing the
molecular orbitals as a linear combination of atomic orbitals ζk (so-
called LCAO method):

ξ j = ∑
k

cj,kζk. (2.5)

The coefficients cj,k can be calculated by minimizing the total energy
of the system. [16]

For conjugated hydrocarbons, the electrons can be separated into
two different sets: the strongly bound σ-electrons and the mobile
π-electrons. Via the Hückel method, [17] the Schrödinger equation can
now be solved. As a result, the orbitals split into bonding (π) and
anti-bonding (π⋆) orbitals, where the π-orbital is fully occupied and
the π⋆-orbital is unfilled. The same also holds for the σ-orbitals.

In the example of the molecule ethene, the molecular sp2- and
pz-orbitals of the carbon atoms split into bonding and anti-bonding σ-
and π-states (see Fig. 2.3). Due to the weaker overlap of the pz-orbitals,
the π-bonds split less compared to the σ-bonds. As a consequence,
the highest occupied molecular orbital (HOMO) is the π-orbital and
the lowest unoccupied molecular orbital (LUMO) is the π⋆-orbital.

E

carbon

atom 1

molecular

orbital

π*

π

σ

σ*

p
z

sp2
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carbon

atom 2

p
z

sp2

Figure 2.3: Energetic distribution of
the molecular orbitals of ethene.

According to Koopmans’ theorem, the HOMO and LUMO energies
of a molecular system equal the ionization potential and the electron
affinity, respectively. [18] Between both states an energy gap is present,
which is responsible for the optical properties of the molecule, e.g.
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emission and absorption. The energy gap depends on the size of the
molecule, where large molecular sizes lead to extended π-systems,
which in turn decrease the energy gap. [14]

Regarding an organic solid that is composed of many single
molecules at absolute zero, the π-orbitals are still fully occupied
and the π⋆-orbitals are fully unoccupied. Therefore, the π-system is
saturated, which prevents the formation of covalent bonds. Instead,
the molecules are weakly bound by van der Waals forces. Therefore,
the properties of the single molecule are mainly retained when form-
ing a solid. Furthermore, the overlap of neigboring π-electron systems
is small, which leads to an energy splitting of the vibrational states
of only around 100 meV. The comparison of HOMO and LUMO to
the bands observed in inorganic semiconductors only holds for single
crystals. Nevertheless, as will be discussed later, charge transport is
still possible in amorphous organic solids via overlapping frontier
orbitals.

2.2 Optical Properties

Excitons Under optical excitation, an electron from the HOMO is
lifted into the LUMO. The resulting electron-hole pair is described
as a quasi-particle, a so-called exciton. In organic semiconductors,
the excitons are strongly bound to a molecule by Coulomb attraction
with binding energies in the range of 0.5 eV to 1.0 eV. [19] The optical
gap is, thus, reduced by the exciton binding energy compared to the
electronic gap.

In contrast to inorganic semiconductors, where excitons are delo-
calized and reach distances of several lattice spacings, [20] the Frenkel
excitons present in organic solids are highly localized on a molecule
and often even reside on the same ligand. [14;21]

Excitons may also be formed by electrical excitation, where elec-
trons and holes are approaching each other on the LUMO and HOMO,
respectively. Typically, this electrically formed exciton first resides
on neighboring molecules (so-called charge transfer exciton) before
moving to the same molecule. [22]

Singlet and Triplet States Excitons are divided into two classes: sin-
glet and triplet excitons. In order to understand their difference,
the molecular orbital theory is extended and the electron spin s is
introduced. The molecular orbitals ξ (⃗r, s) can be written as a product
of the spatial wave function ϕ(⃗r) and the spin wave function ψ(s):

ξ (⃗rs) = ϕ(⃗r)ψ(s). (2.6)

This wave function is an eigenfunction to the spin operators S2 and
Sz with the eigenvalues s and ms:

S2ξ = s(s + 1)h̄ξ, (2.7a)

Szξ = msh̄ξ. (2.7b)
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Two electrons with spin quantum number s = ½ and secondary spin
quantum number ms = ±½ may couple to a total spin of S = 0 (an-
tiparallel spins) or S = 1 (parallel spins). According to the multiplicity
M = (2S + 1), electrons with antiparallel spin occupy a singlet state
(M = 1) and electrons with parallel spin a triplet state (M = 3).

In the following, the optical transitions between the electronic states
are described using the Jablonski diagram illustrated in Fig. 2.4. In
the ground state, electrons typically reside in a singlet state S0, where
the antiparallel spins are saturated in pairs. [16] The singlet energy
gap is typically higher than the respective triplet gap, which results
from the different spin configurations (antiparallel for singlets and
parallel for triplets). The Pauli exclusion principle forbids that two
electrons with the same spin are located on the same place. Therefore,
electrons in a triplet state have to reside in different orbitals. This
leads to reduced electron-electron repulsion in the triplet compared
to the singlet state and, thus, to a smaller triplet energy gap.

Figure 2.4: Intramolecular energy
transfer (Jablonski diagram) illus-
trating all optical transitions be-
tween electronic and vibronic en-
ergy levels that are relevant to this
work. [16]
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Optical Transitions As transitions from singlet into triplet states re-
quire a spin flip, they are forbidden according to quantum mechanics.
Thus, absorption of a photon rises an electron from the singlet ground
state mainly into a vibrational mode of an excited singlet state.22 Absorption into the triplet state is

around 10−9 − 10−10 times reduced
compared to absorption into the sin-
glet state. [23]

From the vibrational modes, the electrons relax within picoseconds
to the first excited state via internal conversion. This non-radiative
deexcitation is mediated via phonons.

According to Kasha’s rule, radiative emission mainly occurs from
the lowest excited state of a given multiplicity (S1 or T1) into the
ground state. [24] Emission from singlet excitons is called fluorescence
while emission from the triplet state is denoted as phosphorescence.
Excitons can furthermore transfer from singlet to triplet states via
intersystem crossing (ISC).

While fluorescence occurs within nanoseconds, phosphorescence
persists much longer. This is again related to the forbidden spin flip
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necessary for relaxation from the triplet to the ground state. The
same also holds for ISC, which is typically very weak. However, the
introduction of heavy metal atoms can strongly increase the spin-
orbit coupling and therefore make singlet-triplet transitions highly
probable. [25–27] This reduces the triplet lifetime from the millisecond
time scale that is found in fluorescent compounds to lifetimes of
around 1 s in phosphorescent materials. [28] Furthermore, fluorescence
is not found in these compounds because all singlet excitons are
transferred via ISC to the triplet state within picoseconds. [14]

As an example, two archetypal OLED-emitters shall be briefly com-
pared: the fluorescent 4-dicyanmethylene-2-methyl-6-(p-dimethyl-
aminostyryl)-4H-pyran (DCM) and the phosphorescent tris(2-phenyl-
pyridine)iridium(III) (Ir(ppy)3). DCM shows a singlet lifetime of τS =

1.2 ns and a triplet lifetime of τT = 1.6 ms. Intersystem crossing takes
place at a rate of kISC = 1.5 × 108 s−1. [29–32] The heavy metal iridium
that is located in the center of Ir(ppy)3 strongly increases the ISC rate
to kISC = 1 × 1013 s−1 while the triplet lifetime is reduced to τT =

1.58 s. [13;33]

The relaxation energy between two states and, thus, the wavelength
λ of the absorbed or emitted photon, is simply given by

E = hν = h
c

λ
= |Ei − Ef|, (2.8)

where i and f denote the initial and final state, respectively. Due to the
Franck-Condon principle, transitions are most probable if the overlap
between their vibronic modes is maximized (see Fig. 7.4). [34] As a
result of the Franck-Condon principle and the Kasha rule, spectral
lines of emission and absorption possess a mirror symmetry. Hereby,
absorption and emission between the vibrationless ground state and
the vibrationless excited state are shifted by the so-called Stokes shift.
This is illustrated in Fig. 2.5.
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S
1

S
1

absorption emission

I

Figure 2.5: Illustration of the Kasha
rule. Absorption (red) and emission
(blue) possess a mirror symmetry,
shifted by the Stokes shift (green
arrow).

The individual spectroscopic lines that are formed by the transi-
tions are inhomogeneously broadened due to the disorder that is
present in the typically amorphous organic semiconductors. Here,
polarization by the surrounding environment further contributes to
the broadening. This finally leads to a Gaussian distribution of the
density of states (DOS). [35;36]

Radiative Efficiency The temporal behavior of a certain excited state
density n is expressed by the natural decay rate k0, or its inverse, the
natural lifetime τ0 = 1/k0:

dn

dt
= −k0n. (2.9)

Solving this equation leads to the simple exponential relation

n = n0e−k0t, (2.10)
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with the initial excited state density n0. The intrinsic lifetime τ that
can be observed in experiment depends on both radiative and non-
radiative processes, kr and knr, respectively:

τ =
1

kr + knr
. (2.11)

Non-radiative processes include, e.g., ISC and internal conversion.
In order to calculate the probability of a radiative transition, the
efficiency ηrad can be expressed as

ηrad =
kr

kr + knr
. (2.12)

High radiative efficiency is, thus, achieved by minimizing all non-
radiative processes. [37]

2.3 Intermolecular Energy Transfer

Now that the intramolecular energy transfer processes have been
briefly introduced in the previous section, focus is drawn to the
processes observed between different molecules.3 This energy transfer3 A minor part of this section is pub-

lished in Ref. 11. Reprinted with
permission. Copyright 2013, Wiley
VCH.

can occur both radiatively and non-radiatively. The radiative transfer
takes place in two steps:

D⋆ → D + hν, hν + A → A⋆. (2.13)

Here, D and A denote the donor and acceptor molecules, while an
asterisk marks an excited state. The energy hν is mediated via a
photon and can reach macroscopic distances. Compared to optical
excitation with energy E0, the Lambert-Beer law relates the fraction
of energy that is absorbed Eabs to the film’s absorption coefficient α

and thickness d:
Eabs = E0

(

1 − e−αd
)

. (2.14)

However, due to the Stokes shift between absorption and emission,
re-absorption is neglected throughout all following investigations. [16]

Diffusion Non-radiative energy transfer is a diffusive process, where
the excitons migrate via several steps driven by high local exciton
densities. Concerning diffusion, energy is transferred from donor
to acceptor without exchange particles, either via Förster or Dexter
transfer:

D⋆ + A → D + A⋆. (2.15)

The time dependent distribution of an exciton density n(⃗r, t) can then
be expressed by Fick’s second law:

∂n(⃗r, t)

∂t
= D∆n(⃗r, t)− n(⃗r, t)

τ
+ G(⃗r, t). (2.16)

The first term describes the diffusive motion with the diffusion coeffi-
cient D, the second term expresses exciton decay, and the third term
includes exciton generation. Solving the diffusion equation leads to
extraction of the diffusion length l =

√
Dτ. Although diffusion is
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in general a process taking place in all three dimensions in space,
it can be reduced to one dimension if isotropic materials are used
and if excitons are generated homogeneously in the substrate plane.
Then, Eq. 2.16 can be reduced to the dimension perpendicular to the
substrate.

Förster Transfer As illustrated in Fig. 2.6, Förster transfer is based on
a dipole-dipole coupling between two molecules and, thus, requires
spin conservation. [38] Nevertheless, Förster transfer can also occur
in phosphorescent materials if heavy metal atoms are introduced.
It scales with R−6, where R is the intermolecular distance. For the
Förster radius RF, denoting the length at which the efficiency of
a Förster transfer is reduced to 50 %, experimental values between
0.8 nm and 5 nm are found in organic molecules. [39–44]

D* A D A*

Figure 2.6: Schematic illustration
of Förster transfer. Energy is
exchanged via dipole coupling,
while electrons remain on the same
molecule.Dexter Transfer Dexter energy transfer between two molecules occurs

upon overlap of their wave functions via the exchange of electrons
(see Fig. 2.7). It is very sensitive to the overlap of the molecular
orbitals and its rate scales with e−R. [45] Therefore, substantial Dexter
energy transfer occurs only over very small distances of up to around
2 nm. [40;46;47] In contrast to Förster transfer, only the total spin of the
involved molecules has to be preserved here so that an exchange of
triplet excitons is possible.

D* A D A*

Figure 2.7: Schematic illustration of
Dexter transfer. Electrons are ex-
changed from one molecule to the
other.

Note that only in the Dexter process electrons are indeed migrat-
ing, while under the Förster framework the electrons exchange their
energy but remain on the molecules. According to the different spin
requirements and length scales that underlie the two mechanisms,
singlet excitons typically transfer via Förster and triplets via Dexter
transfer.

2.4 Charge Transport

The high disorder that is present in amorphous organic semiconduc-
tors allows charge transport only to take place via thermally assisted
hopping steps between neighboring molecules. The hopping process
can be described within the Gaussian disorder model to take place
between Gaussian distributed density of states. [48] Then, the jump
rate between two sites depends, among others, on the overlap of the
electronic wave functions. [49]

Applying an electric field F⃗, charge carriers move in first approxi-
mation with a drift velocity

v⃗ = µF⃗, (2.17)

which depends on the charge carrier mobility µ.4 Although µ is a 4 Note that, in general, µ is a tensor.
However, µ is isotropic in the amor-
phous materials used, and, thus,
can be treated as scalar here.

material parameter, it may be influenced by temperature, electric field,
and charge carrier density. [50–53]

Compared to inorganic semiconductors, where electronic bands
are formed leading to charge carrier mobilities of approximately
103 cm2/(V s), the disorder present in organic semiconductors strongly
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hinders charge transport. Instead, the mobility decreases to around
1 cm2/(V s) in organic crystals and by further 4 to 6 orders of magni-
tude in amorphous organic solids. [14;54] Upon Ohmic injection, the
low mobility limits charge transport trough the organic layers and
leads to built-up of space charge at the contacts. This effect is ex-
pressed in space charge limited current (SCLC) theory, [55] where the
current density J is related to the voltage V by the Mott-Gurney
equation:

J =
9
8

ϵrϵ0µ
V2

d3 , (2.18)

with the relative permittivity ϵr, the permittivity of free space ϵ0, and
the layer thickness d. Hence, despite the low mobilities present in
organic semiconductors, their very small layer thickness can still lead
to significant charge transport. [14]

Although SCLC theory neglects charge diffusion and is based on
the assumption of unipolar transport, it may well describe charge
transport in organic semiconductors. [56] However, this only holds in
the absence of traps, which can often not be avoided due to impurities
or doping. As a conclusion, trapped electrons additionally contribute
to the total space charge. In order to calculate the current-voltage be-
havior of discrete trap states, SCLC theory can be extended using an ef-
fective mobility µeff = µΥ with Υ−1 = 1 + Nt/Ne exp(Et/kBT). [14;52]

Now, traps are included by their density Nt and energy Et. Fur-
thermore, Ne refers to the density of transport states and kBT to the
Boltzmann constant and temperature.

Electrical Doping In order to obtain Ohmic charge injection and
increase the conductivity, electrical doping is used. Here, free charge
carriers are generated by doping the host with a certain dopant. For
n-doping, the dopant has to possess a very high HOMO level so that
electrons from the HOMO of the dopant can transfer to the LUMO of
the host. For p-doping, the dopant instead has to possess a very low
LUMO so that an electron can transfer from the HOMO of the host to
the LUMO of the guest, which generates a free hole on the host. [57–59]

The principle is shown in Fig. 2.8.

host

p-doping n-doping

dopant host dopant

E

Figure 2.8: Schematic illustration
of doping. Charge transfer from
host to dopant (p-doping) or from
dopant to host (n-doping) creates
free holes (red circle) or electrons
(blue circle), respectively.

Typically, organic materials are used for p-doping. [60–62] How-
ever, for n-doping only few chemically stable molecular dopants are
found [63] and still inorganic alkali metals such as Cs or Li are often
used. [64;65]

The strongly increased charge carrier density upon electrical dop-
ing enhances the conductivity by several orders of magnitude, both
through providing charge carriers and by enhancing the mobility. [59;66]

The voltage drop over electrically doped transport layers is negligible
compared to the drop over intrinsic layers. Therefore, the thickness
of these doped layers can be varied up to a few hundred nanometers
without influencing the electric behavior. [59;67;68]

Furthermore, electrical doping is used to ensure proper charge
carrier injection from the electrodes into the organic material. As
illustrated in Fig. 2.9, adjustment of the Fermi energy level to the
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electrode’s potential leads to band bending at the interface. A Schottky
contact with an only few nanometer thick depletion zone is formed,
which can be tunnelled by the charge carriers. This allows Ohmic
charge injection and reduces the voltage. [19]

metal

without doping with p-doping

organic metal organic

E

Figure 2.9: Schematic illustration of
band bending at the interface be-
tween metal and organic when in-
troducing a p-dopant.

2.5 Organic Light-Emitting Diodes

OLEDs consist of several organic semiconducting layers that are
embedded between two electrodes. In brief, the working principle is
as follows: Charge carriers are injected from the electrodes into the
organic layers and are transported to the emitter, where they combine
and form an exciton. By decaying radiatively, this exciton then creates
a photon. Finally, the photon escapes the device through one of the
electrodes.

While the first part of this section will explain the device structure
and working principle in more detail, the second part addresses the
efficiency of the mentioned processes and gives details about loss
mechanisms.

2.5.1 Structure and Working Principle

The OLEDs fabricated throughout this thesis are built in bottom-
emitting configuration. This means that the transparent electrode is
located directly on top of a transparent substrate, through which the
generated light is outcoupled.

Figure 2.10 shows the energy levels of a typical OLED structure
under forward bias. In order to efficiently inject holes into the or-
ganic layers, the anode has to possess a high work function ΦA.
Analogously, the cathode should possess a low work function ΦC

to provide efficient electron injection. The different work functions
create a built-in field, which can be overcome by applying a volt-
age. Most OLED structures in this thesis are based on the so-called
pin-concept. Here, p- and n-doped transport layers surround an in-

trinsic emission layer. [69;70] This allows efficient charge injection and
transport through the hole and electron transporting layers (HTL and

Cathode

Anode

Light

LUMO

HOMO

HTL EBL EML

HBL ETL

E
vac

Φ
A

Φ
C

p-doped n-dopedintrinsic
Figure 2.10: Energy levels of a typ-
ical OLED structure applying for-
ward bias between anode and cath-
ode.
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ETL, respectively) to the emission layer (EML), where electrons and
holes form an exciton. In order to keep the charge carriers and exci-
tons inside the EML, and to avoid exciton quenching at the electrical
dopants, it is surrounded by thin intrinsic blocking layers (HBL and
EBL, respectively).

The emission layer is typically composed of a host-guest system,
where the light-emitting dye is doped with a low concentration
into a host. This is especially important for phosphorescent emitter
molecules in order to avoid exciton quenching due to high guest con-
centration. [39] Figure 2.11 schematically illustrates the energy levels
and transitions in such a phosphorescent host-guest system. Usually,
guest concentrations up to 20 mol % are chosen, depending on the
actual material. Due to the much higher host concentration, charge
transport and exciton formation typically takes place via the host
while the emitter is often observed to trap charges. [71;72]

host emitter

S
0

S
1

T
1

S
1

T
1 ISC

emission

Figure 2.11: Energy levels and tran-
sitions in a phosphorescent host-
guest system upon electrical exci-
tation.

As explained in Sec. 2.2, electrical excitation creates singlet and
triplet excitons with a ratio of 1 : 3. In order to efficiently transfer the
excitons from host to guest, the host material has to possess a higher
singlet and triplet energy gap than the emitter. Hence, quick Förster
and Dexter energy transfer to the guest takes place, which avoids
additional emission from the host. On the phosphor sites, singlets are
transferred to triplets via intersystem crossing. Therefore, in the ideal
case, all excitons are converted to the guest triplet state, from where
they radiatively decay to the ground state. [53]

To ensure efficient charge to photon conversion, the layers have
to provide certain properties. First, the transport layers should be
highly conductive in order to circumvent a potential drop. This can
be achieved by electrical doping. The doping concentration, however,
should be kept as low as possible as the dopants typically absorb pho-
tons in the visible wavelength regime. [60;73;74] Next, energy barriers
between the different organic layers should be avoided because these
cause additional space charge at the interface, which hinders further
transport. The blocking layers HBL and EBL, however, have to possess
a lower HOMO and a higher LUMO than the EML, respectively, in
order to restrain charge leakage to the electrodes. In addition, exci-
ton quenching in the blocking layers has to be prevented by using
blockers which possess higher singlet and triplet energy levels than
the emitter.

Instead of using the pin-concept also intrinsic layers may be used.
Efficient charge injection can then be reached by introducing 1 nm
thin injection layers. Compared to pin-OLEDs, the intrinsic devices
simplify fabrication because charge blocking layers are not needed.
Furthermore, the fabrication of doped transport layers is challenging
due to the low dopant concentrations used. However, high poten-
tials have to be applied to the intrinsic transport layers in order to
overcome their low conductivity. Although high external quantum ef-
ficiencies may still be achieved, [75–78] the power efficacy, thus, suffers
dramatically. Furthermore, the intrinsic device concept is not useful
for optical optimization.
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Organic materials and also many metals that are used as electrodes
are not stable at ambient conditions. Especially the contact with water
and oxygen quenches the emission and leads to material decompo-
sition. Therefore, organic thin-films have to be encapsulated under
nitrogen atmosphere. [79–81]

2.5.2 Characterization

The external quantum efficiency (EQE) of an OLED is the ratio of
photons that escape the device per injected charges, and is given as
the product of several factors:5 5 A minor part of this section is pub-

lished in Ref. 11. Reprinted with
permission. Copyright 2013, Wiley
VCH.

EQE = γχη⋆
radηout = IQE · ηout. (2.19)

Here, γ is the electrical efficiency describing the ratio of decaying
excitons over injected charge carriers, χ the spin factor (meaning the
ratio of singlet to triplet excitons), η⋆

rad the effective radiative efficiency
of the emitter, and ηout the outcoupling efficiency. [68] If one considers
only the ratio of radiatively decaying excitons over the number of
injected charge carriers, one obtains the internal quantum efficiency,
IQE.

Electrical Efficiency The electrical efficiency is typically assumed to be
very high and values above γ = 0.9 have already been measured. [68]

However, if the ratio of electrons and holes in the EML is not balanced,
for instance by charge carrier built-up at interfaces or bad injection for
either electrons or holes, the electrical efficiency will decrease. This
may be avoided by using doped transport layers. [82] Further reduction
of γ may be caused by charge carrier leakage.

Spin Factor The exciton spin factor is one of the limiting factors in
fluorescent materials. It describes the proportion of excitons that
decay radiatively upon spin statistics. As excitons are formed by an
electron and a hole both possessing a random spin of ±½, 25 % of the
excitons are in the singlet state and 75 % are in the triplet state.6 In 6 The singlet-triplet ratio is still un-

dergoing current research and sev-
eral publications have shown devia-
tions from the 1:3 ratio. [22;83–86]

the meanwhile, new concepts for fluorescent materials which utilize
also triplet excitons have achieved promising results by pushing the
exciton spin factor up to χ = 1. [87–89] Nevertheless, the conventional
approach for the last 15 years uses phosphorescent emitters, for which
efficient ISC leads to χ = 1.

Radiative Efficiency The third factor, the effective radiative efficiency
η⋆

rad, is based on the intrinsic radiative efficiency ηrad that has al-
ready been introduced in Eq. 2.12. In contrast to ηrad, η⋆

rad takes the
modification of the emitter lifetime by the optical environment into
account. [90–93] Compared to the intrinsic triplet lifetime τ, which is a
material parameter and denotes the lifetime the exciton would have
in free space, the effective lifetime τ⋆ is defined as

1
τ⋆

= k⋆ = Fkr + knr. (2.20)
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Here, the radiative decay rate is influenced by the so-called Purcell
effect, which is expressed in the factor F,

F(λ, u) = 2
∞
∫

0

uK(λ, u)du, (2.21)

where K(λ, u) denotes the spectral power density per wavelength λ

and normalized in-plane wave vector u. The Purcell effect takes the
different refractive indices and extinction coefficients of the layers
into account. F = 1 if the emitter is positioned in free space. In
strong optical microcavities, e.g. for light sources close to reflecting
electrodes, F can strongly differ from 1. For more details on the
theoretical treatment of the Purcell effect, the reader is referred to
Refs. 68 and 90.

The effective radiative efficiency is finally given by

η⋆
rad =

Fkr

Fkr + knr
. (2.22)

Compared to the intrinsic radiative efficiency, it can be both enhanced
or reduced depending on the actual microcavity strength. Hence,
the external quantum efficiency is influenced by the position of the
emitter inside the OLED stack.

Outcoupling Efficiency An even stronger influence of the emitter
position on the EQE is observed for the last factor in Eq. 2.19: The
outcoupling efficiency provides a measure for the amount of light
that is actually emitted by the OLED with respect to the photons
generated internally. Due to the difference in the refractive indices of
the organic layers, the electrodes, the substrate, and the surrounding
air, around 80% of the generated light is typically trapped inside
bottom-emitting OLEDs when using conventional glass substrates. [94]

This value holds for optimized devices in which the emitting dipoles
are located in the maximum of the optical field. If their position is
outside the field maximum, the efficiency can decrease further. [37;68]

glass

ITO

organic

metal

Figure 2.12: Cross-section through
an OLED stack. Emitted light is
refracted and reflected at the inter-
faces due to different refractive in-
dices. The wavy line indicates sur-
face plasmon polaritons.

The effect is illustrated in Fig. 2.12. Due to the higher refractive
indices of the organic layers and ITO compared to the glass substrate,
total internal reflection keeps the modes inside the device. Further-
more, coupling of the emitting dipoles to the electrode excites surface
plasmons, which are also a strong loss mechanism. [37]

Measurable Quantities In experiment, the external quantum efficiency
is calculated by measuring the angular dependent spectral radiant
intensity Ie(ϑ, λ) as a function of the applied current density J:

EQE(J) =
2πq

Jhc

∫

ϑ

∫

λ

λIe(ϑ, λ) sin ϑdϑdλ, (2.23)

Here, ϑ is the viewing angle, q the elementary charge, h the Planck
constant, and c the speed of light. Obviously, the EQE depends on
the current density J and is, therefore, also related to the luminance
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L. Typically, the efficiency decreases with increasing current density,
which is denoted as efficiency roll-off. As roll-off is the main interest
of this work, it will be discussed in more detail in Chapter 3.

Although the external quantum efficiency is a good measure for
understanding and comparing the physics behind different samples,
the luminous efficacy (LE) is more interesting for applications. It is a
photometric quantity and reads:

LE(J) =
2πKm

JV

∫

ϑ

∫

λ

U(λ)Ie(ϑ, λ) sin ϑdϑdλ. (2.24)

In comparison to the radiometric EQE, the LE is weighed with the
sensitivity of the human eye U(λ), and furthermore includes the
photopic constant Km, which denotes the maximum luminous efficacy
of a green emitter at 555 nm wavelength. [53;95]

Emitter Orientation Emission can be described as radiation from a
dipole antenna. This is related to the fact that an exciton consists
of two charge carriers. Emission then occurs when an electron from
the LUMO recombines with a hole in the HOMO. According to the
location of HOMO and LUMO in the molecule, transition dipoles are
found in certain direction of the molecule. Typically, the transition
dipoles are thought of having fixed positions compared to the sym-
metry axis of the molecule. [96] However, recent investigations showed
that the dipole moment may also fluctuate. [97]

Until recently, OLED emitters were assumed to have an isotropic
orientation. This implies that the dipoles radiate into all directions
with the same probability. In order to couple light efficiently out
of the OLED stack, horizontal orientation of the emitting dipoles is
preferred because vertical dipoles emit their light mainly in plane of
the device. Hence, they largely excite surface plasmon polaritons. [53]

In order to investigate the transition dipole orientation, the spectral
power density K(λ, u) that was introduced in Eq. 2.21 is split into
transverse magnetic (TM, p-polarized) and transverse electric (TE,
s-polarized) components:

K = aKTM,v + (1 − a)(KTM,h + KTE,h). (2.25)

The left term describes emission from vertical (v) dipoles while the
right term denotes emission from horizontal (h) dipoles. The ratio of
vertical to horizontal dipoles is expressed in the anisotropy factor a,
which takes values of (0, 0.33, 1) for (horizontal, isotropic, vertical)
dipole orientation.

Regarding phosphorescent compounds, Schmidt et al. were the
first to find an emitter with preferential horizontal orientation. [92]

Since then, different phosphorescent emitters were studied and aniso-
tropy factors ranging from 0.22 to 0.40 have been found. [78;96;98–101]

Theoretical calculations showed that the EQE on conventional glass
substrates could be enhanced by a factor of 1.5 to up to 35 % when
using an emitter with completely horizontal orientation. [102] Using op-
timized emitters with a radiative efficiency of 1 could increase the EQE
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even further to 45 %. [96] Although such emitters have not been found
yet, an EQE of 32 % has been demonstrated by Kim et al. using the
phosphorescent compound bis(2-phenylpyridine)iridium(III)(2,2,6,6-
tetramethylheptane-3,5-diketonate) (Ir(ppy)2(tmd)), which possesses
preferential horizontal orientation with a = 0.22 and a very high
radiative efficiency of ηrad = 0.96. [78]



3 Theory of Efficiency Roll-Off

Efficiency Roll-Off describes the efficiency loss of an OLED with increasing current density. This chapter introduces

the figures of merit to quantify and compare the roll-off of different devices and gives an overview about the best

achieved efficiencies at high brightness to date. The underlying processes are discussed in detail with a focus on

phosphorescent dyes. Finally, the influence of the different processes is discussed and the scope of this work is

outlined.1

1 Predominant parts of this chapter
are published in Ref. 11. Reprinted
with permission. Copyright 2013,
Wiley VCH.

3.1 Current Status

The efficiency roll-off can be quantified by the critical current density
J0, which represents the current density at which the EQE drops to
half of its maximum value. [12] Thus, devices with strong roll-off will
have low critical current densities. J0 is a useful measure to compare
the roll-off of different OLEDs. However, in efficient fluorescent
OLEDs as well as in phosphorescent devices with short lifetimes, J0

can often not be reached without driving the device into a regime
where material degradation sets in. Therefore, the critical current
density J90% is introduced, i.e., the current at which the EQE drops to
90 % of its maximum value.

Figure 3.1a shows the maximum external quantum efficiency of
selected monochrome and white OLEDs reported in the literature
as a function of J90%.2 The data is divided into phosphorescent, flu- 2 Data selected in March 2013.
orescent, and hybrid devices, where hybrid refers to OLEDs using
both phosphorescent and fluorescent emitters. High efficiencies above
15 % are mainly achieved by devices based on phosphorescent emit-
ters. For these, however, the EQE rolls off to 90 % of its maximum
at currents as low as 1−30 mA/cm2, which corresponds to a lumi-
nance of 1000−10 000 cd/m2, i.e., to luminance values that will be
required for applications in OLED in lighting. Fluorescent materials
instead achieve much higher critical current densities in the range of
50−1000 mA/cm2, but external quantum efficiencies remain below
10 %.

Concerning white light emission, phosphorescent emitters outper-
form fluorescent approaches in efficiency, but suffer from the lowest
critical current densities. Hybrid approaches have been used to in-
crease device stability and to decrease the roll-off, but for current
densities up to 500 mA/cm2, truly low roll-off has so far only been
achieved in fully fluorescent devices.

For fluorescent, monochrome devices, no difference in the average
roll-off can be observed with regard to the emitted color. For phospho-
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Figure 3.1: External quantum effi-
ciency (EQE) versus (a) critical cur-
rent density J90% and (b) critical lu-
minance L90% for various OLEDs
reported in the literature. Color
of symbols represents the color of
emitted light, black symbols stand
for white-emitting OLEDs. Phos-
phorescent (�), fluorescent (�), and
hybrid approaches using both phos-
phorescent and fluorescent emitters
(⊡) are denoted. The use of flat
outcoupling structures (H), TADF
emitters (•), TTA (N), and tandem
devices (�) to improve efficiency is
also marked. Further information
on the definition of EQE, J90%, and
L90% and a list of all references can
be found in App. A.

rescent OLEDs, however, blue-emitting devices tend to have the high-
est roll-off. This can be attributed to the usually very poor chemical
stability of the blue-emitting phosphors, which affects measurements
of the efficiency at high current densities (further information can be
found in Sec. 3.2.3).

For practical applications, the roll-off in efficiency with increasing
luminance will be more relevant than the roll-off with current density.
The maximum EQE is therefore further compared as a function of
the critical luminance L90% (i.e., the luminance, at which the EQE has
dropped to 90 % of its maximum value) for selected fluorescent and
phosphorescent OLEDs (cf. Fig. 3.1b). Although L90% of fluorescent
OLEDs could only be extracted from a limited number of publications,
it is obvious that the average critical luminance is relatively similar for
fluorescent and for phosphorescent materials, with typical L90% being
in the range of 1000 and 10 000 cd/m2. The relatively low critical
luminance of fluorescent OLEDs results from their lower current
efficiencies compared to phosphorescent devices which mean that
higher current densities are necessary to achieve the same brightness
as in phosphorescent devices.

In many cases, in particular for lighting applications, the luminous
efficacy (LE) which is given by the luminous power output over the
electrical power input (cf. Eq. 2.24) is more relevant than the EQE
and can be more directly compared to performance measures of other
light sources. However, the roll-off of the LE is not only caused by
the reduction in EQE with increasing brightness, but also by resistive
losses, which are proportional to EQE/V. [10] These resistive losses are
due to energy barriers, low charge-carrier mobilities of the involved
materials, and a high sheet resistance of the electrodes and lead to a
much higher roll-off in LE than in EQE. Resistive losses are minimized
in devices with very steep luminance-voltage characteristics, i.e., in
devices where the luminance increases rapidly with voltage. This can
be achieved by using doped charge-transport layers, materials with
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EQE [%] LE [lm/W] J90% [mA/cm2] L90% [cd/m2] Reference

Red 25.3 64 26.3 20000 103 ([8] in Fig. 3.1)
Green 39.5 83 13.5 18000 75 ([20] in Fig. 3.1)
Blue 22.4 34 5 2700 104 ([5] in Fig. 3.1)
White 27.2 74 6 – 8 ([6] in Fig. 3.1)

Table 3.1: Devices with outstanding
EQE and LE at 5000 cd/m2 from
scientific literature for red, green,
blue, and white devices. All de-
vices incorporate phosphorescent
emitters. Furthermore, the critical
current density J90% and critical lu-
minance L90% are listed. The green
and white devices contain flat out-
coupling structures.

high charge-carrier mobility, and electrodes with low sheet resistance.
As the LE roll-off thus reflects the superposition of several different
effects, some of which are external to the physical process inside
the device, it will be focussed on EQE roll-off as the more physical
quantity throughout this thesis.

The performance of a few devices with outstanding efficiency at
high brightness (5000 cd/m2 is taken as a reference) is summarized
in Table 3.1. Very high EQE and LE values of 39.5 % and 83 lm/W,
respectively, have been achieved in a green OLED using a highly
efficient OLED stack and a thin-film outcoupling structure on flexible
plastic substrate. [75] For red OLEDs, the highest efficiencies were
obtained by increasing microcavity effects in the OLED using either
an additional silver layer on the ITO ground electrode or using top-
emitting OLED design. [67;103] In blue OLEDs, the highest LE and
EQE that have been achieved at 5000 cd/m2 lie far behind the red and
green devices. [104] The combination of red, green, and blue emitters in
a white OLED led to LE up to 74 lm/W, when a periodic outcoupling
structure is attached. [8] Furthermore, fluorescent OLEDs which show
no detectable EQE roll-off across the entire measurement range (i.e.,
up to 30 000 mA/cm2 or 30 000 cd/m2) have been reported. [105;106]

3.2 Processes Leading to Roll-Off

The roll-off in EQE with increasing current density is the result of
an interaction of many different processes, which influence one or
more factors in Eq. 2.19: While the spin factor is usually assumed
to remain constant, the electrical efficiency γ can be subject to a
change in charge balance with increasing voltage and the outcoupling
efficiency ηout might be influenced by a shift of the recombination
zone. However, the roll-off is assumed to be most dramatic for the
radiative efficiency η⋆

rad, which can be affected by various different
bimolecular annihilation processes. In the following subsections, these
mechanisms and effects influencing the other factors in Eq. 2.19 will
be discussed in detail.

To provide an overview, the scheme in Figure 3.2 summarizes the
different processes. In this scheme, bimolecular processes are illus-
trated by lines connecting electrons (e−), holes (h+), triplet excitons
(T), or singlet excitons (S); open circles denote the destruction of a par-
ticle (i.e., an e−, h+, T, or S), closed circles denote their creation, and
the absence of a circle means that the respective particle is preserved.
Excitons are formed by an electron and a hole (exciton formation,
EF). Singlets can be quenched (i.e., destroyed) by polarons3 (singlet-

3 When a charge carrier travels
along a solid, it polarizes the sur-
rounding molecules. This forms a
quasi-particle, which is known as
polaron. [16]
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polaron annihilation, SPA), by other singlets (singlet-singlet annihi-
lation, SSA), or by triplets (singlet-triplet annihilation, STA), while
triplets can get quenched by polarons (triplet-polaron annihilation,
TPA) or other triplets (triplet-triplet annihilation, TTA). Furthermore,
singlets can convert into triplets by ISC. Generated excitons might be
dissociated by heat or in an applied electric field. Finally, the created
photons are coupled out of the layer stack.

polarons excitons photons

e-

h+

T

S

STAISC

SSA

TTA

TPA

SPA

EF

EF

heat
electric field

charge
balance 

out-
coupling

TPA

SPA

PF

PF

Figure 3.2: Schematic illustration of
possible mechanisms leading to effi-
ciency roll-off in OLEDs. The differ-
ent particles involved are electrons
(e−), holes (h+), singlets (S, red),
and triplets (T, green). Connecting
lines indicate whether a particle is
destroyed (open circle), created (full
circle), or preserved (no circle). The
mechanisms involved are charge
imbalance, bimolecular quenching
processes such as TPA/SPA, SSA,
STA, TTA, exciton dissociation un-
der the influence of heat or an elec-
tric field, and the outcoupling of the
created photons. Mechanisms that
might depend on current density
and would thus influence the roll-
off are shown in italics. For com-
pleteness, exciton formation (EF),
intersystem crossing (ISC), and pho-
ton formation (PF) are also shown.

3.2.1 Triplet-Triplet Annihilation

TTA is mostly relevant to the efficiency roll-off in phosphorescent
OLEDs. The first phosphorescent OLED, which was reported by
Baldo et al. in 1998, used 2,3,7,8,12,13,17,18-octaethyl-21H,23H-por-
phine platinum (PtOEP) as the emitter molecule. [27] In this first pub-
lication it was already suggested that the observed decrease in EQE
at high currents is caused by a bimolecular quenching process. At
this time, the authors supported their suggestion by showing that the
excited-state lifetime of triplet excitons in PtOEP decreased for increas-
ing currents. Although bimolecular quenching indeed plays a relevant
role in PtOEP based devices, it has been shown later that the early
interpretation of the decreased lifetime was not entirely accurate. In
the following years, Baldo and co-workers investigated the efficiency
roll-off and in particular TTA in detail for various phosphorescent
host-guest systems. [12]

Since then, TTA is probably the most widely-studied mechanism
involved in the efficiency roll-off of OLEDs. The TTA effect itself was
in fact known long before the development of phosphorescent OLEDs
and was first noticed during observations of TTA induced delayed
fluorescence in organic crystals in 1962. [35;107] Due to the long lifetime
of excited triplet states (in the microsecond range), the probability
for these excitons to annihilate is much higher than for singlet states,
which have radiative lifetimes in the nanosecond range. Figure 3.3
schematically shows the possible creation and decay pathways of
singlet (red) and triplet (green) excitons. During electrical excitation,
charge carriers usually form singlet and triplet excitons with a 25 %
to 75 % ratio (cf. Sec. 2.5.2).

S
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S
1

T
1

X

τ
T

τ
S

k
TT

+15%

25% 75%

Figure 3.3: Illustration of spin-
statistics in electrically driven
OLEDs. Figure adapted from Ref.
108.

In TTA, the annihilation of two triplet states leads to an intermedi-
ate state X, which can be transferred—according to spin statistics—
into one singlet, three triplet, or five quintet states. The quintet states
are usually higher in energy than the two initial triplet states and can
thus be neglected. [35] Possible pathways are therefore:

T1 + T1
kTT−−→ X

⎧

⎨

⎩

75%−−→ Tn + S0 → T1 + S0
25%−−→ Sn + S0 → S1 + S0

(3.1)

where kTT is the rate constant describing the kinetics of the TTA
process. The total fraction of triplet excitons that can be converted into
singlet excitons by multiple TTA processes is 15 %. [108] For fluorescent
materials TTA may therefore increase the device efficiency (cf. up
triangles in Figure 3.1). [35;108–110] In phosphorescent systems any
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singlet exciton formed during the TTA process can quickly transfer
back into a radiative triplet excited state via ISC, however, at least one
triplet exciton will be lost in the process. Depending on the excited
state lifetime, current density, and, hence, on the triplet density, TTA
may significantly decrease the efficiency of phosphorescent OLEDs.

In the following, it is mainly focussed on TTA in phosphorescent
materials. In OLEDs, the emitter molecules are often doped into a host
material to avoid self-absorption and concentration quenching and,
thus, to achieve efficient luminescence (cf. Sec. 2.5.1). [39] In such host-
guest systems, efficient exciton confinement on the guest requires that
the host material has a higher triplet energy level than the emissive
guest molecules. Especially for blue phosphorescent emitters, this
requirement is sometimes difficult to fulfill. Therefore, host materials
with resonant or even lower triplet levels are also used and at least
moderate quantum efficiencies are still achieved. [111;112] In these host-
guest systems, different forms of TTA can occur, namely between two
excited guests, between host and guest, or between two excited host
triplets. [113] In the following, the different TTA mechanisms and how
their presence can be detected are described. Focus lies especially on
guest-guest annihilation as this process is assumed to be the dominant
one in most OLEDs. Furthermore, host-guest TTA and host-host TTA
can only be observed indirectly. Thus, only few publications exist
that specifically investigate these TTA processes.

Guest-Guest Annihilation TTA can be observed using time-resolved
photoluminescence (PL) or electroluminescence (EL) measurements.
The time evolution of the density of guest molecules in the triplet
state nT(t) after pulsed excitation is described by the general rate
equation: [12;13]

d

dt
nT(t) = −nT(t)

τT
− 1

2
kTTnT(t)

2. (3.2)

Here, the first term describes the conventional and ideally radiative
monoexcitonic decay with the triplet lifetime τT and the second term
accounts for the biexcitonic annihilation with the TTA rate kTT. Thus,
TTA increases non-linearly with increasing triplet densities. The factor
½ accounts for the fact that one of two triplet excitons is lost during
annihilation. Equation 3.2 can be solved to

nT(t) =
nT0

(

1 + nT0
kTTτT

2

)

et/τT − nT0
kTTτT

2

, (3.3)

where nT0 is the initial triplet exciton density. In order to take electrical
excitation into account, a creation term of the form J

qw can be added
to Eq. 3.2, where J is the current density, q is the electron charge, and
w is the width of the emission zone. [12] Here, an exciton formation
zone with a rectangular shape is assumed.
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Under steady state conditions, the EQE of an OLED can be calcu-
lated from Eq. 3.2 to

EQE
EQE0

=
J0

4J

(
√

1 + 8
J

J0
− 1

)

, with (3.4)

J0 =
4wq

kTTτ2
T

(3.5)

describing the critical current density, i.e., the current density where
EQE = EQE0

2 with EQE0 the external quantum efficiency at currents
low enough so that TTA is negligible. Using the values for kTT and τT

obtained from transient measurements, it is then possible to calculate
J0. With this, the EQE of an OLED and its roll-off with increasing
current density can be predicted.

TTA can only occur if two triplet excitons are in close proximity.
In principle, triplets can move towards each other through Dexter
or Förster energy transfer. In literature, both transfer processes are
discussed to cause TTA, [40;41;114;115] but recent findings propose that
only Dexter transfer takes place. [116] Especially concerning iridium-
cored compounds, mainly Dexter transfer has shown to contribute
to TTA and will therefore be presented in more detail in the follow-
ing. [40;114;116;117]

Dexter energy transfer can be described as a diffusion based ex-
change following a random walk and the associated kTT can be ap-
proximated as

kTT = 8πDR (3.6)

with the diffusion constant D and the effective interaction distance
R, over which the two excited states annihilate. [16;117–119] This dis-
tance can be approximated by an average 3D lattice constant. [120]

Equation 3.6 implies that kTT does not depend on excitation density
unless there is an indirect dependence through the diffusion constant.
It should furthermore be noted that, unless there is no energy bar-
rier between host and guest, R depends on the guest concentration
and that therefore Dexter transfer based TTA is enhanced in highly
concentrated host-guest systems. [41] In the phosphorescent system
4,4’,4”-tris(N-carbazolyl)-triphenylamine (TCTA):Ir(ppy)3, the guest-
guest distance at a typical doping concentration of 9.3 mol % is 2.9 nm
assuming cubic closed packing. [117] This is larger than the typical Dex-
ter interaction distance of two excited states (cf. Sec. 2.3). [16] Hence,
diffusion based energy transfer can only reach substantial levels in
such a system if there is no energy barrier between host and guest or
if the guest molecules aggregate.

Host-Guest Annihilation The general rate equation derived for guest-
guest annihilation (Equation 3.2) describes TTA correctly only if the
energy transfer within the host-guest system is a fully exothermic
process and the triplet density on the host is negligible. [12] For tris(8-
hydroxyquinolinato)aluminum (Alq3):PtOEP and CBP:Ir(ppy)3, where
the energy differences between host and guest are below 200 meV,
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early work of Baldo et al. already revealed that this is not necessarily
the case and in fact the measured PL transients cannot be accurately
described with Eq. 3.3. [12] This deviation was attributed to interaction
between host and guest resulting from the small triplet energy differ-
ence. To account for this, a TTA process involving both host (H) and
guest (G) molecules was suggested:

TH
1 + TG

1 → X →

⎧

⎨

⎩

TH
1 + SG

0

SH
0 + TG

1 .
(3.7)

The intermediate bimolecular state X relaxes to one excited state
molecule (either on host or guest) and to one ground state molecule.

In balanced host-guest systems, the host triplet density is expected
to be very low compared to the guest triplet density due to the
efficient Dexter energy transfer to the lower lying guest triplet, even
though the triplet lifetime on the non-phosphorescent host is usually
orders of magnitude higher than on the guest molecules. However,
if the difference in triplet energy between guest and host is small,
back-transfer of triplet excitons from guest to host can result in a
non-negligible triplet density on the host. [111;121] Furthermore, at very
high excitation density, an increased host singlet density is expected as
all guest molecules are already saturated with triplet excitons. These
excess host singlet excitons may transfer their energy to excited guest
triplets, exciting them into a higher triplet state TG

n . This intermediate
state can then relax into the first excited triplet state while transferring
the excess energy via Dexter transfer to the host, thus yielding a host
triplet state TH

1 : [113]

SH
1 + TG

1 → SH
0 + TG

n , (3.8a)

TG
n + SH

0 → TG
1 + TH

1 . (3.8b)

This energy transfer is only possible if TG
n − TG

1 > TH
1 and therefore

only happens for host materials with a low triplet energy.

Host-Host Annihilation With few exceptions, [119;122] host-host TTA
has not been studied in any detail in the past. During host-host TTA,
two host triplet excitons annihilate thus reducing the overall triplet
density and, hence, also decreasing the number of triplets, which can
be transferred to guest molecules:

TH
1 + TH

1 → X →

⎧

⎨

⎩

TH
1 + SH

0

SH
1 + SH

0 .
(3.9)

The host triplet density in exothermic host-guest systems is low due
to efficient Dexter energy transfer to the guest. Therefore, the con-
tribution of host-host TTA compared to other annihilation processes
is expected to be small in these systems. If host and guest have
resonant energy levels, the situation differs. Furthermore, host-host
TTA might also play an important role in OLEDs making use of the
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triplet harvesting concept. [123] In these devices, triplet states diffuse
through a fluorescent emitting host towards a region doped with
phosphorescent emitter molecules. [124–129] During this process, para-
sitic host-host annihilation of the diffusing triplets might occur but
experimental evidence remains elusive at this stage.

3.2.2 Triplet-Polaron Interaction

The annihilation of excited triplet states with free or trapped charge
carriers is possible via the following processes: [12;13;16;130]

T1 + h+
kTP,h−−→ S0 + h+

⋆

, (3.10)

T1 + e−
kTP,e−−→ S0 + e−

⋆

. (3.11)

Here, it is distinguished between electrons e− and holes h+ and their
respective annihilation rates kTP,h and kTP,e. The star denotes higher
excited states. In an alternative picture, TPA can be described as
quenching of triplets with doublets D (the spin-state of the polaron),
which form a triplet-doublet pair (T, D). This pair then transforms
into the singlet ground state S0 and an excited doublet D⋆, which
can either relax into a ground state doublet or auto-ionize into a free
charge carrier and a ground state neutral trap: [130;131]

T1 + D ↔ (T, D) → S0 + D⋆. (3.12)

Like the previous annihilation processes, quenching of triplet states by
charge carriers has been first observed in anthracene crystals. [131–133]

Bouchriha et al. found that in an anthracene crystal quenching rates
of trapped holes are three orders of magnitude higher than for free
holes, which was attributed to their different mobility. [131] As shown
in Eq. 3.12, the triplet-doublet pair does not necessarily decay into
S0 + D⋆. Bouchriha et al. calculated that most often the triplet is
in fact only scattered but not quenched by the hole. Furthermore,
the authors also observed detrapping of holes by triplet excitons,
which leads to a current enhancement. The interaction distance for
these processes, however, is believed to be on the order of the nearest
neighbor molecular distance. [131]

TPA occurs mainly by Förster transfer and is described by the
general rate equation: [13]

d

dt
nT(t) = −nT(t)

τT
− kTPnP(t)nT(t), (3.13)

where nP(t) is the polaron density. Here, it is assumed that the elec-
tron and hole conductivity in the EML differ by orders of magnitude,
which is the case for most organic semiconductors, in particular when
doped with emitter molecules. [13] If this assumption is not fulfilled, a
factor of 2 should be included in order to account for quenching by
both charge carrier species. [29]

The current transport in organic molecular solids is often described
by the SCLC theory (see Sec. 2.4). [55] A detailed investigation of TPA
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under SCLC transport conditions can be found in Ref. 13. Here, it is
assumed for simplification that charge carriers are homogenously dis-
tributed inside the EML and recombine via Langevin recombination
with the rate kL. [51] The polaron density can then be expressed by the
following rate equation: [29;31]

dnP

dt
=

J

qw
− kLn2

P, (3.14)

kL =
q(µe + µh)

ϵ0ϵr
, (3.15)

with the elementary charge q, the mobility µe/h, the relative permit-
tivity ϵr, and the permittivity of free space ϵ0.

3.2.3 Further Processes Influencing Roll-Off

Field-Induced Quenching Field-induced quenching was first observed
in 1972 for thin-films of poly-N-vinylcarbazole (PVK) that showed
a reduction in PL intensity when a high voltage was applied to
electrodes surrounding the film. [134] In OLEDs, Kalinowski and Stam-
por et al. later investigated the underlying mechanism of electric
field-induced quenching in more detail using small-molecule OLEDs
comprising Alq3. [135;136] The authors measured the PL of thin Alq3

films to which an electrical field modulated with a sinusoidal signal
was applied. The quenching has been interpreted as dissociation of
excited states into free charges, which (partially) escape the EML,
but the exact mechanism remains controversial: Evidence for field-
assisted hopping of excited states within their local environment has
been found. [136] However, continuous diffusion in the Coulomb field
of the respective counter-charge according to the 3D Onsager model
of geminate recombination has also been suggested. [130;137;138] Further
studies gave evidence for field-induced quenching and found that
the amount of quenching depends on the properties of the involved
materials, such as the exciton lifetime, the exciton binding energy, the
initial electron-hole separation distance, the Onsager radius, and the
layer thickness. [110;139–141]

Changes in Charge Carrier Balance Besides quenching of excitons, the
efficiency of the exciton generation process itself may also be depen-
dent on the current density, thus representing a further potential
source of efficiency roll-off. This can for instance be caused by a
change in charge carrier balance. At low current densities, charge
imbalances are relatively common in OLED structures since the en-
ergy barriers inside the layer stack are different for electrons and
holes. As a result, an initial increase in external quantum efficiency
with current is often found. [46;142–144] At higher currents and applied
voltages, this imbalance often decreases as injection barriers are eas-
ier to overcome. [145;146] In contrast, if the injection barriers are field
dependent, the charge balance may also deteriorate with increasing
voltage, which would increase the efficiency roll-off. [147;148]
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Early contributions to the understanding of the influence of changes
in charge carrier balance on the efficiency roll-off were made by
Giebink et al. [148] Using time-resolved experiments, the authors inves-
tigated the importance of charge balance effects for a range of OLED
structures. For the phosphorescent emitter PtOEP, it is assumed that
the very quick roll-off is mainly due to exciton quenching. This is
reasonable because of the long triplet lifetime of PtOEP (56 s). [12;148]

Instead, for Ir(ppy)3, offering a much lower triplet lifetime of around
1 s, charge imbalance sets in at approximately 100 mA/cm2. However,
charge balance is not an intrinsic property of a certain host-guest
system, but depends on all used materials and should be determined
for each OLED layer stack anew.

Joule Heating Joule heating is caused by the Ohmic losses occur-
ring during charge injection and transport and can influence the
efficiency roll-off in a similar way as the annihilation processes de-
scribed above. [56;149–153] Management of Joule heating is particularly
important for large-area devices as well as for high-brightness appli-
cations like lasers. As thermal phenomena occur alongside with the
above mentioned quenching processes, care has to be taken to avoid
falsely attributing thermal quenching to other annihilation processes.
This can be achieved, among other means, by varying the size of the
active area of the device or the thermal contact between sample and
environment.

Outcoupling Efficiency A change in charge balance upon increasing
the current density can lead to a change in the location or profile of
the emission zone. In this case, the outcoupling efficiency will depend
on the applied voltage. In state-of-the-art small-molecule OLEDs,
such changes in outcoupling efficiency will not play a major role as
thin (around 20 nm) emission layers are usually used. In polymer
OLEDs, however, considerably thicker emission layers are used (up
to approximately 100 nm) and van Mensfoort et al. demonstrated that
the maximum of the center of the emission zone in such OLEDs can
shift by up to 50 nm when increasing the applied voltage by 2 V. [154]

Such strong changes can also be expected to influence the efficiency
roll-off although the influence can be both positive and negative
depending on the original position of the emission zone within the
OLED microcavity.

Device Degradation Finally, it shall be clarified that device degrada-
tion during one measurement cycle can reduce the efficiency at high
current densities and thus result in an apparent EQE roll-off. [13;155;156]

Especially when using phosphorescent blue emitters with poor chemi-
cal stability, e.g., bis[(4,6-difluorophenyl)pyridinato-N,C2](picolinato)-
iridium(III) (FIrpic) or iridium(III)bis(4’,6’-difluorophenylpyridinato)-
tetrakis(1-pyrazolyl)borate (FIr6), the luminance can decrease with
increasing voltage. [157;158] This behavior is usually irreversible and
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strongly depends on the speed of the measurement and can therefore
significantly falsify roll-off measurements.

3.3 Interplay of the Various Processes

In the following, the influence and relative importance of the processes
introduced above is discussed. In literature, opinions diverge on this
matter and giving a definite answer is impossible as the relative
importance of the different processes depends on the actual material
system and layer structure. Nevertheless, quantifying each process is
helpful in order to determine where most effort should be invested in
the future to increase the efficiency at high brightness levels.

Figure 3.4 shows simulated IQE values for an OLED comprising
the phosphorescent host-guest system TCTA:Ir(ppy)3 taking the bi-
molecular quenching processes TTA and TPA into account. These
results were obtained by solving the rate equations for the triplet
density, [13]

dnT

dt
= kLn2

P − nT

τT
− 1

2
kTTn2

T − kTPnPnT, (3.16)

and polaron density according to Eq. 3.14. The figure shows the
triplet and polaron densities calculated using the rate constants kTT =

3 × 10−12 cm3/s, kTP = 3 × 10−13 cm3/s, kL = 8.31 × 10−11 cm3/s,4 4 Assuming that holes are trans-
ported on TCTA with µh =

1.6 × 10−4 cm2/Vs ≫ µe and ϵr =

3.5. [159]

and τT = 1.58 s. [13] The IQE is then calculated from these densities as
the ratio of radiatively decaying singlets over the number of injected
electrons: IQE = nT

τT
/
(

J
qw

)

. For simplification, light outcoupling is
not considered and hence IQE rather than EQE data is presented.
Moreover, the electric and radiative efficiencies are set to 1 at low
current density (cf. Eq. 2.19). Furthermore, the contribution of each
triplet decay process is computed as a function of the applied current
density. The IQE thus coincides with the contribution of the radiative
triplet decay kTnT.
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Figure 3.4: Simulated internal quan-
tum efficiency (IQE) (dashed line)
as a function of the current den-
sity for a phosphorescent OLED
based on TCTA:Ir(ppy)3. Triplet-
and polaron densities (lines) are
calculated according to Eqs. 3.16

and 3.14 using the annihilation rates
mentioned in the text. Hatched ar-
eas indicate the relative contribu-
tion of TTA and TPA as well as of
the emission to the overall exciton
decay.
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At current densities below 1 mA/cm2, the polaron density is larger
than the triplet density and TPA is thus largest in the very low current
regime (not visible in the graph). However, TTA is expected to be the
dominating quenching process across the entire current range investi-
gated for systems that are comparable to the one shown here. [12;13]

Note that in contrast to this finding, other publications argue that
TPA dominates over TTA in phosphorescent devices. [122;160;161] One
explanation for this difference is that the probability for TTA depends
on the charge trapping characteristics of the host-guest system: When
the emitter molecules constitute a trapping site for polarons within
the host, accelerated TPA can be expected which in turn reduces the
relative importance of TTA. [110]

In the roll-off simulations in Figure 3.4 only bimolecular quenching
processes are considered. Kalinowski et al. compared the influence of
exciton-polaron quenching and exciton dissociation by electric fields
on the roll-off. [138] Dissociation is most important at medium field
strengths of around 106 V/cm as it saturates at higher fields. Its
influence is generally smaller than the influence of exciton-polaron
interaction and thus exciton dissociation under an electric field plays
a minor role within the practically relevant current regime. Changes
in charge balance might lead to significant roll-off, but this is unfortu-
nately difficult to predict as theoretical modeling of charge transport
remains challenging for the complex multi-layer systems used in to-
day’s OLEDs. [162] An alternative is to estimate the electrical efficiency
using optical modeling of the emission spectrum [68] or direct mea-
surement with a suitable time-resolved setup. [148] However, as the
influence on the efficiency roll-off strongly depends on the precise
layer stack, no general statement can be made. In conclusion, efforts
to reduce EQE roll-off should focus on minimizing TTA and on de-
signing OLED stacks in which charge balance is independent of the
applied voltage.

3.4 Scope of this Work

As discussed in the previous section, TTA is the dominating annihi-
lation process underlying efficiency roll-off in most phosphorescent
OLEDs. In order to modify the strength of TTA, the definition of
the critical current density J0 under the TTA model (Eq. 3.5) shall
again be considered. Three factors that influence the roll-off are vis-
ible: The width of the emission zone w, the TTA rate constant kTT,
and the triplet lifetime τT. This thesis aims at modifying these three
parameters in order to reduce the roll-off based on TTA.

It was shown in Eq. 2.20 that the intrinsic emitter lifetime can
be modified through the Purcell effect. Therefore, τT is studied in
Chapter 5 as a function of the OLED microcavity strength. Chapter 6

focusses on the emission zone width w. Here, three different struc-
tures are explored that may increase the emission zone width. Finally,
the TTA rate constant kTT is measured for different phosphorescent
emitters in Chapter 7. It is found that some compounds tend to
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aggregate, which increases kTT. Therefore, the amount of aggregation
is studied varying the matrix material and changing the processing
parameters.

Although TTA may be overlapped by other processes such as
charge carrier imbalance, the three investigations performed in this
work give an important insight into molecular and device design and
help improving the high-brightness performance of OLEDs.





4 Experimental Methods

This chapter briefly describes the experimental methods. First, the sample preparation by means of thermal evaporation

in UHV is presented along with the used device structure. Second, measurement techniques are outlined including

thin-film and OLED characterization. The last section gives an overview about the materials used and their main

properties.

4.1 Sample Preparation

All samples in this thesis are prepared by thermal evaporation in UHV.
This holds for both organic materials and metal electrodes. Three
different evaporation tools are used that are all attached to a glovebox:
two single chamber systems and a multi chamber tool consisting of
nine individual chambers, which are connected via a large substrate
handler. The multi chamber tool handles single samples with a size
of 2.5 × 2.5 cm2 and is used for evaporation of single layers.

The single chamber tools are able to fabricate up to 36 different
samples at ones on a substrate of 15 × 15 cm2 size. The samples are
arranged in a 6 × 6 matrix. A system of masks allows an individual
evaporation to each column and row so that processing parameters
such as layer thickness, concentration, and material can be wedged
systematically. All OLEDs in this thesis are fabricated in the single
chamber tool. The general structure of all evaporation systems is
similar and described as follows.

A schematic illustration of an evaporation chamber is shown in
Fig. 4.1. The chambers are evacuated to a base pressure of 5 ×
10−9− 5 × 10−7 mbar. Materials are filled into ceramic crucibles that
are heated while the evaporation rate is controlled by quartz crystal
monitors. If the desired evaporation rate of typically 0.3 to 2.0 Å/s
is reached, a shutter is opened, which allows the organic vapor to
condense on the substrate. A mask that is attached directly below the
substrate defines the area. Co- and triple-evaporations are possible
by heating several crucibles in parallel.

sample

mask

quartz monitor

organic vapor

crucible

heating

Figure 4.1: Schematic illustration of
an evaporation chamber.

Materials are evaporated onto 1 mm thick glass substrates that
are cleaned prior to use. Figure 4.2 shows the layout of a common
device structure used for OLEDs. Glass substrates are pre-coated with
90 nm thick indium tin oxide (ITO) fingers with a sheet resistance of
25 Ω/square, which serve as transparent electrode. Subsequently, the
organic layers are evaporated and finished by a highly reflecting metal
electrode. The overlap of bottom and top electrode defines the active
area, which has a size of approximately 6 mm2. Each sample consists
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of four individual pixels that can be addressed independently. In
order to avoid contamination of the organic materials by moisture and
oxygen, the samples are encapsulated with glass lids in nitrogen atmo-
sphere directly after evaporation using an epoxy resin. For OLEDs, an
additional desiccant acting as getter, which binds penetrating water,
is put below the encapsulation glass.

metal electrode

encapsulation

ITO electrode

organic layers

active pixels

Figure 4.2: Schematic illustration
of the sample layout. The active
pixel area (yellow frame) is defined
by the overlap of ITO bottom and
metal top electrode.

4.2 Measurement

4.2.1 Thin-Film Characterization

For thin-film characterization, single layers of the respective materials
are deposited on bare glass substrates and are furthermore encapsu-
lated.

Photoluminescence and Absorbance Excitation and photoluminescence
spectra are recorded using a luminescence spectrometer (Fluoromax,
Horiba Jobin Yvon). Here, the sample is illuminated under a certain
angle with monochromatic light from a Xenon arc lamp. The light
is detected by a photomultiplier in reflection geometry, again using
a monochromator. First, an excitation spectrum is recorded at the
maximum of the PL spectrum. The PL spectrum is then measured
at the maximum of the excitation spectrum. This process is repeated
until the maxima of excitation and emission remain constant.

Absorbance is measured with a two beam difference spectrometer
(UV-3101, Shimadzu). The recorded wavelength typically ranges from
300−800 nm.

laser

OD filter hole 

aperture

sample

photo

diode

oscilloscope

detector

power meter

5 �� µJ

Figure 4.3: Schematic illustration of
the transient PL setup.

Transient Photoluminescence The following procedure is applied in
order to measure transient photoluminescence (see Fig. 4.3): Samples
are excited with a nitrogen laser (MNL 200, Lasertechnik Berlin)
at 337 nm. The pulse duration is typically 1.3 ns and the operation
frequency is 20 Hz. A circular mask is attached to the sample in order
to enable a constant illumination area. The PL signal is collected by a
fibre and passed to a silicon photodiode (PDA 10A-EC, Thorlabs). The
fibre is mounted slanted to the substrate normal so that transmission
of incoming laser light onto the detector is avoided. A color filter that
is attached to the photodiode furthermore suppresses transmitted UV
light. The signal is averaged over at least 256 events and is finally
displayed by an oscilloscope (infinium, Hewlett Packard). The pump
exciton density nexc is varied by putting optical density (OD) filters
in front of the sample and is calculated by

nexc =
ηTλ

Adhc
· E0 ·

(

1 − e−αd
)

. (4.1)

Here, ηT is the efficiency of triplet exciton formation,1 λ the wave-

1 The laser pulse mainly excites the
matrix singlet states. These are
quickly transferred to the guest,
where they relax to the triplet state
via ISC. Host singlet emission is
in the ns-regime and, thus, negli-
gible compared to the much more
intense guest triplet emission in the
µs-regime. Hence, ηT is assumed to
be unity.

length of the laser, A the illuminated area, d the sample thickness, h

the Planck constant, and c the speed of light. Furthermore, the sample
absorption is accounted for using Lambert-Beer law with E0 the pulse
energy and α the absorption coefficient of the thin-film (cf. Eq. 2.14).
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The pulse energy is measured through a bare glass substrate with a
power meter (1835-C, Newport) and a suitable detector head (318J09B,
Newport).

The triplet exciton density nT that is present in the film is calculated
assuming that nT = nexc at small pump intensity (cf. the linear regime
in Fig. 7.7a). Furthermore, the density of guest molecules nG in a
host-guest system is given by

nG =
ρ

M
NA · Γ (4.2)

with the density ρ and molar mass M of the guest, the Avogadro
constant NA, and the guest concentration Γ in mol %.

X-Ray Diffraction X-ray reflectometry (XRR) is used to measure film
thickness and roughness and grazing incidence X-ray diffraction
(GIXRD) to explore the film structure. Both measurements are con-
ducted by Dr. Lutz Wilde at Fraunhofer IPMS-CNT, Dresden. The
XRD tool (D8 Discover, Bruker) uses Cu-Kα radiation (λ = 1.54 Å) and
a scintillation counter. Figure 4.4a and b show the used geometries.
XRR measurements are conducted in Bragg-Brentano geometry, where
the incident angle ω equals the reflection angle 2θ. The measurement
range covers small angles from 2θ = 0° to 5°, where interference
occurs mainly at the layer interfaces and not on the lattice planes.
Spectra are fitted with the software REFSIM (Version 2.0, Bruker 1999)
in order to extract film thickness and roughness.

For GIXRD, the incident angle is kept constant at a very small angle
of approximately ω ≈ 0.2° while 2θ is scanned from 3−90° (cf. Ref.
163 for more details). Additionally, the background is measured at
a smaller incident angle so that the light is totally reflected at the
interface between air and organic thin-film. All measurements are
background-corrected.

(a) XRR ω = 2θ

(b) GIXRD ω = fixed

q
z

q
xy

ω

(c) 2D-GIWAXS ω = fixed
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Figure 4.4: Geometries used for X-
ray spectroscopy measurements. (a)
Bragg-Brentano geometry for XRR
(ω = 2θ) and (b) GIXRD (ω is fixed
and 2θ is varied); both use a point
detector. (c) 2D-GIWAXS using a
2D image plate as detector. [164]

Furthermore, 2D grazing incidence wide-angle X-ray scattering
(GIWAXS) is measured by Dr. Chris Elschner at the Stanford Syn-
chrotron Radiation Lightsource (SSRL), beamline 11-3, at an energy
of 12 735 eV. Here, a 2D image plate detects scattered X-rays both
in out-of-plane and in-plane direction, which enables knowledge of
the crystal orientation. GIWAXS data are isotropically converted to
q-values and are further analyzed using the software WxDiff.

4.2.2 OLED Characterization

Efficiency Measurement Current density-voltage-luminance and spec-
tral radiance are recorded in an automated measurement system
consisting of a source-measure unit (SMU) (SM2400, Keithley), a
silicon photodiode, and a calibrated spectrometer (CAS140CT, Instru-
ment Systems GmbH). The efficiencies can be estimated from those
measurement data assuming a Lambertian angular characteristic.2

2 For a Lambertian light source, the
luminance follows L(ϑ) = L0 cos(ϑ)
with the angle ϑ between observer
and substrate normal, and the lumi-
nance L0 measured perpendicular
to the substrate.

Typically, the Lambertian characteristic is only a rough estimate
and OLEDs may heavily deviate from this behavior, especially in
strong microcavities or when built in the optical minimum. There-
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fore, a spectro-goniometer is used to measure the angular dependent
spectra. The OLED is positioned on a rotatable stage and is driven by
an SMU (SM2400, Keithley). A portable fibre spectrometer (USB4000,
Ocean Optics) detects the spectral irradiance as a function of the angle.
Spectra are measured from 0° to 90° in steps of 5°. Now, the EQE
and LE are calculated according to Eqs. 2.23 and 2.24. If not stated
otherwise, all efficiencies throughout this thesis are calculated taking
this angular correction into account.

Transient Electroluminescence For transient electroluminescence mea-
surements, 50 s long voltage pulses are applied to the sample at a
frequency of 100 Hz using a pulse generator (8114A, Hewlett Packard).
Transient EL is recorded with a Streak camera (Hamamatsu C5680)
while an oscilloscope (infinium, Hewlett Packard) monitors the ap-
plied voltage pulse. Additionally, the voltage drop over a 50 Ω resis-
tance that is connected in parallel to the OLED is detected in order to
control the current through the device. [165]

4.3 Materials

All materials are purchased commercially and are further purified by
high-vacuum gradient sublimation prior to use.

4.3.1 Electrodes, Transport Materials, and Blockers

The OLEDs that are studied throughout this work are built in bottom-
emitting configuration. This means that the light is coupled out
through the glass substrate. Therefore, 90 nm transparent ITO with
an average transmission of around 92 % in the visible wavelength
regime is used as anode. [23] On the other side, 100 nm thick layers of
Al or Ag are employed as highly reflecting cathodes. Ag possesses
a higher reflectivity in the red and green wavelength regime than
Al and can therefore increase the outcoupling efficiency for red- and
green-emitting OLEDs. [166]

In order to inject charges from the electrodes, either very thin
injection layers or doped transport layers are used. The injection
layers are composed of the inorganic materials molybdenum trioxide
(MoO3) [167;168] for hole injection and lithium fluoride (LiF) [169] for
electron injection.

Using doped transport layers also enables Ohmic hole injection.
Here, the organic p-dopant 2,2’-(perfluoronaphthalene-2,6-diylidene)-
dimalononitrile (F6-TCNNQ) [66;73] is doped into the hole transpor-
ting materials N,N,N’,N’-tetrakis(4-methoxyphenyl)-benzidine (MeO-
TPD) [74;170] or 2,2’,7,7’-tetrakis(N,N’-di-p-methylphenylamino)-9,9’-
spirobifluorene (Spiro-TTB). [62;73] Both HTLs show a similar con-
ductivity of 1.5 × 10−4 S/cm and 1.3 × 10−4 S/cm, respectively, at a
doping concentration of 4 wt %. [74] For electron injection and trans-
port, 4,7-diphenyl-1,10-phenanthroline (BPhen) is doped 1 : 1 with the
alkali metal Cs, which reaches a conductivity of 2 × 10−5 S/cm. [171]
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If doped transport layers are used, blocker materials are intro-
duced in order to keep charges and excitons inside the EML. There-
fore, either pure layers of the matrix materials or specific blocking
materials are used such as the hole-transporting 2,2’,7,7’-tetrakis-(N,N-
diphenylamino)-9,9’-spirobifluorene (Spiro-TAD) [172] or the electron-
transporting bis-(2-methyl-8-quinolinato)(4-phenylphenolate)-alumi-
nium(III) (BAlq2) [173].

4.3.2 Materials of the Emission Layer

The investigation of phosphorescent iridium emitters is one key part
of this thesis. Seven different compounds are studied in Chapter 7:
tris(2-phenylpyridine)iridium(III) (Ir(ppy)3), bis(2-phenylpyridine)-
(acetylacetonate)iridium(III) (Ir(ppy)2(acac)), tris(2-(1-cyclohexenyl)py-
ridine)iridium(III) (Ir(chpy)3), bis(2-(9,9-dihexylfluorenyl)-1-pyridine)-
(acetylacetonate)iridium(III) (Ir(dhfpy)2(acac)), bis(2-phenylbenzothia-
zolato)(acetylacetonate)iridium(III) (Ir(BT)2(acac)), bis(2-methyldiben-
zo[f,h]quinoxaline)(acetylacetonate)iridium(III) (Ir(MDQ)2(acac)), and
tris(1-phenylisoquinoline)iridium(III) (Ir(piq)3). The properties of
all these emitters are discussed in more detail in Section 7.2. The
structure formulas are shown in Fig. 7.1 and the PL spectra in Fig. 7.2.

Furthermore, the blue emitter bis(4’,6’-difluorophenylpyridinato)-
tetrakis(1-pyrazolyl)borate (FIr6) is used in Sec. 6.4. [156;174] Figure 4.5
shows its chemical structure and PL spectrum. FIr6 has a triplet
energy of 2.72 eV and is one of the most efficient pure blue emit-
ters. [175–177]
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Figure 4.5: Chemical structure and
PL spectrum of the blue emitter
FIr6.

The emitter compounds are doped into matrix materials in or-
der to avoid concentration quenching. [39] Throughout this thesis,
seven different matrix materials are used: 4,4’,4”-tris(N-carbazolyl)-
triphenylamine (TCTA) [159;178;179], 1,1-bis[(di-4-tolylamino)phenyl]cy-
clohexane (TAPC) [180;181], 4,4’-bis(carbazol-9-yl)biphenyl (CBP) [121;181],
N,N’-di(naphthalen-1-yl)-N,N’-diphenyl-benzidine (NPB) [181], N,N’-
di-1-naphthalenyl-N,N’-diphenyl-[1,1’:4’,1”:4”,1”’-quaterphenyl]-4,4”’-
diamine (4P-NPD) [125], 2,2’,2”(1,3,5-benzenetriyl)tris-(1-phenyl-1H-
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benzimidazole) (TPBi) [179;182;183], and 2-(diphenylphosphoryl)spiro-
fluorene (SPPO1) [143;184;185]. The chemical structures are shown in
Fig. 4.6. TCTA, TAPC, 4P-NPD, and NPB primarily transport holes,
while TPBi and SPPO1 favor electron transport. CBP is known as am-
bipolar material offering similar conduction properties for electrons
and holes, which will be further discussed in Sec. 6.3. [186;187]

Figure 4.6: Chemical structures of
the used host materials. Red and
blue frames indicate hosts that pri-
marily conduct holes and electrons,
respectively.
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5 Influence of the Optical Environment

The exciton density and, hence, the efficiency roll-off depend on the emitter lifetime, which can be influenced by the

optical environment around the emitting dipoles. This chapter studies the effect by varying the distance between

emitter and metal cathode for two OLED stacks. Each contains a phosphorescent emitter: either the red-emitting

Ir(MDQ)2(acac) or the green-emitting Ir(ppy)3. A strong influence of emitter position and orientation on roll-off

is observed. The measurements are modeled by TTA theory, yielding the critical current density and the TTA rate

constant. By further simulating the roll-off as a function of emitter-cathode distance, emissive dipole orientation, and

radiative efficiency, design principles for optimal high-brightness performance are developed.1

1 Part of this chapter is published
in Refs. 11 and 188, respectively.
Reprinted with permission. Copy-
right 2013/2014, Wiley VCH.

5.1 Introduction

Placing the emitter within a strong microcavity or in close proximity
to metal surfaces can considerably reduce the effective triplet life-
time. [68] For instance, improved roll-off has been demonstrated for
top-emitting OLEDs, where the presence of a stronger microcavity2

2 Compared to bottom-emitting
OLEDs, the microcavity in top-
emitting devices is strengthened
due to metal contacts used on both
sides of the active layers.

than in conventional bottom-emitting structures shortens the emitter
lifetime. [189] Further reports showed a reduction in emitter lifetime
by placing gold nanoparticles in close proximity (15–20 nm) to the
EML. [190]

Song et al. found some evidence that the roll-off also correlates
with the distance between emitter and reflecting metal cathode. [191]

However, they did not analyze this effect quantitatively, and probably
additional quenching mechanisms overlapped with TTA in their study
because the efficiency roll-off observed for large distances between
emitter and cathode was higher than expected from the TTA model.

In the following, the influence of the OLED microcavity strength
on emitter lifetime and, thus, roll-off is studied in more detail. The
optical environment is varied by changing the distance of the emitter
molecules from the reflecting metal cathode. Furthermore, two differ-
ent Ir-complexes are used as emitter in order to investigate the effect
of the emitter orientation. Finally, simulations of efficiency roll-off
reveal further insight into design principles for efficient OLED stacks.

5.2 Influence of Emitter-Cathode Distance

Schematics of the OLED layer stacks investigated in this study are
shown in Fig. 5.1. Stack A contains the red-emitting Ir(MDQ)2(acac) in
an NPB matrix while Stack B is based on the green-emitting Ir(ppy)3

in a double-EML consisting of the hole-transporting TCTA and the
electron-transporting TPBi. The distance of the EML to the metal cath-
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ode is varied by changing the thickness of the ETL over a broad range
(Stack A from 25 to 265 nm and Stack B from 30 to 255 nm). Doped
transport layers are employed to ensure that all samples have simi-
lar electrical performance despite their significantly different overall
thickness. [58] In fact, up to a current density of 3 mA/cm2, identical
current-voltage characteristics are observed for all ETL thicknesses
(cf. Fig. 5.2a). At higher current densities, a slight decrease of the
current density with increasing ETL thickness is observed due to
imperfect doping.

(b)
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Figure 5.1: Structure of (a) the
red-emitting Ir(MDQ)2(acac)-based
OLEDs (Stack A) and (b) the green-
emitting Ir(ppy)3-based OLEDs
(Stack B) investigated in this study.
The thickness of the BPhen:Cs ETL
is varied over a broad range as indi-
cated.

Figure 5.2b shows the measured EQE of all samples as a function
of the ETL thickness. The EQE values are taken at a current density
of 0.5 mA/cm2, where TTA rates are negligible. The outcoupling effi-
ciency varies depending on the position of the emitter with respect to
the electromagnetic field supported by the OLED stack, which leads to
pronounced EQE maxima and minima for certain ETL thicknesses. [68]

The devices at the two EQE maxima are in the following referred to
as first maximum device (for the lower ETL thickness) and second
maximum device (for the thicker ETL). The highest EQE values are
achieved at an ETL thickness of 265 nm for Ir(MDQ)2(acac) and at
205 nm for Ir(ppy)3, which corresponds to the second maximum in
both cases. The fact that the EQE of the second maximum device is
higher than that of the first maximum device is a result of the high
radiative efficiency of Ir(MDQ)2(acac) and Ir(ppy)3. [68]

Figure 5.3 shows the EQE as a function of the current density J

for four Ir(MDQ)2(acac) devices with different ETL thickness. All
four datasets are normalized to the efficiency at low current densities
where TTA is negligible. The EQE roll-off indeed shows a pronounced
variation between devices, but, contrary to previous reports, no direct
proportionality between roll-off and ETL thickness can be seen. [191]

Figure 5.2: (a) Current density-
voltage characteristics of the two
Ir(MDQ)2(acac)-based OLEDs with
thinnest/thickest BPhen:Cs layer.
(b) External quantum efficiency as
a function of ETL thickness for
the red- and green-emitting OLEDs
shown in Fig. 5.1 at an applied cur-
rent density of 0.5 mA/cm2. Lines
are guides to the eye.
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Figure 5.3: Normalized EQE ver-
sus current density for several red-
emitting OLEDs (Stack A) with dif-
ferent ETL thicknesses. Experimen-
tal data (points) and fits according
to Eq. 3.4 (lines).

A good measure for the roll-off is the critical current density J0, i.e.,
the current density at which the EQE has decreased to half of its initial
value. [12] However, a direct measurement of J0 is usually not possible
or meaningful because very high current densities would have to be
applied, which would lead to device degradation. [47] Therefore, the
measured EQE vs. J data are fitted by Eq. 3.4, yielding J0 as a measure
of roll-off. Figure 5.4 summarizes the extracted J0 values for both
samples as a function of ETL thickness. For the Ir(MDQ)2(acac)-based
device, the highest critical current density and, thus, the lowest roll-
off is observed for ETL thicknesses close to the first EQE maximum
(cf. Fig. 5.2b), i.e., for ETL thicknesses of 50–100 nm. The lowest J0

value is obtained at 160 nm, close to the optical minimum.3 The 3 Note that the sample at 145 nm
ETL thickness was not measureable
leading to a high leap at this point.

behavior is different for the Ir(ppy)3-based devices: Here, the highest
J0 (lowest roll-off) is obtained when the emitter molecules are in close
proximity to the metal cathode (thin ETL), while J0 stays relatively
constant for ETL thicknesses above 100 nm. For both emitters, critical
current densities between 150 and 350 mA/cm2 are achieved, which
are typical values for state-of-the-art OLEDs. [11]

5.3 Emitter Lifetime and Orientation

To establish why the Ir(MDQ)2(acac)-based OLEDs behave differently
than the Ir(ppy)3 devices, the change in triplet lifetime with ETL
thickness is measured.4 Therefore, the devices are electrically excited 4 Measurement of emitter lifetime

and the following extraction of the
orientation is performed by Philipp
Liehm (TU Dresden).

with 50 µs long rectangular voltage pulses (rise/fall time < 10 ns) and
the decay in luminance after the end of the pulse duration is recorded.
The current density is kept below 3 mA/cm2 to ensure comparable
electrical behavior for all ETL thicknesses (cf. Fig. 5.2a) and to avoid
TTA. Figure 5.5 shows two typical transients for the red-emitting
OLEDs with ETLs of different thicknesses. All devices show a mono-
exponential decay; non-exponential processes such as TTA, TPA, or
delayed exciton generation are not observed. [13;71] The triplet lifetime
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Figure 5.4: Critical current density
J0 as a function of ETL thickness,
obtained from fits to the EQE vs. J

data using Eq. 3.4. Error bars rep-
resent uncertainty of the fit. Data
is shown for OLEDs based on (a)
Ir(MDQ)2(acac) and (b) Ir(ppy)3.

of the device is extracted by fitting a mono-exponential decay function
including a constant background. The inverse of the measured life-
times, namely the decay rates k⋆ = 1/τ⋆, of all Ir(MDQ)2(acac)- and
Ir(ppy)3-based samples are summarized in Fig. 5.6 (open symbols).

Figure 5.5: Transient electrolumines-
cent intensity data of two typical
samples based on Ir(MDQ)2(acac)
after excitation with a 50 µs long
voltage pulse of 2.5 V (points).
The data are fitted to a mono-
exponential decay function (includ-
ing a constant background) to ex-
tract the triplet lifetime τ⋆ (lines).
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The measured triplet decay rates versus ETL thickness data are
then fitted to Eq. 2.20, performing a least-square optimization of kr,
knr, and a (Fig. 5.6, solid lines). For Ir(ppy)3-based OLEDs, the fit
reveals an isotropic dipole orientation of a = 0.33 ± 0.03. By contrast,
the transition dipoles of the Ir(MDQ)2(acac) molecules in the red-
emitting OLEDs clearly show a preferential horizontal orientation
(a = 0.21 ± 0.03); assuming an isotropic orientation for these devices
leads to significant deviations between model and experiment for thin
ETLs (cf. the dashed line in Fig. 5.6a).

All fit parameters are summarized in Tab. 5.1. According to these
fits, both emitters exhibit comparable intrinsic radiative efficiencies of
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Figure 5.6: Directly measured decay
rates k⋆ (white circles, error bars
represent uncertainty of the fit to
time-resolved intensity data) and
decay rates extracted from fitted J0
values (colored squares, errors bars
according to Fig. 5.4) for OLEDs
based on (a) Ir(MDQ)2(acac) and
(b) Ir(ppy)3. The directly measured
decay rates are fitted according to
the model described in Sec. 2.5.2
(Eq. 2.20; solid lines; crossed sym-
bols represent data that are ex-
cluded from the fitting routine)
yielding the anisotropy factor a. For
comparison, the dashed line in (a)
shows the expected behavior if the
emissive dipoles of Ir(MDQ)2(acac)
were oriented isotropically.

ηrad ≈ 0.7. Emitter orientation and radiative efficiency are consistent
with values obtained in previous measurements. [68;91–93;98;102] How-
ever, in the past, time-resolved measurements of transition dipole
orientations have been limited to optical excitation, [92;93] under which
location and width of the emission zone are different than under
electrical excitation. Measuring orientation under electrical excitation
more closely resembles the situation in a real device and ensures to
obtain the average orientation of exactly those emitter molecules that
contribute to the electroluminescence generated by the device.

5.4 Correlation of Roll-Off and Orientation

Using the obtained fits, the measured critical current densities from
Sec. 5.2 can be properly explained. These J0 values are scaled accord-
ing to Eq. 3.5 (

√
J0 ∝ k⋆) to obtain the effective decay rates k⋆ (Fig. 5.6,

solid symbols). A clear correlation between roll-off and triplet lifetime
is observed for both emitters, i.e., the data extracted from J0 are in
good agreement with the fits obtained from transient electrolumi-
nescence measurements. Moreover, with knowledge of the emitter
orientation, the observed differences in roll-off behavior between the
two emitters can be explained: Due to their isotropic orientation, the
decay rate of Ir(ppy)3 molecules is considerably increased when these
are in close proximity to the metal cathode. Therefore, the roll-off in
Ir(ppy)3-based devices decreases as the distance between emitter and
electrode diminishes, in agreement with previous observations. [191]

For Ir(MDQ)2(acac), however, the preferential horizontal transition

Table 5.1: Extracted fit param-
eters for OLEDs containing
Ir(MDQ)2(acac) or Ir(ppy)3:
anisotropy factor a, radiative decay
rate kr, non-radiative decay rate knr,
radiative efficiency ηrad, and TTA
rate constant kTT.

a kr [µs−1] knr [µs−1] ηrad kTT [cm3/s]

Ir(MDQ)2(acac) 0.21 ± 0.03 0.58 ± 0.03 0.24 ± 0.03 0.71 ± 0.06 (1.9 ± 0.2)× 10−12

Ir(ppy)3 0.33 ± 0.03 0.92 ± 0.04 0.36 ± 0.04 0.72 ± 0.03 (6.0 ± 1.2)× 10−12
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dipole orientation leads to a minimal roll-off at an ETL thickness in
the range of 50–100 nm.

The decay rates estimated from J0 mostly agree with the direct
measurements within their experimental uncertainty. Remaining
deviations are probably caused by the presence of other quenching
mechanisms that have not been taken into account here but that
may also influence the efficiency roll-off. Especially for thin ETLs,
quenching is higher than expected. As shown in Fig. 5.2a, the current-
voltage characteristics slightly differ at high voltage for devices with
different ETL thickness, which can lead to reduced charge balance at
high voltages for certain devices.

In the following, Eq. 3.5 is used to extract the TTA rate constant
kTT from the measured critical current densities and the effective
decay rates. The width of the exciton formation zone is assumed
to be w = 10 nm for both device structures as this value has been
previously measured for similar OLED stacks based on EMLs of
TCTA:Ir(ppy)3. [13] This yields kTT = (1.9 ± 0.2) × 10−12 cm3/s for
Ir(MDQ)2(acac) and kTT = (6.0 ± 1.2)× 10−12 cm3/s for Ir(ppy)3. For
the latter, a value of kTT = (3 ± 2)× 10−12 cm3/s has previously been
obtained for a similar OLED stack using transient decay measure-
ments at high excitation densities. [13] Compared to Ir(MDQ)2(acac),
Ir(ppy)3 shows a higher TTA rate, which is probably due to its stronger
tendency to form aggregates (cf. Chapter 7). [117;142]

Note that measurements of kTT usually require time-resolved mea-
surements at high excitation densities, which can introduce device
degradation. The method suggested here is instead based on a combi-
nation of decay time measurements at low excitation densities with
measurements of the efficiency roll-off.

5.5 Simulation of Roll-Off

Thin-film optical simulations based on a source dipole model and
transfer matrix approach are frequently used to optimize light extrac-
tion (outcoupling) from OLEDs, but up to now they ignore efficiency
roll-off. Instead, the thickness of all layers in a device is usually only
optimized for low brightness levels. However, the optimum thickness
may change at high brightness because the decay rate and, thus, the
fraction of excitons lost to TTA or other quenching mechanisms that
scale with the exciton density generally depend on the layer thickness.
In the following, optical simulations5 of EQE and decay rate (both as5 Optical simulations using a trans-

fer matrix approach are performed
by Philipp Liehm (TU Dresden).

a function of ETL thickness) are combined with calculations of the
efficiency roll-off, using the Ir(MDQ)2(acac)-based OLEDs (Stack A)
as an example.

Figure 5.7 shows the simulated EQE of Stack A over the ETL
thickness for different current densities. At low current density, the
second maximum device shows the highest efficiency, according to
the experimental observation in Fig. 5.2b. As the efficiency roll-off
depends on the position of the emitter within the OLED microcavity,
a first maximum device shows a different roll-off behavior than a
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Figure 5.7: Simulated EQE of Stack
A as a function of the ETL thick-
ness for current densities of 1, 10,
100, and 1000 mA/cm2. While at
a low current density the second
maximum device is slightly more
efficient than the first maximum de-
vice, the efficiency of the latter is
less reduced at high current densi-
ties.

second maximum device. In our example (Stack A), the decay rate k⋆

and, thus, the critical current density J0 is higher in the first maximum
leading to a weaker roll-off compared to the second maximum (cf.
Fig. 5.4a). Therefore, the first maximum device is more efficient at
high current densities than the second maximum device.

Whether the first or the second maximum is more suitable depends
on the electroluminescence spectrum, the radiative efficiency and
the orientation of the emitter molecules, as well as on other factors
including the reflectivity of the cathode.

5.5.1 Influence of the Electroluminescence Spectrum

In order to enable efficient white OLED design at high brightness, the
influence of the electroluminescence spectrum is investigated in more
detail by calculating the dependence of the EQE on current density
and ETL thickness for varying spectra. Optical simulations of EQE
and k⋆ vs. ETL thickness are performed using the fit parameters from
Tab. 5.1. The EQE roll-off is then calculated according to Eq. 3.4 using
the values of kTT and w as determined in Sec. 5.4.

Figure 5.8a shows three different spectra that are used for the
simulation: A red, a yellow, and a blue spectrum. The red spectrum
resembles the PL spectrum of Ir(MDQ)2(acac), whereas for the other
two colors the Ir(MDQ)2(acac) spectrum is artificially shifted into the
yellow and blue region so that their maxima are positioned at 550 nm
and 450 nm, respectively. Figure 5.8b shows the calculated critical
current density J0 of the three devices in dependence of the ETL
thickness dETL. The local minima and maxima of J0 shift to smaller
ETL thicknesses when changing the emission from red to blue. This
is due to the concurrent shift of the total radiated power F that is
forced by the decreasing cavity length for constructive/destructive
interference. Moreover, the behavior of J0 at small microcavities
differs strongly: For the red spectrum, a maximum J0 of 394 mA/cm2



46 influence of the optical environment

50 100 150 200 250 300
100

200

300

400

500

600

700

 Ir(MDQ)
2
(acac)

 spectrum at 550 nm

 spectrum at 450 nm

 

 

c
ri

ti
c

a
l c

u
rr

e
n

t 
d

e
n

si
ty

[m
A

/c
m

2
]

ETL thickness [nm]

400 450 500 550 600 650 700 750
0.0

0.2

0.4

0.6

0.8

1.0
 

 

n
o

rm
a

liz
e

d
 in

te
n

si
ty

wavelength [nm]

8
6

4
4

6

810

8

12

10

10

4

12

14

2

 

 
1000100101

0

2

4

6

8

10

12

14

16

18

20

22

current density [mA/cm2]

spectrum at 450 nm

S
im

u
la

te
d

 E
Q

E
 [

%
]

10

8

6
4

4

6

8

10

12

12

14

14

16

16

18

18

2

4

8

6

 
 

1000100101

current density [mA/cm2]

spectrum at 550 nm

10

8

6
4

4
6

8

10
12

12

14

14

16

16

18

18

2

20

20

4

6
50

100

150

200

250

300

 

10001001010.1

E
T

L
 t

h
ic

k
n

e
ss

 [
n

m
]

current density [mA/cm2]

Ir(MDQ)
2
(acac) (e)(d)(c)

(a) (b)

Figure 5.8: Optical simulation and
subsequent calculation of efficiency
roll-off of Stack A. (a) PL spectra of
the three samples. The maximum
of Ir(MDQ)2(acac) is shifted from
its original position at 612 nm to
550 nm and 450 nm. (b) Critical cur-
rent density J0 as calculated from
the simulated decay rates. (c-e) Sim-
ulated EQE (z-scale) as a function
of ETL thickness and current den-
sity J for the three different spectra.
White lines indicate the ETL thick-
ness in optical maximum.

is obtained at an ETL thickness of 66 nm. For the yellow and blue
spectra, instead, this first maximum vanishes and J0 increases with
decreasing ETL thickness reaching more than 800 mA/cm2 for the
blue spectrum at dETL < 22 nm. However, designing OLED stacks
with very low ETL thickness is not suitable as the coupling of the
emitter dipoles to the metal electrode leads to surface plasmons,
which strongly decrease the EQE.

To further correlate roll-off with efficiency at different cavity thick-
nesses, Figs. 5.8c-e show the EQE as a color map for varying ETL
thickness over a wide current range between 0.1 and 1000 mA/cm2.
The ETL thickness necessary to obtain maximum EQE decreases with
decreasing emission wavelength. Furthermore, the absolute EQE
decreases with the spectral shift due to the increasing absorption of
the silver cathode in the blue wavelength regime. [166]

At low current density, the second maximum device is most effi-
cient for all colors. With increasing brightness, however, the efficiency
of the second maximum decreases faster than the efficiency of the
first maximum so that already at 5 mA/cm2 for the red spectrum
(90 mA/cm2 for the blue spectrum) the first maximum sample be-
comes more efficient. Additionally, the ETL thickness in the optical
maximum is marked by white lines. With increasing current den-
sity, the ETL thickness changes slightly for the red and remarkably
for the blue spectrum. In the latter, the first maximum shifts from
dETL = 45 nm to 37 nm over the calculated current density regime.
Here, the effect is strongest for the first maximum of the blue sample



5.5. simulation of roll-off 47

0.1 1 10 100 1000

0.9

1.0

1.1

1.2 0.40    

0.71    

1.00    

0    0.21   0.33�
rad

a

E
Q

E
1
. 

M
a

x
 /

 E
Q

E
2

. 
M

a
x

current density J [mA/cm
2

]

325

350

375

400

425

450

0.00 0.05 0.10 0.15 0.20 0.25 0.30
0.4

0.6

0.8

1.0

 

 

J
0
 a

t 
1s

t  E
Q

E
 m

a
xi

m
u

m
 [

m
A

/c
m

2
]

anisotropy factor a

ra
d

ia
ti

ve
 e

ff
ic

ie
n

c
y 

� ra
d

300

325

350

375

400

425

450

475

(b)(a)

Figure 5.9: Optical simulation of ef-
ficiency roll-off for OLEDs based on
Stack A for varying anisotropy fac-
tor a and radiative efficiency ηrad
assuming a constant intrinsic decay
rate of k = 0.816 s−1 and the emis-
sion spectrum of Ir(MDQ)2(acac).
(a) Ratio of EQE for first maximum
devices over EQE of second maxi-
mum devices as a function of the
current density J. Values above 1
indicate that the first maximum de-
vice is more efficient. (b) Critical
current density J0 of first maximum
devices (z-scale) as a function of
ηrad and a.

due to the steepest slope of J0 vs. dETL. Applying these findings to
the design of highly efficient OLED stacks, the operational current
regime should always be taken into account; the maximum EQE can
not only switch from first to second maximum (or vice-versa), but
the ETL thicknesses of the maxima also require different values for
different targeted current density.

5.5.2 Influence of Orientation and Radiative Efficiency

The influence of the anisotropy factor and radiative efficiency of the
emitter on the roll-off is now studied in more detail. Figure 5.9a
shows the ratio of the calculated EQE of the first maximum device
over the EQE of the second maximum device as a function of current
density. The simulation is performed for hypothetical phosphorescent
emitters with different anisotropy factors (0 ≤ a ≤ 0.33) and radiative
efficiencies (0.4 ≤ ηrad ≤ 1), again on Stack A with the red spectrum.
For the actual material parameters of Ir(MDQ)2(acac) (a = 0.21, ηrad =

0.71), the second maximum device is more efficient up to a current
density of 5 mA/cm2 as already observed in Fig. 5.8c. Concerning the
anistropy factor, the EQE of the first maximum device would increase
if the emitters were oriented more horizontally because losses from
coupling of vertically oriented dipoles to the metal electrode are
reduced. Therefore, building second maximum devices becomes less
suitable for horizontal emitters already at very low current densities.
For emitters with high radiative efficiency, however, second maximum
devices would become more efficient not only for low, but also for
rather high brightness levels (e.g., up to 56 mA/cm2 for an emitter
with a = 0.33, ηrad = 1).

To systematically evaluate how the emitter orientation and radia-
tive efficiency influence the roll-off, the critical current density J0 is
calculated for the first maximum devices of Stack A as a function of
emitter orientation and radiative efficiency (Fig. 5.9b). For a given
emitter orientation, the critical current density is highest for the high-
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est radiative efficiency. This is related to the increase of ηrad in decay
rate at small ETL thickness (cf. Fig. 8 in Ref. 68): If the radiative effi-
ciency is high, the total decay rate of the emitter is dominated by the
effective radiative decay rate, which in turn strongly increases in close
proximity to the metal contact, thus reducing the roll-off. For low
radiative efficiencies, instead, ηrad mainly resembles the non-radiative
decay rate knr, and the influence of the Purcell factor F vanishes so
that τ⋆ becomes τ. Therefore, the roll-off of less efficient emitters can
only weakly be influenced by strengthening the OLED microcavity.

The influence of orientation, however, is less obvious: J0 remains
relatively constant for different values of a if ηrad is low, while for
ηrad = 1 a clear maximum of J0 is obtained at an intermediate value
of a ≈ 0.22. The different behavior for low and high ηrad is caused
by the strong shift in ETL thickness required to position the emit-
ter molecules at the first maximum of the field. For instance, when
changing a from 0 to 0.33 (at ηrad = 1), the respective ETL thickness
changes by 18 nm. Considering the properties of Ir(MDQ)2(acac), the
average orientation of the transition dipoles in the material is close to
the optimum with regard to the roll-off. However, the roll-off perfor-
mance would improve further if an emitter with a higher radiative
efficiency becomes available, which will of course also increase the
absolute EQE.

A similar behavior is also found for Stack B containing Ir(ppy)3 as
emitter. However, at this stage, the dependence of EQE and roll-off on
a and ηrad cannot be generalized because especially the reflectivity of
the metal electrode has a pronounced influence on the EQE and the
decay rates. Efficient device design therefore always requires optical
simulation of the particular OLED stack.

5.6 Conclusion

In conclusion, efficiency roll-off is strongly influenced by the position
and orientation of the emitter molecules within the OLED microcav-
ity.6 An exception are emitters with very low radiative efficiency, but6 The influence of the OLED micro-

cavity on the roll-off has recently
been also approved by Wehrmeis-
ter et al. [161]

those are generally of little interest. The relation between efficiency
roll-off and distance between emitter molecules and metal cathode
was investigated in detail for OLEDs based either on Ir(MDQ)2(acac)
or on Ir(ppy)3. A distinctly different behavior was observed for the
two types of emitter molecules. By performing time-resolved electro-
luminescence measurements and optical modeling on the same set of
OLEDs, these differences could be correlated to different orientations
of the emissive dipoles for the two types of emitters. OLEDs based
on Ir(ppy)3, which is oriented isotropically, show the lowest roll-off if
the emitter is positioned close to the metal cathode. Ir(MDQ)2(acac),
instead, is preferentially horizontally oriented. As a result, lowest
roll-off is observed when the emitter is located close to the first opti-
cal maximum of the electromagnetic field. Due to the clear relation
between roll-off and emitter orientation, the roll-off analysis intro-
duced here can in principle be used to perform an independent in-situ
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measurement of emitter orientation. However, this requires that the
contribution of roll-off mechanisms other than TTA can be neglected.

The findings are important to guide the optimization of OLEDs
towards even higher efficiency at high brightness: First, the good
agreement between the decay rates estimated from measured critical
current densities and the decay rates measured directly indicates
that TTA is indeed the dominant mechanism for efficiency roll-off in
these OLEDs.7 Other possible roll-off mechanisms show a different 7 Note that, in a very recent pub-

lication, TPA was suggested to be
the dominant mechanism leading
to roll-off for an OLED similar to
stack A comprising an EML with
NPB:Ir(MDQ)2(acac). [161] However,
the different transport materials
used can lead to very different po-
laron densities, which may make
TPA much more efficient in their
devices than TTA.

dependence on decay rate and, hence, their presence would cause
strong deviations between the two sets of decay rates. Second, the
distance of the emitter molecules from the metal contact of the OLED
should be selected according to the emitter spectrum, orientation,
radiative efficiency, and the current regime in which the OLED is
intended to be operated. For OLEDs based on horizontally oriented
emitters with lower radiative efficiency, the first optical maximum
is typically more efficient for all brightness levels. Stacks based on
isotropic emitters with high radiative efficiency show higher EQE
for second maximum devices at low currents, where no roll-off is
observed. When going to high-brightness applications, however, most
emitters perform best in first maximum devices, as the decay rate for
these is often higher than in second maximum devices.

Decreasing the emitter lifetime by changing the optical environ-
ment is not only useful for reducing the roll-off caused by TTA:
Increasing the Purcell factor reduces the exciton density in general—
both for triplets and singlets. Therefore, the proposed method can
reduce the influence of all processes that scale with the exciton density,
i.e. SSA, STA, SPA, and TPA.





6 Influence of the Emission Profile

The spatial exciton distribution inside the emission layer is described by the emission profile of an OLED. This chapter

focusses on the derivation and modification of the emission profile in order to decrease the local exciton density and,

thus, improve the efficiency roll-off. First, a method is developed that allows experimental extraction of the spatial

exciton distribution. Therefore, a thin sensing layer that locally quenches excitons is introduced into the EML at

varying positions. A comprehensive theory based on the diffusion equation enables fitting the measured data and

extracting the emission profile with nanometer spatial resolution. As a proof-of-principle, the method is applied to an

EML comprising the ambipolar host material CBP and the green emitters Ir(ppy)2(acac) and Ir(ppy)3, respectively.

It is found that exciton formation occurs in a narrow region close to the ETL. In order to explore EML structures

that might broaden the emission profile, double and mixed emission layers are studied thereafter. Here, a hole and an

electron transporting matrix are either positioned beside each other or mixed into one another. A narrow emission

profile is found in the double EML, whereas the emission profile of the mixed EML strongly depends on the ratio of

the chosen matrix materials. The results indicate that broad exciton distribution across the whole EML is hard to

achieve in any of the three EML structures.

6.1 Preliminary Considerations

6.1.1 Exciton Generation and Diffusion

The exciton density in OLEDs is generally highest within the gen-
eration zone, both for phosphorescent and fluorescent host-guest
systems.1 Therefore, one strategy to improve the roll-off behavior is 1 A minor part of this section is pub-

lished in Ref. 11. Reprinted with
permission. Copyright 2013, Wiley
VCH.

to reduce the exciton density by broadening the generation zone.
However, emission and annihilation not only occur within the

generation region, but, due to exciton diffusion, across a region that is
in many cases much broader. This total emission zone is described as
emission profile and resembles the spatial distribution of the exciton
density.

In the following, the shape of the emission profile shall be inves-
tigated in more detail. The time-independent spatial distribution of
the exciton density n(x) in one dimension is given by the steady-state
diffusion equation with the diffusion constant D (cf. Eq. 2.16):

D
∂2n(x)

∂x2 − n(x)

τ
+ G(x) = 0. (6.1)

G(x) denotes the profile where exciton generation takes place. In
OLEDs, this generation profile can be modelled by electrical simu-
lations. For instance, Mesta et al. modelled the generation profile of
a multilayer white OLED by means of Monte Carlo simulations. [192]

They found a narrow generation region in the middle of the EML at
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Figure 6.1: (a) Generation pro-
files G(x) for exponential, expo-
nential with background, constant,
and linear exciton formation in-
side the EML. (b) Calculated emis-
sion profiles of the four differ-
ent functions in (a) after solving
Eq. 6.1 (see App. B.1 for the deriva-
tion of the emission profiles and
the definition of G0; d = 20 nm;
l = 3 nm; the generation width
g = 2 nm for the exponential pro-
files and 10 nm for the linear profile;
U = 5 × 1020 cm−3s−1).

the interface between the different emission layers and an intrinsic
interlayer. The generation profile is roughly resembled by an expo-
nential shape, where the maximum is positioned at the layer border.
Schober performed drift-diffusion simulations on the same OLED
layer stack and obtained a similar exciton generation zone. [193]

However, as exciton generation cannot be directly measured, the
shape of the generation zone is mostly approximated. Figure 6.1a
shows four different generation profiles G(x) for an EML width of
d = 20 nm. For all profiles, the total exciton generation rate kGen

in the EML is kept constant.2 In literature, a constant profile is2 The exciton generation rate kGen =
∫ d

0 G(x)dx = 6.2 × 1015 cm−2s−1

corresponds to a current density of
1 mA/cm2 via kGen = ν

q J with ν as
exciton formation probability (set to
1 here). [13]

often assumed (blue line). Due to the typically different mobility for
electrons and holes, a linear profile or an exponential shape appear
more realistic. Both profiles contain a characteristic generation width
g. Furthermore, an exponential generation profile with a constant
background is also depicted as electron or hole traps inside the EML
often lead to trap-assisted charge recombination. [194;195] These traps
may be introduced by the emitter, which mostly provides a higher
HOMO or lower LUMO level than the matrix.

The excitons that are generated within the emission layer diffuse
with the diffusion length l =

√
Dτ until they decay with an average

emitter lifetime τ. This decay position is resembled by the emission
profile (i.e., the exciton density n as a function of the position x

inside the EML). Figure 6.1b shows the resulting emission profiles as
calculated in App. B.1 assuming reflecting boundary conditions3 on3 ∂

∂x n(0) = 0 and ∂
∂x n(d) = 0.

both sides of the EML, l = 3 nm, and the width of the EML d = 20 nm.
A constant generation profile also leads to a constant emission profile.
The emission profile of the linear generation profile is flattened at
the interface to the blockers. The same also holds for the exponential
profiles: diffusion leads to decreased exciton density at x = 0 and
increased density in regions where only few excitons are generated.
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Figure 6.2: (a) Different exponen-
tial generation profiles with vary-
ing generation width g. (b) Calcu-
lated emission profile of the differ-
ent generation profiles for varying
diffusion lengths l.

Measurements of the generation profile indicate that in most EML
structures which incorporate host materials with very different hole
and electron mobility, the generation profile has an exponential
shape. [196–200] Therefore, the exponential emission profile is inves-
tigated in more detail in the following. Figure 6.2a shows three
exponential generation profiles with different generation widths g

from 2 to 8 nm. Again, the total exciton generation rate is kept con-
stant. Figure 6.2b shows the respective emission profiles upon varying
the diffusion length in the same range as g from 2 to 8 nm. For g = l

no analytic solution is possible (cf. the denominator in Eq. B.5c). Com-
paring two curves with the same color, a small difference is visible
between the influence of g and l despite both processes following ex-
ponential laws: A long diffusion length leads to a more homogeneous
exciton distribution than a broad generation profile. This becomes
especially obvious when the difference between g and l is high. For
very long diffusion lengths l → ∞ the emission profile gets constant
independent of the shape of the generation profile.

The influence of diffusion strongly depends on the OLED structure.
In fluorescent materials, singlet exciton diffusion lengths of around
5 nm have been found for NPB and 4P-NPD. [199;201] The triplet exciton
diffusion length is in principle expected to be higher due to its longer
lifetime. However, in efficient phosphorescent systems, where the
emitter is highly diluted into a matrix material, triplet diffusion
should hardly occur as the Förster and Dexter transfer lengths are
only a few nm. [39;47] Here, the assumption that a measured emission
profile resembles the generation profile is reasonable. However, many
emitter molecules tend to aggregate (cf. Chapter 7) leading to local
triplet migration also in efficient host-guest systems.

The above investigations neglect all quenching processes and, there-
fore, only hold for low exciton densities. Of course, the influence of
quenching processes would be very interesting regarding the shape
of the emission profile with increasing current density. Annihilation
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processes could be included into Eq. 6.1 as additional terms, but then
the equation could only be solved numerically. [12;13;148;202]

For the sake of simplicity, many authors assume an emission profile
with a rectangular shape and a width w to simplify calculation of
the roll-off—a simplification that will also be used in the following
sections.4 Here, w is approximated by dividing the total exciton4 Note that this rectangular emission

zone width is the same that has al-
ready been introduced in Eq. 3.5 to
quantify the roll-off based on TTA.

density by the maximum exciton density, located at xmax (see Fig. 6.3):

w =

∫ d
0 n(x)dx

n(xmax)
. (6.2)

This simplification should be handled with care as many quenching
processes (such as TTA) depend quadratically on the exciton density.
Hence, using a rectangular profile would overestimate the influence
of these quenching processes.
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Figure 6.3: Illustration of the emis-
sion zone width w compared to an
exponential emission profile. The
overall exciton density is kept con-
stant.

6.1.2 Width of the Emission Zone

In small molecule OLED structures, the emission zone is typically
rather narrow (around 2 to 10 nm), which is ascribed to preferential
electron or hole conduction in most EML materials. [13;71;98;203] In
polymer OLEDs, instead, broader zones are found. [154;204]

Here, the influence of the emission zone width on the exciton
density and, hence, the efficiency roll-off is studied in more detail
concentrating on TTA (or TTA and TPA) as only loss mechanisms. In
Figure 6.4a, the triplet exciton density nT is calculated as a function
of w for different current densities. Without any loss mechanisms,
the solution of the steady-state triplet density equation5 results in5 The steady-state triplet density is

given by 0 = J
qw − nT

τ

(

− 1
2 kTTn2

T

)

,
assuming τ = 1.5 µs and kTT =

3 × 10−12 cm3/s for all calculations
in this section.

an indirect proportionality of nT to w (dashed lines in Fig. 6.4a).
When TTA is taken into account, deviations become visible (solid
lines), which are, for low current densities, only observed for small
emission zone widths. With increasing current density, however, TTA
becomes also significant for broader emission zones. Nevertheless,
the influence of TTA vanishes for w → ∞. In state-of-the-art OLED
stacks, where the EML is rarely broader than 20 nm and >10 mA/cm2

are needed for high-brightness applications, w approximating the full
EML width is essential to reduce losses due to exciton quenching, but
experimentally not so often observed.

The dependence of the critical current density J0 on w is illustrated
in Fig. 6.4b. Under the TTA model, J0 is proportional to w (cf. Eq. 3.5).
Taking additionally TPA into account, the dependence of J0 on w

becomes more complex. [202] Here, broadening the emission zone
results in a sharper increase in J0 for small widths compared to large
ones.

Furthermore, the roll-off in EQE is calculated for different values
of w between 2 and 20 nm taking TTA, or TTA and TPA into account
(Figure 6.5).6 As expected, the critical current density increases by the

6 Calculations based on the TTA
model are performed according to
Eq. 3.4. For the model combin-
ing TTA and TPA, SCLC theory is
assumed and calculations are per-
formed according to Ref. 13 (Eq. 12

therein); kP = 3 × 10−13 cm3/s.
same factor under the TTA model from 19 to 190 mA/cm2, and from
18 to 162 mA/cm2 under the TTA/TPA-model. Deviations between
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Figure 6.4: (a) Triplet exciton den-
sity nT as a function of w for dif-
ferent current densities J without
(dashed lines) and with (solid lines)
TTA. (b) Critical current density J0
in dependence of the emission zone
width w taking TTA (solid line) or
TTA and TPA (dashed line) as loss
channels into account.

the two models become more apparent at high current densities as
the influence of TPA increases with J (cf. Fig. 3.4).

Depending on the OLED structure, the emission zone may not stay
constant over the whole current regime, but broaden with increasing
current density. [148;154] To illustrate this effect on the efficiency roll-
off, the change in EQE with current density is calculated for a case
where the emission zone broadens with increasing current density.
If an exponential broadening is assumed (cf. the blue dotted line in
Fig. 6.5),7 the EQE curve shows an s-kink at a current density of 7 The emission zone width increases

from 2 nm at J < 1 mA/cm2 to
20 nm at J > 300 mA/cm2: w(J) =

20 nm·
(

1 − 0.9 · e−J/(50 mA/cm2)
)

.

approximately 10 mA/cm2 for both quenching models (red lines).
Such s-shaped EQE-current density curves are reported from time to
time and have been mainly attributed to changes in charge balance
with increasing current density. [205–208] However, according to the
simulations, a broadening in the emission zone might also explain
these deviations.
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Figure 6.5: Normalized EQE vs. cur-
rent density for emission zones of
different width w under the TTA
model (solid lines) or the combined
TTA/TPA model (dashed lines).
The roll-off is shifted to higher cur-
rent densities for broader emission
zones. The blue dotted curve rep-
resents an assumed broadening of
the emission profile with increas-
ing current density from 2 to 20 nm.
For this case, the EQE vs. current
density curve shows an s-kink at
a current density of approximately
10 mA/cm2 (red lines).
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6.1.3 Dependence on the Structure of the Emission Layer

In typical OLED structures, the EML consists of a matrix material,
which is either preferentially electron or preferentially hole trans-
porting. Therefore, the emission zone in these so-called single EML

(S-EML) devices is located on one side of the EML and, hence, is rather
thin. Figure 6.6 shows four different approaches to broaden the emis-
sion zone compared to the S-EML configuration. The introduction of
double EMLs (D-EML) leads to a significant broadening. [157;187;209–211]

Here, a preferentially electron transporting and a preferentially hole
transporting matrix are both doped with the emitter material and
positioned on top of each other so that the emission zone is located at
the interface of both materials. In this configuration excitons are able
to diffuse into both materials. Although giving a somewhat broader
emission profile, D-EMLs still suffer from a relatively narrow emission
zone due to the sharp interface between the matrix materials. Mixed-

EMLs (M-EML) consisting of a single layer that comprises a mixture of
a hole and an electron transporting matrix material provide a broader
emission zone and, thus, improve the roll-off further. [212–214] Recently,
promising roll-off and broad emission profiles have been shown for
graded EMLs (G-EML), i.e., for EMLs where the mixing ratio between
the two matrix materials is continuously adjusted from the bottom to
the top of the EML by changing the evaporation rate of each material
during co-evaporation. [144;215–217] One drawback of the M-EML and
the G-EML concepts is that the emission profile strongly depends on
the conductivity of the used materials which means that proper ad-
justment of HOMO and LUMO levels and of the mobilities is crucial.
Furthermore, the ratio of the two materials can influence the mobility
by several orders of magnitude, thus strongly affecting the overall
efficiency as well as the roll-off characteristics. [72;157;158;205;206;213;218]

Finally, ambipolar matrix materials, which provide similar mobilities
for electrons and holes, have the potential to reduce roll-off while
avoiding complex fabrication steps. [219–222]

Figure 6.6: Illustration of differ-
ent strategies to broaden the emis-
sion zone. Hole and electron trans-
porting matrix materials (red and
blue, respectively) are either used
on their own (S-EML), put next to
each other (D-EML), mixed into one
another (M-EML), or mixed with a
gradient profile (G-EML). Further-
more, ambipolar materials, which
conduct both electrons and holes
equally well, can be used. Yellow
lines roughly indicate the expected
emission profiles for each case.
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All EML design possibilities mentioned above bear the potential to
broaden the emission zone. As D-EML, M-EML, and G-EML make
device fabrication more complex, the use of an ambipolar matrix
material seems to be the most promising route. However, further
research is required to develop ambipolar host materials with suitable
energy levels, especially for blue emitters.
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6.2 Measurement of the Emission Profile

6.2.1 Method

The measurement of the emission profile is of great interest not only
regarding the reduction of efficiency roll-off, but also for optical
modelling to improve light outcoupling. In literature, two different
methods are proposed:

The first method utilizes the change in outcoupled emission upon
varying the emitter position. The position of the emitting dipoles is
extracted by measuring the angular resolved emission spectra of the
device and fitting these spectra by means of optical simulations. This
method has been well approved for polymer OLEDs, where the light-
emitting polymer layer is rather thick (around 100 nm). [154;197;198;204;223]

Recently, promising results were also presented for small-molecule
OLEDs with thin EMLs (around 20 nm), and even for multi-color
OLEDs, but the resolution still does not exceed 5 nm. [192;224]

The second method consists of a thin sensing layer that locally
quenches the emission. [13;71;186;213;225–227] The amount of quenched
excitons is mapped by inserting this layer at different positions inside
the EML (see Figure 6.7). Although sample fabrication is more com-
plex compared to the first method, this approach has the advantage
of high spatial resolution and no need for optical simulations. There-
fore, all investigations on the emission zone width in this thesis are
performed by the sensing layer method.
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Figure 6.7: Illustration of the sens-
ing method: A thin layer of a mate-
rial with a lower triplet energy TSL
than the emitter is inserted at dif-
ferent positions x0 inside the EML.
The triplet excitons are then locally
quenched by the sensor.

6.2.2 Mathematical Description

In order to evaluate the measured sensing intensities, the influence
of the sensor on the exciton distribution in the emission profile is
described for the case of an infinitely thin sensing layer. Lebental et

al. discussed the aspect of the "invasiveness" of the sensing layer on
charge and exciton distribution. [228] Two extreme cases may arise: A
non-invasive quencher, which shows no influence on excitons and
charges, but also does not quench the emission and, therefore, is not
suitable as sensor. The other case is a strongly invasive quencher that
quenches all excitons reaching the sensor, but might influence both
the exciton distribution and the charge transport. The reality might
fall somewhere in between, but its mathematical description is not
straightforward. The following calculations illustrate the effect of a
strongly invasive quencher on the local exciton density by splitting
the solution of the diffusion equation (Eq. 6.1) into two regions, left
(l) and right (r) of the sensing layer, which is positioned at x0:

n(x) =

⎧

⎨

⎩

nl(x) (0 ≤ x ≤ x0)

nr(x) (x0 ≤ x ≤ d).
(6.3)

Again, reflecting boundary conditions are considered at the inter-
face between the EML and the blockers (i.e., at x = 0 and x = d).
The strongly invasive quencher assumes that all excitons at x0 are
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quenched, giving rise to two further boundary conditions: nl(x0) = 0
and nr(x0) = 0 that guarantee continuousness of n(x) at x0.

The solution of the above equation for the case of a constant and
an exponential generation profile (with and without background)
is given in App. B.2. Figures 6.8a and b illustrate the solution for
three different sensing layer positions. The result shows that the
exciton density around x0 is strongly reduced compared to the case
without sensing layer (black line). The width of the quenched intensity
strongly depends on the diffusion length l. Dashed lines in Fig. 6.8a
illustrate that short l lead to a more local quenching compared to
long l.

Figure 6.8: Emission profiles upon
inserting a strongly invasive sens-
ing layer at different positions x0
assuming (a) a constant and (b)
an exponential generation profile;
l = 3 nm, g = 2 nm. A variation
of the diffusion length l from 1
to 10 nm is shown exemplary with
dashed lines in (a) at a sensing layer
position of x0 = 10 nm (legend in
(c)). The respective sensing pro-
files S(x0) are plotted in (c) and
(d) for different l (for equations see
App. B).
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In order to later extract the emission profile from the measured
spectral radiant intensity of the OLEDs with varying sensing layer
position, the so-called sensing profile S(x0) is introduced. This profile
resembles the integral of the simulated emission profiles for all sensor
positions and is calculated as follows:

S(x0) =
ϵ − ϵSL(x0)

ϵ
, (6.4)

ϵ =
∫ d

0
n(x)dx, ϵSL(x0) =

∫ x0

0
nl(x)dx +

∫ d

x0

nr(x)dx. (6.5)

Here, ϵ and ϵSL denote the integrated emission profiles with and
without sensing layer (SL), respectively (see App. B.3).
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Figures 6.8c and d show the calculated sensing profiles for different
diffusion lengths. Compared to the emission profiles, the sensing
profiles decrease at both interfaces because the amount of quenchable
excitons decreases with increasing proximity of the sensing layer to
the blockers. The exponential generation profile hence leads to a
local maximum some nanometers apart from the blocker. A long
diffusion length increases this behavior leading to a more roundly
shaped sensing profile, where the maximum is shifted to the center of
the EML. Furthermore, the absolute intensity of S is higher for long
diffusion lengths than for short ones because more excitons reach the
quencher.

In experiment, often an exponential generation profile with a con-
stant background is found, which besides the diffusion length fur-
thermore contains the parameters g and B. B denotes the ratio of
the background intensity to the number of excitons that are formed
in the exponential profile and is 1 for very high background (resem-
bling a constant profile) and 0 for negligible background (resembling
a purely exponential profile). Figure. 6.9 shows the influence of g

and B on the sensing profile. An increase of the generation width g

leads to a decreased maximum that is shifted more to the center of
the EML. Furthermore, a broad generation width leads to a slightly
stronger decrease of the intensity close to the blockers. Increasing
background intensity changes the ratio between the maximum and
the background.

0 2 4 6 8 10 12 14 16 18 20
0.0

0.2

0.4

0.6

0.8

1.0

 g = 1 nm

 g = 2 nm

 g = 4 nm

 g = 8 nm

sensing layer position x
0
 [nm]

s
e

n
s

in
g

 in
te

n
s

it
y

 S

 

 

 l  = 3 nm

B = 0.2

0 2 4 6 8 10 12 14 16 18 20
0.0

0.2

0.4

0.6

0.8

1.0(a)

sensing layer position x
0
 [nm]

 

 B = 0.05

 B = 0.2

 B = 0.4

 B = 0.7

 l  = 3 nm

g = 2 nm

(b) Figure 6.9: Sensing intensity S(x0),
calculated by Eq. B.10 for an expo-
nential generation profile with back-
ground upon varying (a) the gen-
eration width g, and (b) the back-
ground intensity B.

Despite the only marginally different influence of g and l on the
emission profile (cf. Fig. 6.2b), the influence on the sensing profile is
very different: while the maximum intensity increases with increasing
l, it decreases with increasing g; B instead mainly influences the ratio
between maximum and background. Therefore, extraction of the
three parameters from fitting of experimental data should be possible.

The above investigations are restricted to the limiting case of a
strongly invasive quencher. In reality, the efficiency of the sens-
ing layer depends on the thickness and doping concentration of the
quencher. Furthermore, the chosen material and applied current
density matter. All these properties could be included into the mathe-
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matical description by attributing the sensing layer a certain capture
efficiency. [200;228] However, this efficiency is hardly accessible in ex-
periment and is, therefore, out of the scope of this thesis. Note that
the capture efficiency of the sensing layer is different from the cap-
ture length, which describes the radius within which excitons are
quenched. The above investigations are performed assuming a cap-
ture length of 0 nm meaning that only excitons which actually diffuse
to the sensing layer are quenched and that the sensor cannot “actively”
attract excitons.

6.2.3 Experimental Realization and Evaluation

In order to yield reliable results, the sensing layer has to fulfill dif-
ferent requirements: (i) it must not influence the electrical properties
of the device, (ii) triplet excitons should be efficiently quenched, (iii)
the capture length has to be small in order to achieve high spatial
resolution, and (iv) the influence of microcavity effects should be
excluded.

(i) In order to avoid influence of the sensing layer on charge trans-
port, very thin layer thicknesses below 1 nm are chosen, which do
not form a closed layer. Still, the influence of the sensor on current
transport should be checked for each experiment individually by
comparing the JV-curves of samples with and without quencher.

(ii) Efficient triplet quenching can be achieved by using a quencher
with a sufficiently lower triplet energy than that of the emitter. Both, a
fluorescent and a phosphorescent sensing layer are practicable. A flu-
orescent quencher has the advantage of omitting additional emission,
which simplifies the extraction of the quenched emission from the
measured spectral radiant intensity. However, the triplet lifetimes of
fluorescent materials are typically in the range of milliseconds leading
to very high triplet densities on the quencher. As the sensing layer
should be very thin, saturation of the quenching molecules may then
already occur at low current densities.

(iii) To guarantee a small capture length, the sensing layer method
is only applied to phosphorescent emitter systems, where the triplet
energy is mainly exchanged via Dexter transfer. The interaction
distance is in the range of 1 nm giving rise for small capture lengths
of the sensing layer and, therefore, high spatial resolution. [45]

(iv) In order to minimize different outcoupling between the sam-
ples, the thickness of the transport layers should be designed such
that a similar outcoupling efficiency for all quencher positions is en-
sured. Alternatively, this influence may also be taken into account by
weighing the measured emission intensity with respectively modelled
spectra for each sensing layer position. [228]

In experiment, the exciton densities are not directly accessible.
Instead, the spectral radiant intensity of samples with and without
sensing layer is measured. For illustration, Fig. 6.10a shows the
spectrum of an OLED with and without sensor in forward direction,
where Ir(ppy)2(acac) is used as emitter and Ir(MDQ)2(acac) as sensor.8

8 For the device structure see
Fig. 6.11. The sensing layer is posi-
tioned at x0 = 14 nm.
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Figure 6.10: (a) Illustration of the
derivation of the sensing profile. As
an example, the spectral radiant in-
tensity of an OLED with and with-
out sensing layer (SL) is shown to-
gether with the simulated EL spec-
trum of Ir(MDQ)2(acac) in forward
direction. Different colors indicate
the intensity I of the reference, the
intensity ISL of all excitons that
are not quenched, and the inten-
sity IQ of the quenched intensity.
(b) Simulated radiant intensity at 0◦

of the same layer stack assuming
Ir(ppy)2(acac) or Ir(MDQ)2(acac) as
emitter as a function of the posi-
tion of the emitting dipoles. Val-
ues of the integrated intensity are
normalized to the maximum of the
green stack, whereas the curves of
the maximum intensities are nor-
malized to the respective maxima
of the integrated intensity for red
and green individually.

In the sensing layer sample, the green emission from Ir(ppy)2(acac) is
strongly reduced compared to the reference device and red emission
from the Ir(MDQ)2(acac) sensor appears. The sensing profile may
now be derived from

S(x0) =
I − ISL(x0)

I
, (6.6)

where I is the intensity of the reference sample, and ISL(x0) is the
signal from the excitons in the sensing layer device that are not
quenched. Note that the radiant intensities I and ISL(x0) are directly
proportional to the exciton densities ϵ and ϵSL(x0), respectively (cf.
Eq. 6.5), if constant outcoupling efficiency for all samples is ensured.
Instead of I − ISL(x0), the light IQ(x0) that is emitted from the sensor
may be measured. However, as shown in the following paragraph,
different outcoupling between the light from the emitter and the light
from the sensor can falsify the results. Furthermore, the calculation
of ISL(x0) and IQ(x0) takes much effort as the reference spectrum
has to be scaled for every single spectrum in order to calculate the
integrals. For simplification, the intensity at a fixed wavelength, e.g.
the maximum Imax(λ)− Imax

SL (λ), may also be chosen. Here, care must
be taken that the quencher does not radiate at the same wavelength as
the emitter. In this case, using Ir(MDQ)2(acac) as sensor, no emission
from the sensing layer is observed at the maximum of the green
emitters (cf. the simulated EL spectrum of the same sample using
Ir(MDQ)2(acac) as emitter that is also depicted in Fig. 6.10a).

Both methods using integrated and maximum intensities require a
constant shape of the emitter spectrum for all sensing layer positions.
As an example for the influence of different outcoupling, Fig. 6.10b
shows the simulated radiant intensity in forward direction of the ref-
erence OLED using either Ir(ppy)2(acac) or Ir(MDQ)2(acac) as emitter
for different positions of the emitting dipoles.9 Closed symbols show 9 Simulations using a transfer-

matrix model [68] were performed
by Cornelius Fuchs (TU Dresden).

the integrated spectral radiant intensity, normalized to the maximum
value. As the OLED microcavity is optimized for the green emitter,



62 influence of the emission profile

the intensity of the samples with Ir(MDQ)2(acac) is strongly reduced.
Here, IQ(x0) would indeed differ from I − ISL(x0) and should not be
taken for extraction of the sensing profile. However, the intensity of
the red samples is much more uniform over the entire EML than the
intensity of the green samples, which decreases by 10% when shifting
the emitter position from the HBL to the EBL side of the EML. This
shift may directly influence the extracted sensing profile. Measuring
the maximum values of the spectra instead of the integrated intensity,
a slight difference is observed. Nevertheless, the comparison of the
spectral radiant intensities at a fixed wavelength seems to be suffi-
ciently accurate compared to other uncertainties of the sensing layer
method. The above considerations are made for spectra measured
in forward direction and only hold if the angular dependency of all
samples is similar. Generally, the spectra should be integrated over
all angles or measured in an Ulbricht sphere.

6.3 Ambipolar Matrix Materials

In this section, the sensing layer method is applied to an OLED
with an ambipolar matrix material in order to (i) prove the experi-
mental functionality of the extraction of the shape and width of the
emission zone via this method and to (ii) verify whether ambipolar
matrix materials can help in broadening the emission zone. The most
prominent ambipolar material is probably CBP, which offers hole and
electron mobilities of 2 × 10−3 cm2/(V s) and 3 × 10−4 cm2/(V s), re-
spectively. [187] Wang et al. reported very high EQE and low roll-off
for devices based on an EML with an ambipolar CBP matrix and the
green emitter Ir(ppy)2(acac): An EQE of up to 22% was achieved at
10 000 cd/m2 and the critical current density was as high as J90% ≈
15 mA/cm2. [75;229] The low roll-off of the device suggests that the
emission zone may be relatively broad. In the following, this stack is
reproduced and taken as an example for ambipolar matrix materials,
and a closer investigation on the shape and width of the emission
profile is performed.10

10 A minor part of this section is pub-
lished in Ref. 98. Reprinted with
permission. Copyright 2012, AIP.

6.3.1 Device Performance

Figure 6.11 shows the structure of the investigated OLEDs. In contrast
to other samples in this thesis, intrinsic transport layers are used
here. Hence, blocking layers are not necessary. Efficient injection into
the transport materials from the contacts is ensured by using thin
injection layers (MoO3 and LiF, respectively). The EML consists of
15 nm CBP doped with 8 wt% of either Ir(ppy)2(acac) or Ir(ppy)3. The
two materials differ in their molecular orientation [98] as well as in
their ability to form aggregates [142] (cf. Chapter 7.2).

100 nm

   1 nm

65 nm
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CBP:Ir(ppy)
3
 or

Ir(ppy)
2
(acac) 8 wt%

CBP

MoO
3

ITO

Glass

Figure 6.11: Structure of green
OLEDs with the ambipolar ma-
trix material CBP and the emitters
Ir(ppy)2(acac) or Ir(ppy)3.

The current density-voltage characteristics are shown in Fig. 6.12a.
Similar behavior is observed for both devices, which leads to the
conclusion that both emitters have a similar influence on the current
transport. Compared to OLEDs with doped transport layers, the
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Figure 6.12: (a) Current density-
voltage characteristics and (b) EQE
as functions of the current density
for the OLEDs from Fig. 6.11.

intrinsic transport layers lead to flatter JV-curves. Furthermore, the
very low HOMO energy of CBP (−6.0 eV) represents a significant
barrier to hole injection and increases the operation voltage of these
devices. [121] Nevertheless, a very high EQE is achieved with 21.4 %
and 18.1 % at 1000 cd/m2 for Ir(ppy)2(acac) and Ir(ppy)3, respectively
(see Fig. 6.12b). The higher EQE for Ir(ppy)2(acac) is related to the
preferential horizontal dipole orientation of this molecule. [98]

6.3.2 Influence of the Sensing Layer

In order to measure the emission profile, a 0.5 nm thin sensing layer
is inserted at different positions within the emissive layer consisting
of 10 wt% Ir(MDQ)2(acac) doped into CBP (see Fig. 6.13). The red
emitter Ir(MDQ)2(acac) has a lower triplet energy level than both
green emitters and, thus, should efficiently quench the emission. The
samples are produced in two different runs, one for Ir(ppy)2(acac) and
one for Ir(ppy)3. The sensing layer is inserted at 12 different positions
x0. For an absolute comparison and for calculating the sensing profile,
samples without sensor are produced in the same run. Therefore, a
high comparability between samples without and with sensing layer
at different positions is achieved.

x
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d

CBP:
green emitter

x
0

2.0 eV

0

CBP
HTL

TPBi
ETL

E
T

Ir(MDQ)
2
(acac)

2.6 eV

Figure 6.13: Application of the sens-
ing method to the OLED structure
in Fig. 6.11: The red-emitting sensor
Ir(MDQ)2(acac) is inserted at differ-
ent positions x0 inside the EML. It
provides a lower triplet energy level
than both green emitters and, thus,
efficiently quenches excitons.

Figure 6.14 shows the electrical performance of devices with and
without sensing layer. In contrast to the measurement in Fig. 6.12a, the
current density using Ir(ppy)3 as emitter is here lower compared to the
Ir(ppy)2(acac) devices, which is due to typical run-to-run variations
of about 10 %. For both emitters, a marginally lower current density
is observed when the sensing layer is positioned close to the ETL
side or in the center of the EML. This suggests that electrons may
be trapped by Ir(MDQ)2(acac), which has already been observed in
similar systems using TPBi as HBL and Ir(MDQ)2(acac) as emitter and
is related to similar LUMO energies. [71] Hole transport, on the other
hand, is not influenced, which is proven by the constant JV-curves
when inserting the sensing layer close to the HTL.

The influence of the sensing layer on the emitted spectrum is illus-
trated in Fig. 6.15 for the case of Ir(ppy)2(acac) as emitter at different
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Figure 6.14: Current density as
a function of the voltage for se-
lected devices with and without
sensing layer (SL) for the emitters
Ir(ppy)2(acac) and Ir(ppy)3.

2 4 6 8
10-5

10-4

10-3

10-2

10-1

100

101

102

cu
rr

e
n

t 
d

e
n

si
ty

 [
m

A
/c

m
2
]

voltage [V]

Ir(ppy)
2
(acac)

2 4 6 8

Ir(ppy)
3

 w/o SL

 x
0
 = 1 nm

 x
0
 = 8 nm

 x
0
 = 14 nm

voltage [V]

applied current densities. Strong quenching of the green emission and
concurrent emission from the red Ir(MDQ)2(acac) sensor is observed
when the sensing layer is positioned close to the ETL. With increasing
current density, the quenched amount slightly decreases, which could
be due to a shift in the emission zone. Saturation of the sensor is
excluded as the number of Ir(MDQ)2(acac) sites is approximately one
order of magnitude higher than the total exciton density within the
EML even at the highest applied current density.11 If the sensing11 The density of Ir(MDQ)2(acac)

molecules is nG = 6.5 × 1019 cm−3

(cf. Eq. 4.2); concerning the sen-
sor thickness dSL = 0.5 nm, then
nG · dSL = 3.3 × 1012 cm−2; the
density of generated excitons at
46 mA/cm2 is roughly ϵ = τ ·
kGen = 4.4 × 1011 cm−2.

layer is positioned close to the HTL, the amount of quenched excitons
increases with increasing current density. At low current density
(≤ 1.5 mA/cm2), however, no quenching is observed for x0 < 5 nm.
This gives further evidence that hole trapping by the sensing layer is
not present in these devices. The above observations hold for both
Ir(ppy)2(acac) and Ir(ppy)3 and prove that Ir(MDQ)2(acac) efficiently
quenches the local green emission.

In the following, the influence of a change in light outcoupling is
studied by integrating over the whole measured spectrum for each
sensing layer position. In theory, constant radiant intensity of all
samples is achieved if the following two prerequisites are fulfilled: (i)
the sensor converts 100 % of the quenched excitons into photons and
(ii) the light emitted from the sensor underlies a similar outcoupling
efficiency as the emitter. Figure 6.16 shows the integrated spectra of

Figure 6.15: Spectra of exemplary
samples with and without sensing
layer (SL) at different applied cur-
rent densities using Ir(ppy)2(acac)
as emitter.
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all measured samples using Ir(ppy)2(acac) as emitter at three different
current densities. For each sensing layer position two pixels on the
same sample are measured. The data are normalized to samples
without sensor, which are plotted at x0 = 0 nm. At 1.5 mA/cm2,
a slight increase of intensity is observed when the sensing layer is
positioned close to the HTL, which originates from increased green
emission. This additional intensity vanishes with increasing current
density when quenching sets in. For all current densities, a clear
decrease of the radiant intensity by up to 20 % is observed when the
sensing layer is positioned close to the ETL. This is related to the
strong quenching of the green emission and concurrent red emission
from the sensor at this EML side. As the outcoupling efficiency of the
red emission is significantly weaker compared to that of the green
emission (cf. Fig. 6.10b) the overall outcoupling efficiency decreases
with increasing quenching intensity.
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Figure 6.16: Radiant intensity at dif-
ferent applied current densities ob-
tained by integrating over the mea-
sured spectra for different sensing
layer positions x0, normalized to the
intensity of samples without sen-
sor (plotted at x0 = 0 nm) using
Ir(ppy)2(acac) as emitter.

Concluding, CBP:Ir(MDQ)2(acac) is a suitable sensor for this OLED
material structure, which efficiently and locally quenches the excitons,
while barely influencing the electrical properties. In order to neglect
the outcoupling effects in the following investigations, the reduction
of the green emission is measured rather than the concurrent sensor
emission.

6.3.3 Emission Profile

To derive the emission profiles, the absolute radiance Imax
SL (x0) and

Imax of each sample with and without sensing layer, respectively, is
measured at the maximum of the green emission, where λmax =

524 nm in the case of Ir(ppy)2(acac) and λmax = 515 nm for Ir(ppy)3.
The sensing profile is then calculated as discussed previously from
Eq. 6.6. To calculate Imax, the mean value of eight measured samples
is taken. Figure 6.17 shows the sensing profiles for both OLED stacks
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Figure 6.17: Measured sensing pro-
files for (a) Ir(ppy)2(acac) and (b)
Ir(ppy)3 at different applied current
densities (points), and fits according
to Eq. B.10 (lines). Fit parameters
are given in Table 6.1. Dashed lines
exemplary show the error margins
for the fit at 15 mA/cm2.

containing either Ir(ppy)2(acac) or Ir(ppy)3 at different applied current
densities. Data points at x0 = 0 nm correspond to samples without
sensing layer. Both emitters show a similar profile: the emission
zone is mainly located at the CBP/TPBi-interface suggesting that hole
transport through the EML is favored compared to electrons, which is
reasonable considering the by one order of magnitude different mobil-
ities. [187] Furthermore, depending on the current density, a constant
background is observed. The Ir(ppy)3 samples show high leakage
currents and many flickering pixels, which resulted in stronger scat-
tering of the radiance. Hence, higher deviations between the data
points are observed.

In order to characterize the profiles in more detail, they are fitted
according to Eq. B.10 and to the derivation given in Sec. 6.2.2 with
an exponential profile that contains a constant background. The fit
parameters are given in Table 6.1 along with their fit errors. As an
example for the derived errors, dashed lines in Fig. 6.17a show the
margins for the fit at 15 mA/cm2. Deviations are already observed
for sub-nanometer changes of the fit parameters and are especially
visible in the exponential part of the profile. The error increases with
increasing background and decreasing generation width g, because
a g below 1 nm only significantly influences the shape of the curve
between its maximum and the ETL, where no measured data are
available. However, very accurate fitting is possible due to the already
discussed different influence of l and g on the height of the maximum
(cf. Figs. 6.8d and 6.9a).

The diffusion length l is higher for Ir(ppy)3 (3.2–3.5 nm) compared
to Ir(ppy)2(acac) (1.6–2.5 nm), which could be due to the stronger
molecular aggregation of Ir(ppy)3 that opens a channel for exciton
diffusion not only on the host but also on the guest molecules. [142]

The relatively small diffusion length could be explained with an
exciton generation directly on the emitter molecules. Neglecting
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Ir(ppy)2(acac) Ir(ppy)3

J [mA/cm2] l [nm] g [nm] B l [nm] g [nm] B

0.15 1.55 ± 0.10 1.75 ± 0.20 0.02 ± 0.02 – – –
1.5 1.65 ± 0.10 1.7 ± 0.2 0.02 ± 0.02 3.2 ± 0.5 0.3 ± 1.0 0.21 ± 0.09
7.7 2.20 ± 0.20 0.9 ± 0.3 0.29 ± 0.06 3.4 ± 0.3 0.5 ± 0.5 0.37 ± 0.13
15 2.40 ± 0.20 0.5 ± 0.5 0.42 ± 0.06 3.5 ± 0.4 0.2 ± 0.5 0.43 ± 0.10
46 2.45 ± 0.30 0.3 ± 0.5 0.54 ± 0.06 3.5 ± 0.5 0.2 ± 0.5 0.58 ± 0.11

Table 6.1: Extracted parameters l, g,
and B from fits of Eq. B.10 to the
data displayed in Fig. 6.17.

aggregation, the distance between two Ir(ppy)3 molecules in the in-
vestigated host-guest system can be calculated to roughly 2.5 nm
assuming cubic closed packing. This is higher than the Förster or
Dexter transfer length on Ir(ppy)3 so that exciton migration is im-
probable. [39;47] The same behavior is also expected for the structurally
similar Ir(ppy)2(acac).

Overall, l increases for both emitters with increasing current den-
sity, which is contrary to the expectation: The neglection of anni-
hilation processes should lead to decreasing diffusion length with
increasing current density. [199] However, Wünsche et al. also observed
an increase in the 4P-NPD triplet diffusion length with increasing
current density and suggested that it could be related to the increase
in charge carrier mobility with increasing current density. [200]

The width of the exponential generation zone g decreases with
increasing current density. For Ir(ppy)2(acac), no background is ob-
served at current densities below 1.5 mA/cm2. Instead, a slightly
negative sensing intensity is measured, which is related to the in-
creased radiance of these samples when containing a sensing layer
compared to the reference devices as observed in Fig. 6.16. With in-
creasing current density, the background intensity strongly increases
so that at 46 mA/cm2, more than 50 % of the excitons are created
homogeneously throughout the EML and not within the exponential
profile.
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Figure 6.18: HOMO and LUMO en-
ergy levels of the OLED structure
in Fig. 6.11.

Figure 6.18 shows the energy level diagram of the OLED. As
discussed earlier, the preferential hole transport of CBP leads to
exciton formation at the TPBi interface. Yun et al. found that holes
are efficiently trapped by the emitters Ir(ppy)2(acac) and Ir(ppy)3

in CBP due to the big difference in HOMO energy levels between
host and guest. [72;230] For Ir(ppy)3, having the highest HOMO energy,
the observed effect was slightly stronger compared to Ir(ppy)2(acac).
Electron transport, however, remained unaffected by the emitter. This
hints at a possible explanation for the increased background at high
current density: because electrons are hardly injected into the EML
at low voltages, excitons are only formed at the EML/TPBi interface.
With increasing voltage, however, electron injection and transport on
CBP or the emitter, respectively, are facilitated. Finally, the electrons
recombine with the trapped holes leading to the observed constant
background, which is slightly higher in the case of Ir(ppy)3, where
stronger hole trapping is expected. An explanation for the decreasing
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Figure 6.19: Calculated (a) gen-
eration and (b) emission profiles
for Ir(ppy)2(acac) (solid lines) and
Ir(ppy)3 (dashed lines) extracted
from the sensing profiles in Fig. 6.17

normalized to the total generation
rate kGen (i.e. the applied current
density). Note that a logarithmic
scale has been chosen in order to
distinguish more clearly between
the individual curves. Inset in
(b): emission zone width w as a
function of the current density for
Ir(ppy)2(acac) (�) and Ir(ppy)3 (�).

generation width g with increasing current density, however, remains
elusive from this energy level point of view.

Now, the generation and emission profiles of the OLEDs may be
calculated from the extracted fit parameters. Figure 6.19 shows the
respective results, derived from Eqs. B.1d and B.5c. For both emitters,
the generation width decreases with increasing current density, while
the background increases. For Ir(ppy)3, both behaviors are more
pronounced than for Ir(ppy)2(acac). As a result, the emission profiles
of Ir(ppy)3 are flatter leading to a broader emission zone.

To quantify the different influence of the two emitters, the simpli-
fied emission zone width w is calculated according to Eq. 6.2 and
plotted in the inset of Fig. 6.19b: the width ranges from 3 to 7 nm. Fur-
thermore, w broadens with increasing current density and is slightly
higher for Ir(ppy)3 compared to Ir(ppy)2(acac).

In contrast to literature, [124;231–233] where the exciton formation
zone in CBP is often assumed to be centered and relatively broad due
to the ambipolar conduction properties of CBP, a narrow emission
zone close to the ETL is found here. However, the estimated w fits well
to the study of Giebink et al., who calculated the width of the emis-
sion zone in a CBP:Ir(ppy)3 OLED to 3–12 nm, also increasing with
increasing current density. [148] Furthermore, Adachi et al. showed that
the exciton formation zone in CBP:Ir(ppy)3-based OLEDs depends on
the barriers which the charge carriers have to overcome by varying
the transport materials adjacent to the EML. [186]

Deviations to literature results may arise from two important sim-
plifications that have been made in order to extract the emission
profile: First, TTA has been neglected in the fitting routine, and sec-
ond, a strongly invasive sensor has been assumed that quenches all
arriving excitons, yet does not actively capture them. Disregarding
TTA can lead to an underestimation of l. In fact, a higher l of 6.8 nm
has been proposed in literature for the same system12 also neglecting

12 CBP:Ir(ppy)3; the current density
at which the measurement was con-
ducted is not given.
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annihilation processes. [234] However, the authors assumed a delta-
shaped generation zone, which is contrary to the observations here
and possibly enables an overestimation of their value. Furthermore,
exciton diffusion strongly depends on whether excitons are formed on
the matrix or on the emitter. Here, exciton generation on the emitter
is probable, giving rise to very short diffusion lengths. However, the
formation process is influenced by the energy levels of the materi-
als adjacent to the EML and, hence, cannot directly be compared to
the above-mentioned literature results. In addition, the parameters
extracted here should at least be independent of TTA at low current
densities. The second assumption could be verified in further experi-
ments by varying the doping concentration of the sensor. However,
sensing intensities of up to 80 % are measured using only 10 wt %
sensor concentration giving rise to very high quenching efficiencies.
Further studies on the exact mechanism go beyond the scope of the
investigations here.

In conclusion, the developed sensing layer method shows a very
high accuracy enabling sub-nanometer extraction of the diffusion
length and of the shape and width of the emission profile. Further-
more, evidence has been given that ambipolar matrix materials do not
generally help in broadening the emission zone width. The shape and
width of the emission profile not only depends on the chosen material
system, which influences charge transport and exciton diffusion, but
also on the applied current density.

6.4 Double- and Mixed Emission Layers

The previous section showed that ambipolar matrix materials do not
generally help in broadening the emission zone. In Sec. 6.1.3 and
Figure 6.6, double- and mixed emission layers (D-EML and M-EML,
respectively) have been introduced, which also might broaden the
EML. For both structures high efficiencies and low roll-off have been
proposed in literature. [157;187;209;212–214] In this section, these structures
shall be compared regarding their width of the emission zone and
their roll-off behavior.

The investigated OLED layer stack is presented in Fig. 6.20. The
EML consists of the two matrix materials TAPC and SPPO1, which
transport holes and electrons, respectively, and are either positioned
next to each other (D-EML) or mixed into one another (M-EML). In
the M-EML device, the doping ratio x : y of TAPC : SPPO1 is varied
in order to balance the hole and electron mobility. As emitter, the blue
phosphorescent FIr6 is used, which is doped with 20 wt % into the
matrix. The layout is chosen according to preliminary studies on this
stack that already proposed different emission layer widths between
D-EML and M-EML. [235]

M-EML
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Figure 6.20: Structure of the inves-
tigated OLEDs: (a) D-EML and (b)
M-EML device. For M-EML, the ra-
tio of the two matrix materials x : y

is varied.
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Figure 6.21: Performance of OLEDs
containing either D-EML or M-EML
(cf. Fig. 6.20). (a) Current density
(left) and luminance (right) vs. volt-
age. (b) Measured external quan-
tum efficiency (dots) and fits accord-
ing to Eq. 3.4 (lines). (c) Normalized
spectral radiance at 15.4 mA/cm2.

6.4.1 Emission Profile

First, the D-EML is compared to the M-EML, where x : y is 1 : 1.
Figure 6.21 shows the performance of the two devices. The current
density through the M-EML device is enhanced by roughly a factor
of two compared to the D-EML. This behavior has been observed
in many materials, both in literature [212;216] and in further own ex-
periments (see App. C.3), and is related to reduced energy barriers
for one type of charge carrier. As will be shown later, holes and
electrons are not injected uniformly into the M-EML so that exciton
formation takes place at the interface to the blocker and transport on
one of the two matrix materials is negligible. This behavior also leads
to a slightly higher luminance in the M-EML at a constant voltage
compared to the D-EML.

The external quantum efficiency of both EML structures is shown
in Fig. 6.21b.13 The D-EML device shows an overall improved effi-13 All EQE values throughout this

section are calculated assuming
Lambertian angular characteristics.
This is valid as long as the roll-off
characteristics are compared. Fur-
thermore, the angular dependency
of the emission should stay rela-
tively constant for all investigated
samples, because only the position
of the emission zone is shifted be-
tween the different samples, while
the overall cavity length is kept con-
stant.

ciency with a maximum of 7.8 % compared to the M-EML, which only
reaches 5.3 % at maximum. Here, a strong initial increase of the effi-
ciency up to a current density of 9 mA/cm2 is observed, which can be
attributed to a high charge carrier imbalance at low voltages. The EQE
is fitted in the high current regime using Eq. 3.4 in order to extract the
critical current density. For the D-EML, J0 = 130 mA/cm2 is obtained,
whereas this value is strongly enhanced to J0 = 210 mA/cm2 in the
M-EML device. For these samples, the fit can only be treated as a
rough approximation because the high charge carrier imbalance at
small voltages impedes exact fitting. Furthermore, it is unknown
whether charge imbalance might also play a role at high voltages
and, lastly, other processes like TPA that might also contribute to the
roll-off are neglected. However, enhanced J0 in M-EML compared to
D-EML has also been observed by Erickson et al. using Ir(ppy)3 as
emitter and TCTA and BPhen as matrix materials and was appointed
to an increased emission zone width. [227]
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Figure 6.21c shows spectra of the two samples. They differ slightly
for the M-EML shows a minimally narrower spectrum compared to
the D-EML. This suggests that the location of the emission zone in the
M-EML is shifted towards the metal cathode where smaller distances
strengthen the outcoupling of the blue light.

In the following, the position and width of the emission zone
of both EML structures shall be compared. Therefore, the sensing
layer method is applied to both sample structures. The sensor again
consists of a 0.5 nm thick layer of 10 wt % Ir(MDQ)2(acac)-doped host,
where the host is the respective matrix material (either TAPC, SPPO1,
or TAPC:SPPO1). Due to restrictions in the production process, the
samples are produced in three different runs. One run contains 16

different sensing layer positions for the M-EML. Here, the samples
from Fig. 6.21 are chosen as reference, because the sensing layer run
does not contain any reference samples without sensor. For the D-
EML, two runs are produced, in which the sensor is shifted through
one of the two matrix materials at eight different positions. These
two runs furthermore contain each eight reference samples without
sensor. However, the performance of all D-EML and M-EML samples
show strong run-to-run variations (for more details see App. C.1).
The lack of reference devices for the M-EML samples may lead to
wrong absolute sensing intensities S(x0). Therefore, the measured
data will only be discussed qualitatively and the developed fitting
routine will not be applied. Finally, the sensor slightly influences the
current transport in the M-EML, where decreased current density is
observed if the sensor is positioned close to the HBL (see App. C.2).

Figure 6.22 shows the measured sensing profiles of the M-EML
and D-EML devices at three different current densities. The M-EML
shows a relatively homogeneous distribution of the sensing intensity.
The highest intensity is observed close to the SPPO1 HBL. This leads
to the conclusion that a 1 : 1 mixture of TAPC and SPPO1 favors
hole transport, which is reasonable because the hole mobility of
TAPC is 200 times higher than the electron mobility of SPPO1.14 With 14 Hole mobility of TAPC:

µh = 1 × 10−2 cm2/(V s),
electron mobility: µe =

5 × 10−5 cm2/(V s). [143;236]

increasing current density, the profile becomes flatter due to enhanced
electron transport through the M-EML.

In the D-EML, exciton formation takes place near the interface be-
tween the two matrix materials TAPC and SPPO1. However, different
profiles are observed within the two materials: In TAPC, the intensity
quickly decreases when the sensor is positioned closer to the blocker.
This decrease is much weaker in SPPO1 and additionally shows a
strong dependency on current density, which is not observed in the
TAPC-part. This suggests that electron transport at low voltages is
limited, leading to the concurrent shift of the exciton generation zone
to the SPPO1-part of the EML. With increasing voltage, electron trans-
port is enhanced so that the generation zone slightly shifts towards
the EBL and broadens, which is also in agreement with the obser-
vation in the M-EML. The different shape of the sensing profiles in
TAPC and SPPO1 could be furthermore related to different diffusion
lengths in the two materials. However, a long diffusion length should
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Figure 6.22: Measured sensing pro-
files for (a) M-EML and (b) D-EML
at different current densities. Data
at 0 nm show the reference without
sensing layer (data points at 20 nm
in (b) are the references for the sens-
ing layer samples with x0 > 10 nm).

also lead to a reduced sensing intensity close to the blockers, which
is not observed here (cf. Fig. 6.8).

For both device structures, a fit of the sensing profiles would
require a reasonable assumption for the underlying generation profile.
For the M-EML, an exponential profile with a constant background
could be a valid assumption due to the still more than one order of
magnitude differing mobilities for electrons and holes. In the D-EML,
however, the generation profile cannot be described by one of the
profiles that have been suggested in Sec. 6.1.1. Instead, a Gaussian
distribution may be chosen. Erickson et al. provided a model to
calculate the charge carrier density in graded EMLs. [227] This model
could possibly also be applied to the D-EML and M-EML structures
here. However, as the measured sensing intensities underlie strong
run-to-run variations, no further quantitative evaluation is performed
in this work.

Overall, the width of the emission zone is broader in the M-EML
compared to the D-EML. However, exciton formation in the M-EML
takes place close to the SPPO1 HBL and not in the center of the EML,
which leads to changes in the spectral radiance. As the SPPO1 triplet
energy (2.8 eV) [185] is only slightly higher than the triplet energy of
the blue emitter FIr6 (2.72 eV) [156], excitons could possibly diffuse into
SPPO1 where they decay non-radiatively. This could be a reason for
the overall lower efficiency of the M-EML compared to the D-EML.
Furthermore, the sensing profiles can also explain the high initial
increase in EQE: At low voltages, electron injection into the EML (or
already into the SPPO1 HBL) is hindered leading to a massive holes
surplus. With increasing voltage, the electron transport is facilitated
enhancing the charge balance and, therefore, the EQE. In the D-
EML, excitons are only formed when electrons are transported via
the SPPO1 matrix leading to a higher turn-on voltage, but also an
enhanced charge balance. However, it is expected that the ratio of
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Figure 6.23: (a) Current density
(left) and luminance (right) vs. volt-
age and (b) normalized spectral ra-
diance at 15.4 mA/cm2 for D-EML
(solid line) and M-EML (dashed
lines) with different ratios x : y of
TAPC:SPPO1.

the two matrix materials in the M-EML may strongly influence the
charge carrier balance. Here, an increased SPPO1 content may shift
the exciton generation zone more to the center of the EML. In the
following, the influence of the matrix ratio is studied in more detail.

6.4.2 Influence of the Matrix Ratio

The matrix ratio x : y is varied from slightly increased TAPC content
of 5 : 3 over 4 : 4 (the same ratio as in the previous subsection) up
to increased SPPO1 contents of 3 : 5, 2 : 6, and 1 : 7 (all ratios by
weight). Figure 6.23 shows the performance of all samples compared
to the D-EML device. The current density is enhanced for all M-
EML samples and the current onset at low voltages decreases with
increasing TAPC content. At higher voltages, however, the highest
current density is achieved at a ratio of 3 : 5. The luminance follows
a similar voltage behavior as the current density, with the exception
that the 5 : 3 sample shows the lowest overall luminance.

The M-EML spectra in Fig. 6.23b show a spectral narrowing and
the centers of mass shift towards smaller wavelengths with increasing
TAPC content, which indicates that the exciton generation zone shifts
closer to the cathode and possibly also narrows. Of all samples, the
D-EML device shows the broadest spectrum and the highest green
contribution. As shown in Fig. 6.22, the emission profile is located in
the center of the EML, but is slightly shifted towards the HBL. As the
small-wavelength peak in all M-EML spectra is more pronounced, it
can be deduced that even at a matrix ratio of 1 : 7 the generation zone
lies closer to the HBL than to the EBL because an emission profile
close to the EBL should lead to a more green-emphasized spectrum
than that of the D-EML.

The EQE vs. current density of all samples is shown in Fig. 6.24.
The highest EQE is obtained for the M-EML with a matrix ratio of
2 : 6. Here, increasing SPPO1 content leads to increasing efficiency
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Figure 6.24: Measured external
quantum efficiency (dots) and fits
according to Eq. 3.4 (lines) for
D-EML (solid line) and M-EML
(dashed lines) with varying matrix
ratio.
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and better charge balance at low voltages. A high TAPC content as in
the sample with the 5 : 3 ratio instead decreases the overall efficiency
and leads to an even steeper EQE increase at low voltages than the
previously discussed 4 : 4 sample.

Again, the measured data are fitted by Eq. 3.4 assuming TTA
as the only mechanism leading to roll-off in order to extract the
critical current densities J0 (see Table 6.2). While in the D-EML
J0 = 130 mA/cm2, increasing TAPC content seems to strongly enlarge
J0, which would suggest a broadened emission zone. However, this
is contradictory to the observations from the emission spectra and
is probably related to the strong charge imbalance, which impedes
accurate fitting in these devices. Increasing SPPO1 content, instead,
diminishes J0. Here, a broadening of the emission zone would have
been expected due to the better charge balance and the shift of the
spectrum to the center of the EML.

device J0 [mA/cm2]

D-EML 130
M-EML 5 : 3 (310)
M-EML 4 : 4 (210)
M-EML 3 : 5 140
M-EML 2 : 6 90
M-EML 1 : 7 80

Table 6.2: Critical current density J0
extracted from fits of Eq. 3.4 to the
EQE data shown in Fig. 6.24.

In the following, the position and width of the emission profile
shall be determined more precisely. The measurement of the emission
profile of all samples using the sensing layer method would require an
individual sample run for each M-EML composition resulting in high
productions costs. Instead, only one new sample run is produced
where the blocking layers for four different matrix ratios are doped
with a phosphorescent sensor. The sensor again provides a lower
triplet energy level than the emitter and, thus, allows mapping of the
triplet excitons which are located close to the blocking layer. As EBL
sensor, TAPC is doped with 1 wt % of the red emitter Ir(MDQ)2(acac)
and, as HBL sensor, SPPO1 is doped with 1 wt % of the green emitter
Ir(ppy)3 (see Fig. 6.25). Samples are produced such that either the
HBL or the EBL is doped. Furthermore, the sample run contains
reference samples without doped blockers.

2.4 eV

TAPC:SPPO1:
FIr6 

20 wt %

TAPC:
red

1 wt %

SPPO1:
green
1 wt %

2.8 eV

2.0 eV

2.7 eV

2.9 eV

M-EML HBLEBL

Figure 6.25: EBL/EML/HBL struc-
ture of M-EML samples using
doped blockers. Lines show the
triplet energy levels of all materials
used.

Figure 6.26 shows the emission from the doped blockers for all sam-
ples at a current density of 15.4 mA/cm2 along with the PL spectra
of Ir(MDQ)2(acac) and Ir(ppy)3 for comparison. The blocker emission
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Figure 6.26: Spectral emission of
the doped blockers at varying M-
EML ratio. The intensity is calcu-
lated by subtracting the spectrum
of the reference from the spectral
radiance of M-EML samples with
doped blockers at a current den-
sity of 15.4 mA/cm2. Spectra are
normalized to the first blue maxi-
mum at 460 nm prior to calculating
the difference. For comparison, the
PL spectra of Ir(MDQ)2(acac) and
Ir(ppy)3 are given as dash-dotted
lines.

is calculated by, first, normalizing all spectra to the maximum of the
blue emitter at 460 nm and, second, subtracting the reference spectra
from the spectra of the devices with doped blockers. Compared to the
PL spectra of the dopants, the emission is slightly blue-shifted due to
the OLED microcavity. At a matrix ratio of 4 : 4, emission from both
blockers is detected, which is in agreement with the emission profile
in Fig. 6.22a. Although the samples do not permit a quantitative
comparison between the emission from HBL and EBL due to the
differently chosen sensor materials, it can be deduced that the green
sensor exhibits higher intensity because the sensing profile is more
intense at the HBL side (cf. Fig. 6.22a). With increasing SPPO1 content,
the green emission from the HBL decreases, whereas the red emission
from the EBL increases. This is attributed to a shift of the emission
zone towards the EBL. At a ratio of 1 : 7, only little green emission
from the HBL is detected whereas red emission is observed for all
samples. This indicates that the emission zone may indeed shift from
one EML side to the other. The negative intensity observed in the
green spectral part for samples with doped EBL could be related to
contamination of the reference samples with the green emitter during
evaporation.

Overall, the results deduced from the spectra in Fig. 6.23b and the
observations from the doped blockers are opposing: The spectra from
Fig. 6.23b suggested that the exciton generation zone in the M-EML
shifts with increasing SPPO1 content from the HBL towards the EBL,
but does not markedly cross the center of the EML. The experiment
with the doped blockers instead indicates that the generation zone
shifts from the HBL to the EBL. The different observations could be a
consequence of the challenging preparation of the mixed EML films,
where the obtained doping concentrations cannot only vary from run
to run, but can also change throughout the thickness of the EML. Here,
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a larger error might be introduced. Furthermore, the high deviations
between equal samples (cf. App. C.1) may falsify the obtained results.
In addition, the blue emitter FIr6 is known as an instable compound
leading to fast emitter degradation when high current densities are
applied, which might contribute to the contrasting observations. [235]

Therefore, further investigations of the D-EML and M-EML structure
using the more stable green emitter Ir(ppy)3 are given in App. C.3 for
comparison.

Finally, some general conclusions may be drawn: The M-EML
structure seems to generally increase the current density compared
to the D-EML due to reduced energy barriers as typically only one
sort of charge carriers needs to be injected into an M-EML. However,
this also leads to exciton formation close to one of the blocking layers.
The measurement of the emission profile and the investigations using
doped blockers indicate that the emission profile in M-EML devices
might indeed be broader compared to D-EML, which is caused by
the less confined charge exciton formation region. The spatial exciton
distribution in the M-EML, however, strongly depends on the mixing
ratio of the two hosts.

6.5 Summary and Outlook

In this chapter, a method is developed that enables extraction of the
emission profile with nanometer spatial resolution. The emission
profile represents the spatial distribution of the excitons inside the
EML including exciton generation and diffusion. In order to measure
the emission profile, a small sensor that locally quenches the excitons
is introduced at varying positions inside the EML. Evaluating the
emission spectra for each sensor position then allows mapping of
the spatial exciton distribution. For a quantitative evaluation of
the results, the experimental quenching process is mathematically
described by solving the diffusion equation for samples with and
without sensor. The influence of the sensing layer is attributed for by
assuming that all excitons reaching the sensor are quenched. Finally,
the measured sensing intensities are fitted allowing extraction of the
exciton generation profile, the diffusion length, and the shape and
width of the emission profile.

The sensing method is applied to three different EML systems,
namely, an ambipolar EML, a double EML, and a mixed EML. The
system containing an ambipolar matrix material was chosen as a
proof-of-principle, where all prerequisites of the sensing method
were tested before extracting the emission profile. It was assured
that the sensor does not influence the electrical properties of the
OLED, that effects due to different outcoupling can be neglected, and
that excitons are only locally quenched. Yet, one assumption could
not be guaranteed, namely, that all excitons that reach the sensor
are quenched. This would require further experiments, in which
the doping concentration of the sensor is systematically varied. If
total quenching of all excitons would be present, an increased sensor
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concentration would not alter the results of the extracted sensing
profiles.

It was found that in the ambipolar systems CBP:Ir(ppy)2(acac) and
CBP:Ir(ppy)3, excitons are generated within an exponential profile
close to the electron transport layer. The width of this generation
zone is very narrow and decreases with increasing current density.
Furthermore, the triplet diffusion lengths of CBP:Ir(ppy)2(acac) and
CBP:Ir(ppy)3 were extracted. Interestingly, very small lengths of
2.4 nm and 3.5 nm were observed at 15 mA/cm2, respectively, which
is much lower than typically reported in literature. The small diffusion
lengths suggest that excitons are generated on the emitter molecules
impeding wide Dexter-driven exciton diffusion on the guest due to
the higher triplet energy level of CBP. As will be further discussed
in Chapter 7, the higher diffusion length of CBP:Ir(ppy)3 could be
related to the property of Ir(ppy)3 to form aggregates. Overall, the
width of the emission zone increases with increasing current density
from 0.2 to 50 mA/cm2, in CBP:Ir(ppy)2(acac) from 3 to 5 nm, and in
CBP:Ir(ppy)3 from 4 to 7 nm. Broadening of the emission zone with
increasing current density has been barely discussed up to now but
can lead to unusual kinks in the efficiency-current density curves.
Although CBP is typically stated as an ambipolar material in literature,
which should result in very broad exciton formation across the whole
EML, a very narrow emission zone was observed here. Concluding,
an ambipolar material alone does not guarantee well-balanced charge
carrier densities within the EML, because energy barriers and the
conduction properties of the emitter molecules influence the region
of exciton formation as well.

In order to find other structures that might broaden the emission
zone, double and mixed emission layers comprising the blue emitter
FIr6 embedded in the primarily hole transporting TAPC and the
primarily electron transporting SPPO1 are studied qualitatively using
the sensing method. In the D-EML structure, exciton formation is
a very local process located at the interface between the two matrix
materials and leading to a narrow emission zone. The M-EML instead
helps in broadening the emission zone due to the spatially non-
defined generation zone, which expands over larger regions of the
EML. However, the shape and width of the emission profile strongly
depends on the chosen materials as the exciton formation region
is defined by the HOMO and LUMO levels, the conductivity, and
the doping concentrations of the matrices and the emitter. Here, a
variation of the ratio of the two matrix materials revealed a shift
of the exciton generation zone across the EML. Finding an optimal
M-EML structure that ensures a broad emission profile requires much
experimental optimization or a profound electrical simulation. Both
are challenging due to the need for high precision evaporation tools
and knowledge of all relevant material constants, respectively.

In the future, further structures should be investigated in order to
find optimal emission layers with a very broad exciton distribution.
Promising results have already been reported using graded emission
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layers (cf. Fig. 6.6). [227] While the authors extracted the emission
profile of their graded OLED structure using the sensing layer method
as well, an analysis of their data is missing so that their extracted
width of around 80 nm can only be regarded as a rough estimation.
Fitting the results and a detailed discussion of the influence of the
sensor could verify this large emission zone width.

Broadening the exciton distribution in OLEDs will lead to lower
local exciton densities and, thus, can reduce all exciton-driven quench-
ing processes. However, the efficiency roll-off due to exciton annihi-
lation is typically overlapped by an imperfect charge carrier balance.
Therefore, independent measurement of the charge balance and, espe-
cially, the avoidance of charge imbalance should be studied in more
detail.



7 Influence of Molecular Aggregation

The triplet-triplet annihilation rate constant, which is one of the factors determining the strength of efficiency

roll-off, can be altered by aggregation of emitter molecules. This chapter studies the extent of aggregation in seven

phosphorescent iridium-cored emitters, three of which possess a homoleptic and four a heteroleptic structure. Using

steady-state and time-resolved spectroscopy, an increased aggregate formation within the homoleptic compounds is

found. A variation of the matrix material shows only weak influence on aggregation, except for the emitter Ir(ppy)3,

where a strong increase of TTA is observed when doping the emitter into the host TPBi. Furthermore, the influence of

the processing conditions is studied. Increasing the substrate temperature and decreasing the deposition rate leads to

slightly stronger aggregation. Changing the underlying layer from glass to TCTA strongly decreases TTA due to a

weaker aggregate formation. In addition, X-ray diffraction measurements reveal that Ir(ppy)3 and Ir(ppy)2(acac) form

small crystallites with a preferred orientation, both in pure layers and when embedded into a host.

7.1 Introduction

The triplet-triplet annihilation rate kTT is a material property describ-
ing how efficient TTA between two emitter molecules takes place.1 It 1 Parts of this section are published

in Ref. 11. Reprinted with permis-
sion. Copyright 2013, Wiley VCH.

mainly depends on the interaction radius of two triplet excitons and,
hence, on the distance between emitter molecules. Previous investi-
gations on host-guest systems with state-of-the-art phosphorescent
emitters suggest that the guest molecules show a tendency to ag-
gregate within the EML, [39;43;117;237–240] leading to high local exciton
densities and fast Dexter TTA. In this context, the term aggregation
usually describes molecular clustering rather than the formation of
physical dimers. To minimize Dexter based TTA, the average distance
between emitter molecules should be as large as possible and, thus,
aggregation in particular needs to be avoided. To achieve this, both
molecular design approaches and customized OLED stacks have been
pursued.

Reineke et al. suggested that molecules with lower dipole moments
have a reduced tendency to form aggregates. [142] For phosphorescent
emitter molecules this was shown by comparing the two rather similar
green emitting compounds Ir(ppy)3 and Ir(ppy)2(acac), each doped
into TCTA at a concentration of 8 wt %. Time-resolved PL measure-
ments revealed that the TTA rate in the Ir(ppy)2(acac) blend amounts
to only 70 % of the TTA rate in the Ir(ppy)3-based blend, which is con-
sistent with the much lower dipole moment2 µD of Ir(ppy)2(acac). [241]

2 The dipole moments of Ir(ppy)2-
(acac) and Ir(ppy)3 are 1.91 D and
6.26 D, respectively.

The observed differences in TTA correlate with the roll-off behavior
of complete devices, i.e., an improved roll-off has been observed for
Ir(ppy)2(acac)-based OLEDs. [142] It seems likely that due to enhanced
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aggregation of emitters with large dipole moments, devices based on
such emitters generally tend to suffer from increased roll-off.

One way to increase the average intermolecular distance of emitter
molecules and, thus, reduce Dexter-based TTA rates is the intro-
duction of large dendrons into fluorescent or phosphorescent com-
plexes. [40;114;239;242–246] Namdas et al. synthesized different Ir(ppy)3-
cored dendrimers that provide a core to core distance in neat layers
of up to 23 Å. [40] With increasing molecular size, kTT was indeed
found to decrease by more than one order of magnitude. Instead of
optimizing the chemical structure of the emitter molecule, another
way to reduce aggregation consists of engineering the device stack
appropriately. Here, improved roll-off behavior can be achieved by
introducing intrinsic interlayers between thin emitting layers which
can reduce exciton transfer in the direction perpendicular to the
substrate. [43;47;247–250]

Effects of aggregation cannot only be seen in transient measure-
ments, but are also visible in the PL spectra of the material. In-
creasing the emitter concentration leads to spectral broadening and,
thus, reduces the visibility of the individual vibronic bands, which is
attributed to enhanced aggregation of emitter molecules. [39] Further-
more, emitter aggregation was revealed using microscopic methods
including TEM, AFM, STM, or fluorescence microscopy. [117;237–239] As
the typical cluster size of phosphorescent emitters that are embed-
ded in a matrix material and produced via thermal evaporation is
only in the range of around 10 nm, the resolution of the microscopic
technique has to be very high.

Throughout this chapter, the influence of the molecular properties
of the emitter is studied in more detail. Therefore, seven different
iridium compounds are embedded into matrix materials at varying
doping concentrations. The samples are investigated by steady-state
luminescence measurements, time-resolved spectroscopy, and X-ray
diffraction. Furthermore, the matrix material and the deposition
parameters are varied in order to find systematic relations between
molecular film structure and the formation of aggregates.

If not stated otherwise, organic thin-films are fabricated by thermal
evaporation with a thickness of 20 nm on glass substrates that are
further encapsulated.

7.2 Aggregation of Homoleptic and Heteroleptic Emitters

In this section, seven different phosphorescent iridium (III) complexes
are studied, where three of the emitters possess a homoleptic structure
Ir(C–N)3 and four a heteroleptic structure Ir(C–N)2(acac) containing
an acetylacetonate (acac) ligand. Here, (C–N) is a charged cyclomet-
alating ligand. The chemical structures are shown in Fig. 7.1. All
materials show strong spin-orbit coupling due to the central heavy
metal iridium atom, resulting in efficient intersystem crossing and,
thus, phosphorescence.
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Figure 7.1: Chemical structures
of the investigated homoleptic
(marked in blue) and heteroleptic
emitters.

7.2.1 Photoluminescence Measurements

Figure 7.2 shows the PL spectra of the host-guest systems at an emitter
concentration of approximately 1 mol %. Emitter aggregation is weak
at this doping concentration and the emitters are suspected to be well
separated from each other by the matrix molecules. The respective
host materials are selected in terms of efficient energy transfer from
host to guest and are given in Table 7.1 together with the wavelength
of the emission maximum. TCTA with a triplet energy ET = 2.8 eV is
used for the green emitters Ir(ppy)3 and Ir(ppy)2(acac), [142;179] CBP
(ET = 2.6 eV) for the yellow-emitting Ir(chpy)3, Ir(dhfpy)2(acac), and
Ir(BT)2(acac), [179;251–253] and NPB (ET = 2.3 eV) for the red emitters
Ir(MDQ)2(acac) and Ir(piq)3. [173;181;254] The emission color is roughly
related to the molecular size, where an increased electron delocal-
ization on larger ligands leads to reduced transition energies. [255]

Overall, the spectra are composed of clear vibronic subbands (except
for the emitter Ir(MDQ)2(acac)).

emitter matrix λ1 [nm] Γ1 [mol %] Γ2 [mol %]

Ir(ppy)3 TCTA 511 1.1 9.0
Ir(ppy)2(acac) TCTA 519 1.2 9.7
Ir(chpy)3 CBP 537 0.7 7.5
Ir(dhfpy)2(acac) CBP 556 0.4 4.6
Ir(BT)2(acac) CBP 560 0.7 7.0
Ir(MDQ)2(acac) NPB 601 0.7 7.3
Ir(piq)3 NPB 618 0.7 7.1

Table 7.1: Selected matrix materi-
als, doping concentrations Γ1 and
Γ2, and wavelength λ1 of the emis-
sion maximum at concentration Γ1.
Homoleptic emitters are marked in
blue.

In the following, thin-films with higher doping concentrations,
Γ2, are prepared (see Table 7.1). As an example, Fig. 7.3a shows
the normalized emission intensity of Ir(ppy)3 as a function of the
wavelength for 0.7, 9.0, and 22.1 mol %. The spectrum shows a signifi-
cant red-shift with increasing doping concentration and the vibronic
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Figure 7.2: Photoluminescence spec-
tra of the investigated phosphores-
cent emitters, doped with concen-
tration Γ1 into a matrix material
(cf. Table 7.1). Spectra are normal-
ized to different intensities for bet-
ter visualization.

450 500 550 600 650 700 750
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Ir(BT)
2
(acac)

Ir(dhfpy)
2
(acac)

Ir(chpy)
3

Ir(ppy)
2
(acac)

Ir(piq)
3

 

 

n
o

rm
a

li
z

e
d

 r
a

d
ia

n
c

e

wavelength [nm]

Ir(ppy)
3

Ir(MDQ)
2
(acac)

transitions become less distinguishable. Furthermore, the spectrum
broadens significantly and thus reduces the visibility of the individ-
ual vibronic bands, which is shown in Fig. 7.3b by normalizing the
wavelength to the wavelength of the emission maximum. In literature,
spectral broadening and red-shift have been previously observed for
Ir(ppy)3 and FIrpic and were attributed to increased aggregation of
emitter molecules. [39;117] However, this effect was not observed for
Ir(ppy)2(acac) and for the red emitter bis[2-(2’-benzothienyl)-pyri-
dinato-N,C3’](acetylacetonate)iridium(III) (Ir(Btp)2(acac)). [39;142]

In order to investigate the spectral behavior of the different emitters
and to find out which processes lead to spectral changes on the
molecular scale, all spectra are calculated as a function of energy by
dividing by E2 (I(E) ∝ I(λ)/E2).

Figure 7.3: Photoluminescence
spectra of TCTA:Ir(ppy)3 at vary-
ing emitter concentration. (a)
demonstrates the spectral red-shift
whereas in (b) the wavelength is
normalized to the emission maxi-
mum in order to illustrate spectral
broadening with increasing concen-
tration.
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The radiative recombination rate of a transition depends on the
third power of the energy by

kr =
µ2

TDMn3E3

3πϵ0h̄4c3
, (7.1)

with the transition dipole moment µTDM and the refractive index
n. [256] Therefore, the spectra I(E) are furthermore divided by E3.
This rescaled emission intensity is now proportional to the density
of states of the vibronic subbands of the molecular transition, which
allows fitting of the vibronic transitions to the emission spectra. [129;257]

Each line Iν(E) is affected by an individual Gaussian broadening
accounting for an energetic modulation of the density of states due to
the environment: [256]

Iν(E) ∝
µ2

TDMn3E3

3πϵ0h̄4c3

1√
2πσν

e
−
(

E−Eν√
2σν

)2

. (7.2)

The first term describes the radiative recombination from Eq. 7.1. [257]

The analysis is based on a Poisson progression of the vibronic lines.
Finally, the emission spectra are fitted to

f (E) =
ν=5

∑
ν=0

fν(E), with

fν(E) =
Sνe−S

ν!
· b√

2πσν

e
−
(

E−E00+νh̄ω√
2σν

)2

,

(7.3)

where the first factor accounts for the Poisson distribution of the indi-
vidual lines and the other term describes the Gaussian broadening of
the individual states. According to Kasha’s rule, electronic transitions
occur from the lowest excited state E0e into one of the vibronic states
of the ground state Eνg. The probability of a certain transition de-
pends on the overlap of the vibronic wave functions (Franck-Condon
principle). This is schematically illustrated in Fig. 7.4. Here, the molec-
ular deformation between ground and excited state determining the
transition probability is described by the Huang-Rhys factor s, which
serves as the argument of the Poisson progression in Eq. 7.3. The
factor b is a normalization constant. All lines are equally distributed
with a line distance of h̄ω and possess an individual broadening σν.
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Figure 7.4: Illustration of the molec-
ular transitions from excited state, e,
into a vibronic band of the ground
state, g, according to the Franck-
Condon principle. Right: corre-
sponding spectrum I(E)/E3 as a
function of energy.In the following, all measured spectra are fitted with a least-squares

algorithm. After selecting a suitable fit region where only emission
from the emitter is observed, start values for E00, s, and h̄ω are
determined from the measured spectra. Next, the start values are
optimized in the fitting routine while keeping all σν constant and
small in order to distinguish properly between the individual lines.
Then, the standard deviations are fitted one after another3 resulting 3 σ4 and σ5 are kept constant at ap-

proximately the value of σ3 because
the measured spectra often exclude
the low-energy region of E04 and
E05 or show only weak resolution
in this regime (cf. Fig. 7.5).

finally in extraction of E00, the Huang-Rhys factor s, the line distance
h̄ω, and the standard deviation of the lines σν. Furthermore, the
center of mass ⟨E⟩ is calculated according to

⟨E⟩ = E00 − Sh̄ω. (7.4)
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This is a better measure of the spectral red-shift than the typically
used wavelength of the maximum intensity, which neglects changes in
the spectral shape and prohibits direct conclusions onto the molecular
transitions.

As an example, Figure 7.5 shows the emission intensity of TCTA:
Ir(ppy)3 at 1.1 mol % as a function of energy (dashed line) together
with the fit to the Poisson progression and the individual lines fν(E).
Here, the fit region is selected from 1.74 to 2.70 eV in order to exclude
emission that is not related to the emitter.4 Note that the fit can even

4 Emission from the matrix is de-
tected in the blue wavelength
regime at 3.05 eV and again as an
artefact in the infrared regime at
doubled wavelength, which orig-
inates from the monochromator’s
wavelength selection.

be extrapolated to a region E < 1.74 eV as the position and intensity
of the higher vibronic transitions result from the Poisson distribution.

Figure 7.5: Emission intensity of
TCTA:Ir(ppy)3 (0.7 mol %, dashed
line) as a function of energy and di-
vided by E3. The resulting fit of the
spectrum to a Poisson progression
(blue, cf. Eq. 7.3) and the individ-
ual vibronic transitions are shown
as solid lines.
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Huang-Rhys factor:

The fitted parameters are collected in Fig. 7.6a for all seven emitters
at the lower doping concentration Γ1 (see Table 7.1). The fundamental
transition E00 ranges from 2.43 eV for Ir(ppy)3 to 2.00 eV for Ir(piq)3,
whereas the center of mass shifts approximately 0.1−0.2 eV towards
red. With the exception of Ir(MDQ)2(acac), the Huang-Rhys factor s

exceeds 1, indicating that the transition f1 into the first vibronic sub-
level is more intense than the fundamental transition f0 (cf. Fig. 7.5).
The standard deviation σν increases with the vibronic subband num-
ber. The line distance h̄ω is similar for all emitters ranging from 130
to 158 meV, although a smaller h̄ω is observed for the homoleptic
emitters. Finally, a full width at half maximum (FWHM) of 280 to
420 meV is observed.

In order to investigate the change of fit parameters X with increas-
ing doping concentration Γ, the relative parameters ∆X are calculated
according to

∆X =
X2 − X1

Γ2 − Γ1
· 1

X1
. (7.5)

Here, 2 and 1 denote the higher and lower concentrated sample,
respectively (see Table 7.1). Hence, ∆X describes the change of a
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Figure 7.6: Spectroscopic parame-
ters accessed by fitting the emission
intensity I(E)/E3 of seven different
emitters to the Poisson progression
in Eq. 7.3. (a) Absolute values at Γ1
doping concentration (see Table 7.1).
The parameters E00, ⟨E⟩, FWHM,
h̄ω, and σν are given in eV; s is di-
mensionless. (b) Relative change
∆X of the parameters with increas-
ing doping concentration. Values
are calculated according to Eq. 7.5
and are given in % per mol %. For
clarity, only σ1 is given here. Blue
bars mark the homoleptic emitters.

parameter compared to the value X1 it takes at concentration Γ1 per
concentration increase. Note that this approach assumes a linear
dependency of the parameters on the doping concentration, which
may not be true for all materials and parameters. However, it allows a
rough comparison between the properties of the different compounds.

A negative change of the center of mass ⟨E⟩ corresponds to a red-
shift of the spectrum, which is observed for all emitters. However, the
effect is only significant for Ir(ppy)3, Ir(chpy)3, and Ir(MDQ)2(acac).
A very large effect is instead observed in the FWHM, where the
homoleptic emitters show a significant broadening. The question now
arises which parameters defining the molecular transition lead to the
observed red-shift and spectral broadening.

Having a look at ∆E00, ∆s, ∆h̄ω, and ∆σ1 in Fig. 7.6b, the strongest
change with increasing doping concentration is observed for the



86 influence of molecular aggregation

Huang-Rhys factor, where the homoleptic emitters show a signifi-
cant increase of s. The distance h̄ω between the individual subbands
slightly increases for Ir(ppy)3 and Ir(ppy)2(acac), whereas it decreases
for the other emitters. However, this influence is rather small com-
pared to the change in s. The change in σν is only shown for the
most prominent transition f1, but similar results are obtained for
other vibronic lines. Here, the homoleptic compounds show again
the strongest change, where a significant increase of the linewidth is
observed. Therefore, the overall broadening of the FWHM is mainly
related to the increase of s and is additionally supported by the broad-
ening of the subbands. The red-shift of the spectra is also related to
the increasing s, but is furthermore overlapped by the shift of the
fundamental transition E00 in the case of Ir(ppy)3, Ir(ppy)2(acac), and
Ir(MDQ)2(acac).

How can we now understand the parameter changes on a molec-
ular scale? The strong increase of the Huang-Rhys factor for the
homoleptic compounds hints to an increased molecular deforma-
tion5 of the excited state with increasing concentration. However,5 The molecular deformation can be

described by the reorganization en-
ergy λ = sh̄ω (cf. Fig. 7.4). [258]

this conclusion is based on the underlying model of excited states
from single molecules, which might not be feasible anymore as the
environment of a molecule at high concentration is different from the
environment of spatially well-separated molecules. Another, more
probable, explanation is that the spectra are composed of many single
spectra originating from molecular aggregation. The particular strong
increase in σν for the homoleptic emitters also indicates the formation
of aggregates. Compared to well separated emitters, which are only
surrounded by matrix molecules, an emitter located in an aggregate
experiences a stronger variation in its surrounding and, thus, in the
density of states. This can lead to shifts of the fundamental transition
and to broadening of the substates. Furthermore, the formation of
dimers is possible, which are known to cause red-shifts. [16] The elec-
tronic transitions can also exhibit changes if the electron density of
two excited states overlaps. In any case, the spectra cannot be fitted
with a single set of vibronic lines anymore but are overlapped by spec-
tra of different transition species. Instead, an ensemble of vibronic
transitions should be applied. Concluding, the strong change of the
Huang-Rhys factor and the broadening linewidth with increasing dop-
ing concentration indicate molecular aggregation in the homoleptic
compounds.

7.2.2 Time-Resolved Spectroscopy

Using time-resolved spectroscopy, the effect of the molecular structure
on efficiency roll-off can be studied by investigating the strength of
triplet-triplet annihilation in the respective materials. Therefore, all
samples are excited by a pulsed nitrogen laser providing an excitation
wavelength of 337 nm, while measuring the sample radiation with a
fast photodiode. Using optical density filters, the excitation density is
varied over three orders of magnitude. For details of the measurement
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Figure 7.7: Time-resolved measure-
ments of Ir(BT)2(acac): (a) Triplet
exciton density as a function of the
pump exciton density. Hatched
squares indicate the TTA regime.
Dashed arrows mark the density of
emitter molecules. (b) Exemplary
transients from all three regimes in-
dicating monoexponential decay in-
side the linear regime, TTA, and
emitter saturation. Transients are
shifted in time for better visualiza-
tion. Black lines indicate fits accord-
ing to Eq. 3.3.

setup and the determination of the pump and triplet exciton density,
refer to Sec. 4.2.1.

Figure 7.7a shows the triplet exciton density as a function of the
pump density for the CBP:Ir(BT)2(acac) host-guest system. In total,
three different regimes are distinguishable: A linear regime at low
pump intensities, a TTA regime at intermediate excitation, and a
saturation regime at strong pumping. The linear increase indicates
that one absorbed photon leads to one exciton. With increasing excita-
tion, the distance between the excitons decreases and interaction sets
in—namely, triplets are quenched due to TTA leading to a deviation
from the linear decay. At very high pump densities above around
7 × 1018 cm−3, the signal becomes constant due to saturation of the
emitter.

The measurements are again performed for low and high emit-
ter concentration. For the sample with low guest concentration, the
emitters saturate at lower excitation density and the maximum triplet
exciton density is reduced. Interestingly, the onset of emitter satura-
tion directly correlates with the density of emitter molecules only in
the case of the lower concentrated sample (cf. the dashed arrows indi-
cating the guest density, calculated according to Eq. 4.2). At higher
concentration, saturation sets already in before reaching the actual
guest density. [165] A similar picture is observed for the other emitters.

Figure 7.7b shows some exemplary transients from each regime at
two different guest concentrations. In the linear regime, the radiative
decay follows a monoexponential function. With onset of TTA, the
initial decay is fastened and a deviation from the monoexponential
behavior is observed. Finally, in the saturation regime, not only TTA
but also other processes are observed. For the example of Ir(BT)2(acac),
host-guest interaction could explain the long-living feature in the
0.7 mol % sample. [113] Here, excitons are not anymore completely
confined on the low concentrated guest molecules, but might also
reside on the host. The long lifetime of the host triplet state then leads
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to a much slower decay, which is observed after an initial strong TTA
contribution.

For further evaluation of emitter aggregation, only transients from
the TTA regime are selected. All curves are fitted according to Eq. 3.3
yielding the TTA rate constant kTT and the intrinsic emitter lifetime τ.
Table 7.2 summarizes the two parameters as a function of the triplet
exciton density nT. TTA is reduced in the lower concentrated sample
resulting in a smaller kTT, whereas the triplet lifetime is slightly higher.
Within the investigated TTA regime, kTT and τ remain constant within
the margin of the errors so that a mean value is calculated for all
following investigations. [13]

Table 7.2: Fit parameters from
the transient measurements of
Ir(BT)2(acac) in the TTA regime:
guest concentration Γ, triplet exci-
ton density nT, TTA rate kTT, and
triplet lifetime τ.

Γ [mol %] nT [1018 cm−3] kTT [10−12 cm3/s] τ [s]

0.7
1.65 ± 0.13 2.01 ± 0.47 2.2 ± 1.0
1.21 ± 0.07 1.90 ± 0.52 2.2 ± 0.3
1.00 ± 0.03 2.01 ± 0.47 2.2 ± 0.3

7.0
2.38 ± 0.13 2.72 ± 0.57 2.0 ± 0.3
1.46 ± 0.13 2.81 ± 0.59 1.9 ± 0.3
1.09 ± 0.04 2.37 ± 0.55 1.7 ± 0.3

Time-resolved measurements are performed for all host-guest sys-
tems.6 As an example, Fig. 7.8 shows transient measurements and6 For Ir(MDQ)2(acac), the mea-

surements are only performed in
the TTA and saturation regime,
which impedes a calculation of the
triplet exciton density. Therefore,
Ir(MDQ)2(acac) is omitted in the
comparison of the emitters.

corresponding fits for two different Ir(chpy)3 concentrations. The
Ir(chpy)3 host-guest system is selected here because the quality of
the fits displays the strengths and weaknesses of the underlying TTA
method as will be discussed subsequently. At 0.7 mol %, a relatively
slow decay with a lifetime of 3.8 s is measured. Furthermore, the
fit shows severe deviations from the data at the initial decay from
0−2 s, which becomes especially obvious at high excitation density.
At 7.5 mol % concentration, the fits resemble the data well and the
intrinsic decay time is only 2.3 s.

The depicted transients illustrate the limit of the underlying TTA
model: While at high concentration TTA seems to be the dominant
process allowing reasonable fitting of the measured data, stronger
deviations at low emitter concentration suggest that further physical
processes might play a role. As indicated previously, high excita-
tion densities can lead to excitons remaining on the host because
no free guest can be found. This holds particularly for low guest
concentrations and small energy differences between host and guest.

Deviations between fit and data are not only found for the lower
concentrated Ir(chpy)3 sample, but also for Ir(dhfpy)2(acac), both at
0.4 and 4.6 mol %. Note that the concentrations of the Ir(dhfpy)2(acac)-
samples are significantly lower compared to the other samples, which
render the host-guest interaction reasonable. Furthermore, both emit-
ters are doped into the host CBP, for which host-guest TTA has
already been observed with the green-emitting Ir(ppy)3 as guest. [113]

Although the triplet energies of Ir(chpy)3 and Ir(dhfpy)2(acac) are
smaller compared to Ir(ppy)3, an interaction between CBP and the
two emitters might still be possible.7 The other four investigated emit-

7 For further investigation on the
energy transfer between host and
guest, the host emission and guest
absorption could be analyzed in
terms of a Poisson progression as
well. This would give informa-
tion on the deformation energy and,
thus, the transition between the
lowest excited states of host and
guest. [129]
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Figure 7.8: Transients of CBP:
Ir(chpy)3 at (a) 0.7 mol % and (b)
7.5 mol %. All transients are mea-
sured in the TTA regime. Data are
shifted in time for better visualiza-
tion, where the initial triplet exci-
ton density decreases from left to
right (values of nT are given in the
legend). Black lines indicate fits ac-
cording to Eq. 3.3.

ters are doped into TCTA and NPB, respectively, leading to a more
exothermic energy transfer. Therefore, reasonable fits are achieved in
these systems.

The average triplet lifetimes of all systems are summarized in
Fig. 7.9b. The emitters show a lifetime of around 2 s, which slightly
decreases with increasing emitter concentration. This has been previ-
ously observed in other phosphorescent host-guest systems and is re-
lated to concentration quenching due to dipole-dipole interactions. [39]

The probable host-guest interaction in CBP:Ir(dhfpy)2(acac) and CBP:
Ir(chpy)3 causes longer decay times of 3.8−5.5 s in these systems.
In addition, broader error margins account for the stronger devi-
ations between data and fit. In literature, decay times of 1.5 s for
Ir(ppy)3 and Ir(ppy)2(acac), 1.1 s for Ir(piq)3 (concentrations corre-
spond to the higher concentrated samples), and 2.0 s for Ir(chpy)3

(in solution) are found, which are all slightly lower compared to the
results obtained here. [13;142;251]

Figures 7.9a and c show the absolute and relative TTA rates kTT

and ∆kTT as calculated according to Eq. 7.5. The TTA rates increase
for all emitters with increasing doping concentration. The lowest
rate is observed for TCTA:Ir(ppy)3 at 1.1 mol % with 8 × 10−13 cm3/s.
For Ir(ppy)2(acac), Ir(chpy)3, and Ir(dhfpy)2(acac), a similar kTT of
around 1 × 10−12 cm3/s is measured at the lower concentrated sam-
ples, whereas Ir(BT)2(acac) and Ir(piq)3 show much higher TTA rates
with kTT up to 3.3 × 10−12 cm3/s. The strongest increase of kTT with
increasing concentration is observed for Ir(ppy)3 and Ir(chpy)3. While
literature suggests that Ir(chpy)3 may suppress TTA compared to
Ir(ppy)3 due to its rigid and bulky cycloalkene units, [251] very similar
results for the two materials are instead obtained. A difference is
mainly observed in the relative TTA rate, but the error margins are
very large and do not allow direct conclusions.

For Ir(ppy)3, being an archetype phosphorescent emitter that is
well studied in literature, several TTA rates can be found with TCTA
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Figure 7.9: Parameters describing
the strength of triplet-triplet annihi-
lation in phosphorescent host-guest
systems. (a) TTA rate constant kTT
and (b) triplet lifetime τ at low and
high concentrations. (c) Relative
change ∆kTT of the TTA rate with
increasing doping concentration cal-
culated according to Eq. 7.5 and
given in % per mol %. Blue bars
mark the homoleptic emitters.
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as host and with doping concentrations similar to the here used
9.0 mol %. The values range from 0.7−5.2 × 10−12 cm3/s, which in-
clude also the result of this thesis. [13;142;165] However, given the fact
that the literature values range over nearly one order of magnitude,
the overall reliability of the experiment is questionable. Further-
more, literature shows that kTT of Ir(ppy)2(acac) is lower compared
to Ir(ppy)3 at a concentration of 9.7 mol %, which is also observed
here. [142] However, this only holds for the higher concentration in this
work.

Further deviations to literature are found for NPB:Ir(piq)3, where
a value of kTT =1.4 × 10−12 cm3/s was measured at 20 wt %, which
is much lower than the values extracted here. [13] Baldo et al. studied
the influence of the doping concentration of the exotherm host-guest
system CBP:PtOEP. [12] Comparable to the results of this thesis, they
found an increase of the TTA rate with increasing concentration,
which can be explained by the reduced distance between two emitter
molecules enhancing diffusion-based annihilation. Whether aggrega-
tion of emitter molecules further contributes to TTA shall be discussed
at the end of this chapter together with the results from other experi-
mental investigations.

7.2.3 X-Ray Diffraction

Molecular aggregation of light-emitting compounds often coincides
with the formation of crystalline phases. [259] Crystallinity can be well
studied using X-ray diffraction techniques because the wavelength of
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X-rays resembles the molecular and inter-molecular distances. Studies
of the film morphology may not only give valuable insight into
aggregation but also on molecular orientation, which is nowadays
highly discussed in terms of enhancing the outcoupling efficiency
in OLEDs. [92;96;98;99;102] However, up to now, structure analysis of
organic semiconductors by means of X-ray diffraction has mainly been
applied for the evaluation of charge and exciton transport in thin-
film transistors or photovoltaics. [164;260;261] In fact, the light-emitting
structures used in OLEDs have rarely been addressed yet.

In conventional specular geometry, the penetration depth of X-
rays in organic material is several m, which is orders of magnitude
higher compared to the typical layer thickness of organic thin-films.
In order to get valuable information from the organic films and not
from the underlying substrate, grazing-incidence geometry is used
here, where the incident angle ω between ray and sample is kept
very small. This leads to total reflection at the interface between
thin-film and substrate and furthermore reduces possible damage of
the organics by the X-rays due to a broad spreading of the ray over the
sample. The specular geometry is here only used for X-ray reflection
(XRR) measurements, which allow evaluation of film thickness and
roughness.8 8 XRR and GIXRD measurements

are carried out by Dr. Lutz Wilde
at Fraunhofer IPMS, Center Nano-
electronic Technologies, Dresden.

For the investigations, Ir(ppy)3 and Ir(ppy)2(acac) are selected as
well-studied examples providing different properties regarding their
probable tendency to form aggregates and their different transition
dipole orientation. [98;142] Both are either doped into CBP or TCTA.
Further analysis of the other emitters was not possible due to lim-
ited time and facility access. Again, the doping concentration is
varied—this time from pure matrix layers over 8, 20, and 50 wt %
concentrations up to pure emitter layers (cf. Table 7.3 for concentra-
tions in mol %). All samples are prepared on glass substrates with a
nominal thickness of 50 nm and are measured without encapsulation
at ambient conditions. Previous studies showed that the molecular
arrangement and, hence, X-ray measurements, are not influenced by
storage and measurement in air. [163]

Figure 7.10 shows the X-ray reflectivity of both emitters doped into
the host TCTA (solid lines). Distinct oscillations are observed for all
samples—so-called Kiessig fringes that are formed by interference
and contain information about the layer thickness and roughness. [262]

The layer thickness d depends on the distance of the fringes and

Table 7.3: Doping concentration Γ of
mixed TCTA:guest layers in mol %
and fit results from XRR measure-
ments yielding the layer thickness d

and roughness ξ.

Ir(ppy)3 Ir(ppy)2(acac)

material Γ [mol %] d [nm] ξ [nm] Γ [mol %] d [nm] ξ [nm]

guest 100 51.8 (0.1) 100 46.1 (0)
TCTA:guest 50 wt % 53.1 39.2 0.3 55.3 46.0 0.4
TCTA:guest 20 wt % 22.1 40.2 0.5 23.6 50.3 0.7
TCTA:guest 8 wt % 9.0 42.1 0.6 9.7 51.4 0.7
TCTA 100 41.6 0.5
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Figure 7.10: X-ray reflectivity as a
function of the angle 2θ for thin-
film layers of (a) Ir(ppy)3 and (b)
Ir(ppy)2(acac) as guest (g) mixed
with the host (h) TCTA at differ-
ent concentrations. Measurements
(solid lines) and fits (dashed lines)
of the different concentrations are
split in intensity for better visualiza-
tion.

can be precisely determined by fitting the curves (dashed lines, cf.
Sec. 4.2.1). [263] Table 7.3 shows the results, which lie between 40
and 50 nm. Deviations compared to the nominal thickness of 50 nm
that should have been evaporated appear mainly due to an incorrect
density of the materials.9 Uncertainties in the tooling factors can

9 The density of Ir(ppy)2(acac) is un-
known and is approximated by the
density of Ir(ppy)3.

lead to further deviations. All layers are relatively smooth with a
roughness ξ below 1 nm. Stronger variations in the surface height
would lead to a smaller amplitude and less fringes. The TCTA host
layer shows a roughness of 0.5 nm, which stays relatively constant
when small amounts of the emitters are doped into the host. At
50 wt %, the films become slightly smoother. For the pure emitter
layers, fits indicate very smooth films with a roughness below 0.1 nm.
However, these values should be handled with great care because
the fit shows large deviations from the measurement, especially for
Ir(ppy)3. Comparing the XRR data of Ir(ppy)3 to Ir(ppy)2(acac) and
TCTA, a lower amplitude is observed for Ir(ppy)3 and the fringes blur
at smaller angles. Contrary to the fit, both observations are related to
an increased film roughness, which would indicate crystallization of
the Ir(ppy)3 film. XRR measurements are furthermore performed for
Ir(ppy)3 and Ir(ppy)2(acac) doped into CBP (data not shown here). A
slightly increased roughness is observed for the CBP-doped systems,
but still the mixed layers are very smooth.

In the following, grazing incidence X-ray diffraction (GIXRD) mea-
surements are performed in out-of-plane direction. Figures 7.11a and
b show the results for Ir(ppy)3 and Ir(ppy)2(acac), respectively, as well
as for their mixture into TCTA at different concentrations. The pure
emitter films show a distinct peak at around 11°, which indicates
that the emitters form crystallites. In addition, a weak shoulder at
approximately 22° originating from diffusely scattered radiation hints
to further amorphous regions or could be related to the glass sub-
strate. [163] In contrast, the XRD spectra of TCTA and CBP show only
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Figure 7.11: XRD measurements
of thin-films containing (a) Ir(ppy)3
or (b) Ir(ppy)2(acac) (g) doped into
TCTA (h), respectively. The data is
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this shoulder leading to the conclusion that both matrix materials are
amorphous. If the emitters are now doped into one of the two matrix
materials, the diffraction peak at 11° decreases, but is still present
down to a doping concentration of 20 wt %. At 8 wt %, a concentration
that is typically used in OLEDs, the peak is hardly observed anymore.
Nevertheless, the presence of the peak in the higher concentrated
samples discloses that Ir(ppy)3 and Ir(ppy)2(acac) form crystalline
grains also when embedded into a matrix. This suggests that both
emitters form aggregates in the film.

According to Bragg’s law, the diffraction angle θ is inversely pro-
portional to the distance d of the repeating structures:

nλ = 2d sin θ, (7.6)

where n is an integer. In order to extract the peak position and FWHM,
all spectra are fitted with two Gauss functions (see Fig. 7.12). This
ensures that the peak at 22°, which is caused by diffusely scattered
radiation, does not interfere with the position of the main peak. The
fit results and standard deviations are summarized in Table 7.4.
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Figure 7.12: GIXRD spectrum
of TCTA:Ir(ppy)2(acac) at 50 wt %
(black line) together with a fit (red
dashed line) that is composed of
two individual Gauss functions, one
for each observed peak.
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Ir(ppy)3 Ir(ppy)2(acac)

material 2θ0 [°] Lc [nm] 2θ0 [°] Lc [nm]

guest 10.60 ± 0.01 4.38 ± 0.04 10.82 ± 0.02 3.81 ± 0.07
TCTA:guest 50 wt % 10.75 ± 0.02 2.07 ± 0.03 10.99 ± 0.06 1.43 ± 0.04
TCTA:guest 20 wt % 10.95 ± 0.06 1.49 ± 0.04 12.40 ± 0.10 1.24 ± 0.05
CBP:guest 50 wt % 10.86 ± 0.01 2.46 ± 0.03 10.98 ± 0.01 2.26 ± 0.03
CBP:guest 20 wt % 11.08 ± 0.05 2.22 ± 0.09 11.17 ± 0.07 2.09 ± 0.11

Table 7.4: Diffraction angle 2θ0
of the main reflex and coherence
length Lc calculated from the peak
width via the Scherrer equation
(Eq. 7.7). Errors represent the stan-
dard deviation of the fits.

Compared to the Ir(ppy)3 peak, which is found at 10.60°, the
peak in Ir(ppy)2(acac) is positioned at 10.82°, which would indicate a
slightly stronger packing in real space if both materials would possess
the same crystal structure.10

10 The stronger packing is supported
by the fact that Ir(ppy)2(acac) is
slightly smaller than Ir(ppy)3 (cf. Ta-
ble 7.5). [99]

In experiment, the diffraction peak shifts to higher angles when
reducing the emitter concentration, which, hints to a compression of
the emitter aggregates with increasing host proportion. This compres-
sion could be imagined as an increase in surface tension when the
emitter aggregates become smaller due to the strong intermolecular
attraction that is evoked by the emitter’s dipole-dipole potential.

Berger et al. and Takayasu et al. investigated the crystal structure of
Ir(ppy)3. [264;265] Both found that Ir(ppy)3 crystallizes in the acentric
tetragonal space group P4̄21c. Single crystals were grown upon vac-
uum sublimation, which is analogously to the thin-film evaporation
used here.11 Thus, it is expected that the Ir(ppy)3 single crystal data11 Note that Ir(ppy)3 shows polymor-

phic character. Breu et al. measured
a different crystal structure for sin-
gle crystals that had been grown by
slow evaporation from solution. [266]

may be compared to its thin-film structure.
The powder pattern of Ir(ppy)3 is displayed in Fig. 7.13a (provided

by Berger et al., Ref. 264). Two peaks are observed at the angle of
the thin-film diffraction peak: A smaller peak originating from the
(101)-plane at 10.42° and the most intense peak of the spectrum at
10.82°, which is correlated to the (220)-plane. Note that Takayasu et al.

measured a slightly larger crystallite size, so that the (220)-peak is
positioned at 10.72° in their powder pattern. [265] Although neither
peak fits exactly to the observed thin-film peak, it is probable that the
latter originates from reflection at the (220)-plane. The reasons are
twofold: First, the (220)-peak is the most intense one of the whole
spectrum, and, second, this peak fits much better for decreasing
Ir(ppy)3 concentrations, where 2θ0 increases.

Figure 7.13b shows the crystal packing of the Ir(ppy)3 unit cell,
which contains eight molecules. The C3 symmetry axis of Ir(ppy)3

and its high dipole moment lie roughly parallel to c pointing in
the direction of the nitrogen atoms. Each four molecules can be
grouped together to form a tetramer, where each two molecules alter
in chirality (see Fig. 7.13c). Hence, their permanent dipole moments
oppose in direction. [264]

For Ir(ppy)2(acac), no suitable crystal structure has been measured
yet.12 Therefore, it cannot be evaluated whether the Ir(ppy)2(acac)

12 So far, it was only measured for
single crystals that were grown
from solution. [267] As already dis-
cussed, their structure may strongly
deviate from thin-film structure and
shall not be taken for evaluation
here.

thin-film diffraction peak, which is very similar to Ir(ppy)3, originates
from the same diffraction plane.
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In order to compare the amount of molecular aggregation between
the two emitters, the size of crystallite grains is approximated with
the Scherrer equation, which correlates the FWHM ∆(2θ0) of the
diffraction peak (located at 2θ0) with the coherence length Lc: [164]

Lc =
Kλ

cos((2θ0)/2)∆(2θ0)
. (7.7)

Here, λ denotes the wavelength of the X-rays and K is a shape factor
that is approximated here as 1. The FWHM and 2θ0 are determined
by fitting the spectra with two Gauss functions (cf. Fig. 7.12) and the
results are given in Table 7.4.

The coherence length is 4.4 nm for Ir(ppy)3 and 3.8 nm in the case
of Ir(ppy)2(acac). Furthermore, it decreases when embedding the
emitters into the hosts.13 For all host-guest combinations, Lc is higher

13 Note that only the coherence
length in out-of-plane direction is
calculated giving a hint on the ex-
tension of the aggregates perpendic-
ular to the substrate. The in-plane
extension, however, could be differ-
ent.

for Ir(ppy)3 compared to Ir(ppy)2(acac) and for using CBP instead
of TCTA as host. A longer coherence length correlates with larger
crystallite grains and therefore hints that Ir(ppy)3 forms larger ag-
gregates than Ir(ppy)2(acac), as has been previously suggested by
Reineke et al. [142] However, the calculated coherence length gives only
a lower limit for the size of aggregates, which could effectively be
much larger. For instance, a distortion of the molecular arrangement
due to cumulative disorder yields very small grain sizes although
molecular arrangement is still present. Despite the absence of a clear
diffraction peak in the 8 wt % samples, aggregation could still be
present because diffraction on the (220)-plane is omitted if the grain
size becomes too small. However, as the diffraction peak is still visible
at 20 wt %, a significant amount of aggregates must be larger than the
unit cell, which contains eight molecules.

Up to now, only the out-of-plane direction is studied by GIXRD. In
order to find out more about the orientation of the molecules, 2D graz-
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Figure 7.14: 2D-GIWAXS mea-
surements on (a) Ir(ppy)3, (b)
CBP:Ir(ppy)3, 50 wt %, and (c)
CBP:Ir(ppy)3, 20 wt %. (d) Com-
parison of the out-of-plane (oop)-
component, calculated by summa-
tion over all χ between 80 and 100°,
to the GIXRD-measurements. (e)
Intensity of the inner ring as a func-
tion of the angle χ by summation

over 0.6 Å
−1 ≤ q ≤ 1.0 Å

−1
.

ing incidence wide-angle X-ray scattering (GIWAXS) measurements
are performed on pure Ir(ppy)3, Ir(ppy)2(acac), and CBP films and on
the respective host-guest systems with 50 and 20 wt %.14 Exemplary

14 Measurements are carried out by
Chris Elschner (TU Dresden) at
the Stanford Synchrotron Radiation
Lightsource, CA, USA.

data for Ir(ppy)3-doped systems are shown in Fig. 7.14. Here, qz

denotes the out-of-plane direction and qxy the in-plane direction. The
scattering vector qz relates to the diffraction angle 2θ via [263]

qz =
2π

λ
(sin ω + sin (2θ − ω)) . (7.8)

An isotropic orientation of the crystallites is visible as a ring in the
2D-measurements, whereas spots indicate a strong orientation. [164]

In Figs. 7.14a–c, a broad halo ring is observed at q =1.5 Å
−1

, which
is related to the second peak in GIXRD measurements at around
22° and confirms the assumption of diffusely scattered radiation due
to amorphous regions. [163] More interesting, a peak is detected in
out-of-plane direction with further intensity along a ring.15 The same15 The peak at very small qz and

qxy = 0 results from the incident
radiation.

observations are made for Ir(ppy)2(acac) (see Fig. D.1 in App. D).
Figure 7.14d shows the out-of-plane component by a summation over
the polar angle χ from 80° < χ < 100° in comparison to the GIXRD
measurements. The first diffraction peak from GIXRD is clearly repro-
duced. Slight deviations are visible in the width of the first peak and
stronger deviations in intensity of the second peak. These deviations
are mainly attributed to the missing background information for the
GIWAXS data and, thus, incorrect normalization. Furthermore, the
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summation over certain polar angles leads to changing intensity of the
first peak compared to the second. Nevertheless, the measurements
allow a qualitative comparison.

In order to illustrate the orientation of this Bragg peak, Fig. 7.14e

shows a summation over all q from 0.6 Å
−1

to 1.0 Å
−1

as a function
of the polar angle χ. In out-of-plane direction (χ = 90◦), the peak
has a FWHM of approximately 30° and its shape is very similar for
Ir(ppy)3 and Ir(ppy)2(acac). In addition, the peak is also preserved
in the mixed layers (see Figs. 7.14b and c). The pure emitter layers
further show a slight increase in intensity in in-plane direction, which
vanishes when decreasing the emitter concentration and which is not
present in the pure CBP film. The following section now discusses
the results in more detail.

7.2.4 Conclusions on Emitter Orientation

2D-GIWAXS measurements show that Ir(ppy)3 and Ir(ppy)2(acac)
crystallites are textured. More precisely, a comparison of the Ir(ppy)3

GIXRD-data with its powder spectrum reveals that the Bragg peak
at 10.60° results from reflection on the (220)-plane. This peak is
mainly found in out-of-plane direction with a further, but strongly
reduced, intensity in-plane. This indicates that Ir(ppy)3 crystallites are
predominantly oriented with the (220)-plane parallel to the substrate.
Hence, the Ir(ppy)3 symmetry axis points roughly parallel to the
substrate as illustrated in Fig. 7.15. The order is relatively low and the
crystallite size is small, but still a preferential orientation is visible.
Furthermore, this orientation is also preserved when embedding the
emitter into a matrix, at least for the investigated concentrations
above 20 wt %. The XRD-measurements for Ir(ppy)2(acac) show very
much the same results and emitter orientation is also present for
Ir(ppy)2(acac). However, due to missing knowledge on its crystal
structure, the exact molecular orientation with respect to the substrate
remains unknown.

(220)

0

a,b

c

substrate

Figure 7.15: Schematic illustration
of the orientation of Ir(ppy)3 crys-
tallites when embedded in a matrix.
The top shows the crystal structure
of the unit cell with the (220)-plane
parallel to the substrate. The emitter
symmetry axis and its permanent
dipole moment, which both point
into the direction of the arrows, are
oriented roughly in-plane. The spa-
tial depth of the molecules is indi-
cated by decreasing color intensity.

The finding of molecular orientation (i.e., orientation of the perma-
nent dipoles) of both iridium compounds is very interesting when
comparing to the orientation of their transition dipole moments:
Ir(ppy)2(acac) transition dipoles embedded with 8 wt % into a CBP
matrix exhibit a preferential horizontal orientation with an anisotropy
factor of a = 0.23, but Ir(ppy)3 dipoles are found to be isotropically
oriented (a = 0.33) (see Chapter 5 and Ref. 98). Hence, the orienta-
tion of the emitter does not necessarily imply an orientation of the
transition dipoles.

The orientation of the transition dipole moment is observed in
many established iridium compounds and its origin is currently
strongly debated in the OLED community. Very recently, two dif-
ferent approaches were reported: Graf et al. suggested that the dif-
ferent orientation of the two emitters originates from their different
dipole-dipole potential (cf. Table 7.5). [99] The strong potential between
Ir(ppy)3 molecules is correlated to an increased aggregation, which
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leads to a reduced influence of the emitter orientation by the envi-
ronment. For all other emitters studied by Graf et al. (the very same
seven compounds that are investigated throughout this chapter), a
preferential horizontal orientation is found and attributed to sponta-
neously induced London forces between the emitter and the matrix
causing anisotropy.

In another study, Kim et al. investigated the transition dipole orien-
tation of one homoleptic and three heteroleptic emitters: The homolep-
tic compound showed isotropic orientation whereas the heteroleptic
compounds were preferentially horizontally aligned. [96] Performing
quantum chemical calculations, the authors found that all emitters
form supramolecules together with their host materials (consisting
of NPB and bis(4,6-(3,5-di-(3-pyridyl)phenyl))-2-methylpyrimidine
(B3PYMPM)). While these supramolecules arrange in a more or less
linear fashion and lie flat on the substrate, the emitter in the middle
of the two matrix molecules aligns with its symmetry axis perpen-
dicular to the substrate. The key difference between the homoleptic
and the heteroleptic emitters is the orientation of their transition
dipoles with respect to the symmetry axis: The heteroleptic emitters
possess a dipole moment perpendicular to the symmetry axis, which
in the supramolecular environment leads to horizontally oriented
dipoles. The transition dipoles of the homoleptic compound, instead,
are slanted by an angle of 67.6° from the symmetry axis leading to
isotropic dipole orientation.

Note that the term ‘isotropic’ dipole orientation might be mis-
leading in this context. In the optical measurement of the transition
dipole moment only the ratio of horizontal to vertical dipoles may be
determined (cf. Sec. 2.5.2). An anisotropy factor of 0.33 could, on one
hand, indicate that the molecule is not oriented and that the transition
dipoles point randomly in all directions. On the other hand, it could
also indicate that the emitter is oriented but that its transition dipoles
are slanted by an angle of 55° with respect to the substrate normal.16

16 The angle is calculated by Chris-
tian Hänisch (TU Dresden). The GIWAXS measurements support the hypothesis of Kim et al.

that the iridium compounds are oriented with respect to the sub-
strate. However, in contrast to their report, molecular orientation is
here especially observed for pure emitter layers and seems to be an
intrinsic property of the material growth. Quantum chemical calcula-
tions may show how the transition dipoles are oriented in Ir(ppy)3

and Ir(ppy)2(acac) with respect to their symmetry axis.17 If these17 According to a very recent publi-
cation by Moon et al., the three tran-
sition dipole moments of Ir(ppy)3
point from the iridium core to the
three ligands and are mutually or-
thogonal. [101] Hence, this leads to
the observed isotropic orientation.

two molecules show the same trend as the four emitters studied by
Kim et al., the origin of emitter orientation may then not only be
governed by the formation of supramolecules with the matrix, but
also by intrinsic orientation of the emitters within aggregates and the
respective orientation of the aggregate on the substrate.

7.2.5 Comparison of the Different Methods—Emitter Aggregation

Finally, the results from the individual measurement techniques shall
be compared with focussing on molecular aggregation. The steady-
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state PL measurements showed a red-shift and broadening of the
spectra with increasing doping concentration for all emitters. The
effect was quantified by applying a Poisson progression to the spectra
and, thus, calculating the vibronic transitions. A difference between
homoleptic and heteroleptic compounds was found, where the ho-
moleptic compounds showed a stronger change in the Huang-Rhys
factor and in the individual broadening of the lines upon increasing
emitter concentration. This was explained by the stronger aggregate
formation of the homoleptic emitters.

The time-resolved measurements drew a slightly different picture.
TTA was strongest in Ir(piq)3, whereas Ir(ppy)3 and, to some smaller
extend, Ir(chpy)3 exhibited the largest change in kTT with increasing
concentration. Taking both observations, the highest absolute kTT

and the strongest change with increasing concentration, together,
aggregation of the homoleptic compounds could again be the reason.
However, the measurements underlie high errors and deviations are
observed compared to literature.

The X-ray measurements directly revealed the formation of small
crystallites for both Ir(ppy)3 and Ir(ppy)2(acac) at concentrations
above 20 wt %. Although the coherence length of these crystallites
was rather small with around 2 nm at 20 wt %, it is expected that
the aggregates themselves are larger. A comparison of Ir(ppy)3 with
Ir(ppy)2(acac) showed slightly larger crystallites for Ir(ppy)3. How-
ever, the molecular diameter of Ir(ppy)3 is also higher compared to
Ir(ppy)2(acac) so that the larger crystallites do not directly imply a
stronger aggregation for Ir(ppy)3 (cf. Table 7.5).

Overall, emitter aggregation was observed by all three methods
and probably takes place for all iridium compounds. Differentiat-
ing its extent, however, is rather complicated. Nevertheless, taking
all measurements into account, aggregation seems to be more pro-
nounced for homoleptic emitters. The remaining question is now,
what the underlying mechanisms are.

So-called Keesom forces describe the attraction between two mole-
cules arising from their permanent dipole moment µD, which is given
in Table 7.5. [99] Reineke et al. already related the stronger aggrega-
tion of Ir(ppy)3 compared to Ir(ppy)2(acac) to its higher dipole mo-
ment. [142] Indeed, the dipole moments of the investigated homoleptic
compounds are all higher than those of the heteroleptic ones, which
for the latter is also related to the used acac ligand. [268] The attraction
between two molecules, however, is described by the dipole-dipole
potential U, which not only depends on the dipole moment, but also
on the distance R between the two molecules: [269]

U ∝ −
µ2

D,1µ2
D,2

R3 . (7.9)

The potential UGG for two equal guest (G) molecules is calculated
in Table 7.5 relative to the potential of Ir(ppy)3 while approximating
R with the molecule’s diameter. The highest potential is found for
Ir(ppy)3. For Ir(piq)3, the potential yields 40 % compared to Ir(ppy)3

and for all other emitters the amount is less than 10 %. Although



100 influence of molecular aggregation

the potential is highest for the homoleptic emitters, the difference
between the potentials of Ir(chpy)3 and Ir(ppy)2(acac) is marginal.
Moreover, the attraction between any two emitters should be com-
pared to the potential UGH arising between guest and host, which
is also displayed in Table 7.5. As all three hosts possess low dipole
moments (µD,TCTA =0.00 D, µD,CBP =0.03 D, and µD,NPB =0.84 D)18,18 Values are calculated by Rein-

hard Scholz (TU Dresden), perform-
ing density functional theory (DFT)
with a B3LYP functional.

the potential between host and guest is negligible and attraction, thus,
takes only place between two emitters.

Table 7.5: Selected properties of
phosphorescent emitters. Values of
the emitter’s diameter R and the
dipole moment µD are taken from
Ref. 99. The dipole-dipole poten-
tials between two emitter molecules
UGG and between emitter and host
UGH are calculated relative to the
potential of Ir(ppy)3 using Eq. 7.9.
Homoleptic emitters are marked
with a blue background.

emitter R [Å] µD [D] UGG/UIr(ppy)3 UGH/UIr(ppy)3

Ir(ppy)3 11.4 6.40 1.00 0.00
Ir(ppy)2(acac) 11.0 1.66 0.07 0.00
Ir(chpy)3 11.6 2.02 0.09 0.00
Ir(dhfpy)2(acac) 17.7 1.16 0.01 0.00
Ir(BT)2(acac) 12.6 1.76 0.06 0.00
Ir(MDQ)2(acac) 13.8 1.75 0.04 0.00
Ir(piq)3 13.5 5.20 0.40 0.01

Different studies reported on spectral changes upon dipole interac-
tions of highly polar guests. [270–272] For instance, Baldo et al. reported
on spectral red-shifts with increasing fraction of a polar molecule
due to the formation of ordered domains. [273] Within these domains,
dipole-dipole interactions lead to an energetic reduction of the tran-
sition and, thus, a red-shift with increasing domain size. However,
this is not correlated with spectral broadening and, therefore, can be
ruled out here. If the guest is instead uniformly mixed into the host, a
red-shift of energy should depend linearly on the guest concentration.
Spectral broadening is instead caused if the guests are randomly
oriented. [273] Furthermore, spectral red-shift within aggregates may
result from exciton migration to the lowest energetic state. In this
case, a spectrum should shift with decreasing temperature, which has
at least for the case of NPB:Ir(MDQ)2(acac) not been observed. [274]

The observations throughout this section suggest that several pro-
cesses may overlap leading to both red-shift and spectral broadening.
Hence, although aggregation may be driven by the mutual attrac-
tion of two dipoles, it cannot explain the differences observed in
experiment alone. Instead, also the molecular structure might play a
role. Possibly, the three equal ligands in the homoleptic compounds
allow a closer packing compared to heteroleptic molecules. Another
idea is that the acetylacetonate ligand may omit aggregation. How-
ever, more investigations on the chemical structure and arrangement
are necessary, e.g. by DFT calculations, to elucidate the origin of
aggregation.

7.3 Influence of the Matrix Material

In the former section, molecular aggregation was observed for ho-
moleptic compounds, which exhibited a strong dipole-dipole potential
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compared to the potential between emitter and matrix. In order to
find ways to decrease emitter aggregation, the influence of the matrix
material shall be studied in more detail, again by photoluminescence
and time-resolved measurements. Ir(ppy)3 and Ir(ppy)2(acac) are
selected for the matrix study due to their similar structure, which
should facilitate comparability. Both materials are doped into TCTA
(cf. previous section), TPBi, and CBP. Furthermore, the red-emitting
Ir(MDQ)2(acac) is doped into four different hosts, namely TCTA, TPBi,
NPB, and 4P-NPD. The chemical structures of all used host materials
are shown in Fig. 4.6. Table 7.6 displays the used concentrations in
mol %.

emitter matrix Γ1 [mol %] Γ2 [mol %] UGH/UIr(ppy)3

Ir(ppy)3 TCTA 1.1 9.0 0.00
Ir(ppy)3 TPBi 1.0 8.0 0.93
Ir(ppy)3 CBP 0.7 6.1 0.00
Ir(ppy)2(acac) TCTA 1.2 9.7 0.00
Ir(ppy)2(acac) TPBi 1.1 8.7 0.07
Ir(ppy)2(acac) CBP 0.8 6.6 0.00
Ir(MDQ)2(acac) TCTA 1.0 9.5 0.00
Ir(MDQ)2(acac) TPBi 0.8 8.5 0.05
Ir(MDQ)2(acac) NPB 0.7 7.4 0.00
Ir(MDQ)2(acac) 4P-NPD 1.0 9.5 0.00

Table 7.6: Doping concentrations
Γ1 and Γ2, and the relative dipole-
dipole potential UGH/UIr(ppy)3 be-
tween guest and host of all inves-
tigated host-guest systems. Blue
backgrounds mark the systems that
have been studied in Section 7.2.

In comparison to all other matrix materials, TPBi possesses a
rather high dipole moment (µD,TPBi = 5.99 D), whereas the dipole
moment of 4P-NPD is equal to the structurally similar compound
NPB (µD,4P-NPD = 0.84 D).19 Here, TPBi is the most interesting host 19 Dipole moments are again calcu-

lated by Reinhard Scholz (TU Dres-
den), performing DFT with a B3LYP
functional.

because it offers a dipole-dipole potential between host and guest that
is similar to the potential between two guest molecules (see Table 7.6).

On the other hand, it is known from solutions that the polar-
ity of the solvent strongly influences the spectrum of the emitter,
where typically a red-shifted20 spectrum is observed for highly po- 20 Note that the direction of the en-

ergetic shift depends on the differ-
ence between the chromophore’s
dipole moments in ground and ex-
cited state. [275]

lar solvents. [106;275–277] This effect has later also been found in or-
ganic thin-films by Bulović et al., where it is called solid-state sol-
vation effect. [271] The authors doped the highly polar [2-methyl-
6-[2-(2,3,6,7-tetrahydro-1H,5H-benzo[ij]quinolizin-9-yl) ethenyl]-4H-
pyran-4-ylidene]propane-dinitrile (DCM2) at a fixed concentration
into a co-host of the polar Alq3 and the non-polar N,N’-diphenyl-
N,N’-bis(3-methylphenyl)-1,1’-biphenyl-4,4’-diamine (TPD). By chang-
ing the ratio between the two hosts, the spectrum exhibited a red-
shift with increasing fraction of the more polar Alq3. Further evi-
dence of solid-state solvation was found subsequently. [42;278] Madi-
gan et al. could finally confirm that the effect is not necessarily at-
tributed to guest aggregation, but simply an analogue to the theory
of solvatochromism in liquids. [279]
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Figure 7.16: Spectroscopic
parameters of (a,d) Ir(ppy)3,
(b,e) Ir(ppy)2(acac), and (c,f)
Ir(MDQ)2(acac) doped into dif-
ferent host materials. Data are
accessed by fitting the emission
intensity I(E)/E3 to the Poisson
progression in Eq. 7.3. (a-c)
Absolute values at Γ1 doping
concentration (see Table 7.6). The
parameters E00, ⟨E⟩, FWHM, h̄ω,
and σν are given in eV; s is dimen-
sionless. (d-f) Relative change ∆X

of the parameters with increasing
doping concentration. Values are
calculated according to Eq. 7.5 and
are given in % per mol %. Blue bars
mark the hosts that were used in
Sec. 7.2.

7.3.1 Photoluminescence Measurements

In the following, PL spectra of low and highly doped host-guest
systems are measured and analyzed in terms of a Poisson progression
as explained in Sec. 7.2.1. Figure 7.16 displays the fitted parameters
X1 at low concentration and the relative parameters ∆X upon in-
creasing concentration as calculated by Eq. 7.5. At low concentration,
the spectra barely change for all chosen matrix materials. Only for
Ir(MDQ)2(acac), a stronger variation is observed when using 4P-NPD.
Here, the Huang-Rhys factor s is higher than 1, whereas for all other
hosts the fundamental transition is most efficient, leading to s < 1.
Instead, the line distance h̄ω is reduced in 4P-NPD.

With increasing doping concentration, the fit parameters change by
up to 2 % per mol % (cf. Fig. 7.16d-f). For Ir(ppy)3, slight differences
regarding the three matrix materials are observed: Using TPBi, the
lowest ∆s and ∆σ1 are measured. The FWHM increases for all used
hosts with increasing concentration, where the highest increase is
observed for CBP, which also shows the strongest change in s and σ1.
Whereas for Ir(ppy)2(acac) the parameter changes are overall small,
Ir(MDQ)2(acac)-doped systems exhibit stronger differences between
the used hosts. Specifically, the Huang-Rhys factor decreases for



7.3. influence of the matrix material 103

Ir(MDQ)2(acac) with increasing doping concentration when using
TCTA, TPBi, or 4P-NPD, but increases when using NPB. For 4P-NPD,
moreover, a large increase in h̄ω and the lowest ∆s are observed.
However, considering the differences of ∆s, ∆σ1, and the FWHM that
were observed in Fig. 7.6 between the seven emitters, the influence of
the matrix material on those parameters is much smaller.

From the observed data, a particular strong influence of the solid-
state solvation effect can be ruled out as the highly polar TPBi did
not lead to stronger spectral shifts than the other hosts. In the case of
Ir(ppy)3, TPBi even causes the smallest red-shift and broadening. The
strongest influence is instead observed for CBP, which possesses the
lowest dipole moment. Possibly, the similar dipole-dipole potential
between two Ir(ppy)3 molecules and Ir(ppy)3 and TPBi could in fact
reduce the aggregate formation. However, this theory does not hold
for the other emitters, where the differences between the matrix
materials cannot directly be correlated to their different dipole-dipole
potential.

7.3.2 Time-Resolved Spectroscopy

The influence of the matrix material on triplet-triplet annihilation is
furthermore studied in time-resolved measurements using Ir(ppy)3

and Ir(ppy)2(acac) as emitters. Transients of Ir(ppy)3-doped hosts
are depicted in Fig. 7.17. The initial triplet exciton density is kept
constant at 2−2.5 × 1018 cm−3 enabling direct comparability of the
curves. The decay is very similar when using TCTA and CBP as hosts:
At low concentration, only a small deviation from monoexponential
decay is observed during the first microseconds. Then, at higher
concentration, the curves exhibit a faster initial decay and a slightly
decreased lifetime. In contrast, using TPBi as matrix, a quick initial
decay is already observed at 1 wt % and becomes even faster with
increasing guest concentration. In addition, the decay of the triplet
density decelerates after a few microseconds leading to a much longer
lifetime, especially for the 8 wt % sample. Interestingly, this strong
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Figure 7.17: Transient decay of
Ir(ppy)3 doped with 1 wt % (left)
and 8 wt % (right) into different
hosts. Curves are selected in
terms of similar initial triplet exci-
ton density. Lines show fits of the
TPBi:Ir(ppy)3 data to Eq. 3.3.
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influence of the matrix TPBi on the phosphorescent decay is not
observed for Ir(ppy)2(acac) as will be shown later.

The transients of all host-guest combinations are again measured at
different pump intensities. Curves with a pump density lying in the
TTA regime (cf. Fig. 7.7a) are fitted to Eq. 3.3 yielding the triplet life-
time τ and the TTA rate kTT. The average parameters of each sample
are summarized as a function of emitter concentration in Figure 7.18.
The triplet lifetime is approximately 2 s and decreases with increas-
ing concentration. Only TPBi:Ir(ppy)3 forms an exception yielding
τ = 2.8 s at 1 mol % and 12 s at 8 mol %. This system furthermore
possesses the highest TTA rates, which are around 2.5 times higher
compared to TCTA and CBP. The large error bars express stronger
deviations between the measurement and fit (see the lines in Fig. 7.17)
and indicate that TTA is probably not the only mechanism underlying
the decay in these samples. Using Ir(ppy)2(acac), the highest lifetime
is measured in CBP, which also shows a stronger increase of kTT with
increasing concentration.

Figure 7.18: (a,b) Triplet lifetime
τ and (c,d) triplet-triplet annihila-
tion rate constant kTT as a function
of emitter concentration for (a,c)
Ir(ppy)3 and (b,d) Ir(ppy)2(acac),
doped into different matrix mate-
rials.
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Compared to the other hosts, the strong influence of TPBi on the
annihilation processes occurring in Ir(ppy)3 is surprising and has
not been published for any other host-guest combination before.21

21 Note that similar differences be-
tween TCTA and TPBi doped with
Ir(ppy)3 have also been observed by
Sebastian Reineke at Massachusetts
Institute of Technology, USA.

For Ir(ppy)2(acac), the matrix influence on TTA is much less but the
results from time-resolved and steady-state measurements are congru-
ent. Namely, the matrix CBP shows both the strongest change in the
PL spectrum and the highest increase of the TTA rate upon increasing
concentration. Unfortunately, the experimental observations of the
different matrix materials are ambiguous and furthermore reveal only
little influence of the matrix (except for the case of TPBi:Ir(ppy)3 tran-
sients).
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7.4 Influence of Processing Parameters

As the study of the different matrix materials disclosed only little
influence of the host on the formation of emitter aggregates, it shall
now be clarified whether and how guest aggregation can be controlled
by different processing parameters. Studies showed that aggregation
in thin-films is not only observed for thermal evaporation, but also
for spin-coating. [238;240;280] Here, layer formation may be influenced
by the solvent and spin speed. [281] However, all materials explored
throughout this thesis are deposited via thermal evaporation and,
hence, focus lies on methods applicable to vacuum deposition. This
contains substrate heating, change of deposition rate, and the influ-
ence of underlying layers.

All investigations in this section are performed on the well-known
model system TCTA:Ir(ppy)3. The doping concentration is kept fixed
at 9 mol % and the layer thickness is always 20 nm.

7.4.1 Substrate Heating

In organic photovoltaics, material segregation at elevated substrate
temperatures is widely utilized to fabricate bulk heterojunction so-
lar cells. [282–284] However, for OLED fabrication, substrate heating
is barely used up to now.22 Gong et al. nicely demonstrated phase 22 A minor part of this section is pub-

lished in Ref. 11. Reprinted with
permission. Copyright 2013, Wiley
VCH.

separation of TPBi:1,4-bis(benzothiazole-vinyl) benzene (BT)-films
upon heating using scanning tunneling microscopy. [285] Heating fur-
thermore led to broadening of the PL spectra and to a decrease in
PL quantum efficiency, which is indicating emitter aggregation. Ad-
ditionally, Smith et al. observed aggregation of Ir(ppy)3 in CBP after
heating to 80 ◦C by AFM and luminescence microscopy. [237] Surpris-
ingly, aggregation was only observed for blends containing 6 wt % of
Ir(ppy)3, but not for 12 wt %.

Very recently, Mayr et al. demonstrated that the glass transition tem-
perature of the host influences emitter orientation of the fluorescent
emitter 3-(2-benzothiazolyl)-7-(diethylamino)coumarin (Coumarin 6),
where increased horizontal orientation was measured for hosts with
high glass transition temperatures. [286] The authors explain their
observation by a stronger molecular motion on the surface if the
substrate temperature (here: room temperature) is close to the glass
transition temperature of the host. Related to this finding, higher
substrate temperatures could enhance molecular motion and, hence,
also increase the formation of aggregates. However, the observed
effect was very small for phosphorescent iridium-compounds, which
the authors relate to their high molecular weights. Concluding, the
direct effect of substrate heating on TTA has not been investigated so
far.

In the following, the temperature of the glass substrate is var-
ied during evaporation from 25 ◦C to 140 ◦C. Higher temperatures
would exceed the glass transition temperature of TCTA (approxi-
mately 150 ◦C), which could lead to stronger changes in morphology
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Figure 7.19: Influence of sub-
strate temperature on emission of
TCTA:Ir(ppy)3 at 9 mol %. (a) Nor-
malized PL intensity and (b) triplet
exciton density nT as a function of
the pump exciton density governed
by time-resolved PL measurements.

and is therefore omitted. [287] All samples are fabricated on one sub-
strate within one fabrication run. Evaporation is started at the highest
temperature in order to avoid heating of already prepared samples.
Figure 7.19a shows the normalized PL spectra of all samples. A
very small blue-shift with increasing temperature is observed, but
the overall effect is marginal. The absolute intensity instead stays
constant up to 75 ◦C and then decreases with higher temperatures
(see Fig. D.2a in App. D). This could in fact hint to aggregation and
exciton annihilation, respectively.

Time-resolved measurement of the PL intensity shall clarify whether
an effect of the substrate temperature can be observed. Figure 7.19b
shows the triplet exciton density as a function of the pump intensity
for all applied temperatures. Small differences are observed: the
final triplet exciton density that is reached in the saturation regime
decreases above 50 ◦C with increasing temperature. The transients in
the TTA regime are again fitted by Eq. 3.3 with a constant lifetime
of 1.75 s. Figure 7.20a shows the extracted TTA rates. A slight in-
crease of kTT with increasing temperature is observed. The overall
effect, however, is again small spreading from 1.74 × 10−12 cm3/s at
room temperature to 2.08 × 10−12 cm3/s at 140 ◦C. Nevertheless, the
smaller triplet density at high excitation and the higher TTA rate
indicate that aggregation of Ir(ppy)3 is increased at higher deposition
temperatures. This is a result of the increased potential energy of the
molecules, which renders molecular motion more effective.

As aggregation in host-guest systems is undesirable, substrate
cooling during deposition of the film might help to obtain a more
even distribution of guest molecules throughout the host matrix.
Recently, it was shown that agglomeration of the p-dopant MoO3 in
CBP, which typically occurs at room temperature, can be suppressed
by cooling the substrate to 120 K. [288] However, substrate cooling has
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lation rate kTT of TCTA:Ir(ppy)3
(9 mol %) (a) as a function of the
substrate temperature, (b) for differ-
ent underlying layers, and (c) upon
varying the deposition rate. The
dashed line in (a) shows a linear fit.

not yet been applied to phosphorescent emitters and should be tested
in future.

7.4.2 Underlying Layer

Yokoyama et al. pointed out that horizontal orientation of vacuum
deposited amorphous films is independent of the underlying sub-
strate and occurs both in neat layers and embedded into a matrix
material. [287;289] This is caused by weak van der Waals interaction be-
tween two organic molecules, which is still higher than the interaction
between organic molecules and the substrate. Whether this indepen-
dence of orientation on the substrate also holds for the formation of
guest aggregates when embedded into a host shall be investigated in
this section.

Typically, spectroscopic properties of organic light-emitting thin-
films are studied by depositing the material onto glass substrates as
has also been done for all previous investigations throughout this
chapter. In devices, however, the EML is typically applied on top of
other organic layers, which might lead to different growth conditions.
In the following, a 20 nm thick TCTA:Ir(ppy)3-layer is deposited at a
concentration of 9 mol % onto a 20 nm thick TCTA layer.

While no change in the shape of the PL spectrum is observed (see
Fig. D.2b in App. D), stronger deviation in the transient response is
measured. Figure 7.20b shows the extracted TTA rates of both samples.
Compared to the layer deposition onto TCTA, fabrication on glass
leads to an increase of kTT by 51 %. This effect is large compared to
the influence of the substrate temperature. An explanation could be a
different strong formation of the polycrystalline Ir(ppy)3 aggregates.23

23 Influences due to a changed mi-
crocavity or waveguiding effects
introduced by the additional or-
ganic layer can be excluded as they
would only alter the emitter life-
time, which is not observed here
(cf. Chapter 5).

This effect, however, seems to be rather large given the fact that
both underlying layers are amorphous and possess a low surface
energy. [290] As a consequence, both substrates should interact only
weakly with the organic molecules.
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Although this effect is only studied for one host-guest system and
one concentration, it shows that kTT values of thin-films evaporated
on glass cannot directly be applied to the same layers incorporated in
an OLED. Instead, the processing conditions for single layers should
meet the conditions in actual devices.

7.4.3 Evaporation Rate

In a study of Liu et al., the authors observed an increasing PLQY
and enhanced current transport with increasing evaporation rate
in devices containing the planar molecule bis(10-hydroxybenzo[h]
quinolinato)beryllium (Bebq2) as emitter. [291;292] The effect was at-
tributed to enhanced aggregate formation of Bebq2 at slow deposition.
Similarly, Cheng et al. observed an increased film roughness and mate-
rial decomposition by AFM and XPS measurements of Alq3 thin-films
when decreasing the evaporation rate from 1.33 to 0.05 Å/s. [293] In-
deed, it is reasonable to assume that aggregate formation is a matter
of speed and depends on how fast molecules which are deposited on
top of other molecules can ‘fix’ these underlying molecules in their
position. However, it remains elusive at which time scales molecular
rearrangement takes place.

In the previous sections, all layers have typically been evaporated
at a rate of 0.3 Å/s. In order to study the influence of the evap-
oration rate on the formation of aggregates in host-guest systems,
TCTA:Ir(ppy)3 layers are fabricated varying the rate from 0.1 to 2 Å/s.
Rates exceeding this range are either not controllable with the used
quartz crystal monitors or would waste material.

The shape of the PL spectra is unaffected by the deposition rate
(see Fig. D.2c in App. D), which has also previously been found
for the case of Alq3. [291] Figure 7.20c shows the TTA rates extracted
from time-resolved measurements as a function of the evaporation
rate.24 Interestingly, kTT decreases by approximately 30 % when the24 Note that only relative kTT-values

are displayed in Fig. 7.20c because
the absolute triplet exciton density
is not measured here.

rate is increased by one order of magnitude from 0.1 to 1 Å/s. At
a higher rate of 2 Å/s, kTT remains constant. This suggests that en-
hanced Ir(ppy)3 aggregate formation takes place at slow evaporation
rates. The result supports the above mentioned findings and further-
more shows that the evaporation rate not only influences aggregate
formation in single layers but also in doped systems.

7.5 Summary and Implications of Aggregation on Efficiency

Roll-Off

Based on a previous report that identified different emitter aggrega-
tion in the two structurally similar compounds Ir(ppy)2(acac) and
Ir(ppy)3, [142] the extent of aggregate formation is studied for three
homoleptic and four heteroleptic emitters. Three different techniques
have been applied varying the doping concentration of the emitters.
Photoluminescence measurements revealed a spectral broadening and
red-shift for all investigated compounds, which was quantified by fit-
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ting the spectra to a Poisson progression. As a result, the homoleptic
emitters showed a strong increase of the Huang-Rhys factor and of
the line broadening, which suggests the formation of aggregates.

Next, triplet-triplet annihilation was studied in the films using
time-resolved spectroscopy. Again, the homoleptic emitters showed
either high absolute TTA rates or a strong change of their rate upon
increasing concentration. Both could be a result of guest aggregation.
However, the measurement underlies high uncertainties and stronger
deviations between data and fit were observed.

In order to find out more about the structure and size of the aggre-
gates, X-ray diffraction measurements were performed on Ir(ppy)3

and Ir(ppy)2(acac) systems. Interestingly, both emitters form poly-
crystalline grains. A calculation of the coherence length revealed that
the molecular order is spanning over only a few nanometers. Fur-
thermore, no crystallites could be observed at a doping concentration
of 8 wt %, which would reflect the situation in OLEDs. Although
it is expected that aggregates are also present at this concentration,
either their size is too small or the order is not high enough to reveal
diffraction peaks.

It was suggested that the aggregate formation of the homoleptic
compounds may be related to their higher dipole-dipole potential
compared to their heteroleptic counterparts. In the case of Ir(chpy)3,
however, the potential is only marginally higher than for the het-
eroleptic emitters. Therefore, it is suggested that also the molecular
structure itself may be an origin for aggregation. Here, a wider
range of emitters should be studied, such as heteroleptic compounds
with ligands other than acetylacetonate or with higher dipole-dipole
potentials.

When comparing the three methods, still many uncertainties re-
main. The steady-state PL spectroscopy is very easy to apply, but red-
shift and spectral broadening may be caused by numerous processes
that are not easy to distinguish. Comparing emitters by time-resolved
spectroscopy is generally more promising, especially because it di-
rectly reflects the influence of aggregation on efficiency roll-off in
OLEDs. XRD, however, seems to be rather unsuitable for studying
aggregation because the crystal order, especially at the concentrations
relevant to OLEDs, is not high enough. This is expected to hold also
for other iridium-cored phosphors.

For further investigations, the range of investigated doping concen-
trations should be extended. On the one hand, the different effects
leading to spectral shifts could be better differentiated. [273] On the
other hand, it would establish whether TTA increases with increas-
ing concentration simply due to the reduced distance between two
emitters or in fact due to aggregate formation. Although pure emitter
layers scarcely luminesce, the knowledge of their spectrum and TTA
rates would give an upper limit and a better basis for discussion.

Next, the influence of the matrix material was studied. Changing
the host for Ir(ppy)3 from TCTA to TPBi resulted in a strong increase
of TTA, both in the emitter lifetime and in the TTA rate constant.
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Using this structure in an OLED would result in a critical current
density of only 0.5 mA/cm2. This is surprisingly low compared to the
observed roll-off in Fig. C.4, where J0 = 245 mA/cm2 for a D-EML
comprising TCTA:Ir(ppy)3/TPBi:Ir(ppy)3. Unfortunately, no data for
TPBi:Ir(ppy)3 single EMLs is available. For all other matrix materials,
however, the influence of the host was much less compared to the
differences observed between the seven emitters.

Last, the influence of three processing parameters was studied in
PL and time-resolved measurements. A variation of the substrate
temperature during layer deposition suggests an increased emitter
aggregation with increasing temperature due to enhanced diffusive
motion of the molecules. Therefore, substrate cooling during evapo-
ration might be helpful. However, the overall influence of substrate
temperature is relatively low. Instead, a variation of the underlying
material revealed a much stronger influence, where less TTA was
observed when the host-guest system is fabricated on top of another
organic layer compared to a bare glass substrate. Furthermore, small
evaporation rates were found to increase aggregate formation. In
order to find out how molecular aggregates are exactly formed, a
further variation of the layer thickness from sub-monolayer thickness
on might be helpful.

From the three processing conditions that were studied, evaporat-
ing the layers onto a cooled substrate and with a high evaporation
rate are possibilities that are also applicable in practice. Changing the
underlying material, however, is only possible as long as the optical
and transport properties are preserved. Therefore, further material
screening would be necessary including a systematic variation of, e.g.,
the dipole moment, the glass transition temperature, or the orientation
of the underlying layer.

Finally, the extracted parameters from time-resolved measurements
are used to discuss how emitter aggregation influences efficiency roll-
off. Considering Eqs. 3.4 and 3.5, not only kTT plays a role, but also
the intrinsic emitter lifetime, which is less influenced by aggregation.
In order to compare the potential behavior of the materials when
incorporated into OLEDs, Fig. 7.21 shows the normalized EQE as a
function of the current density based on the extracted parameters
and assuming w = 5 nm. Here, the higher concentrated samples are
selected because those reflect the real situation in devices.

The smallest roll-off is observed for the two green emitters Ir(ppy)3

and Ir(ppy)2(acac). In contrast to previous findings, [142] no differ-
ence between the two emitters is found because the decreased kTT

of Ir(ppy)2(acac) is cancelled out by its longer lifetime. All other
emitters show a stronger roll-off. Especially for Ir(dhfpy)2(acac), a
critical current density of only 7 mA/cm2 is observed. This is related
to its very long lifetime, which may not be a property of the emitter
itself but may be influenced by the host. Nevertheless, this effect
would cause a strong roll-off when embedding Ir(dhfpy)2(acac) into
real devices. Indeed, an increased roll-off was detected when raising
the Ir(dhfpy)2(acac) concentration in two-color OLEDs that contained
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Figure 7.21: Simulated normalized
EQE of the six host-guest systems
studied in Sec. 7.2.2 at concentra-
tion Γ2, calculated by Eq. 3.4 and
assuming w = 5 nm. The para-
meters kTT and τ are taken from
the higher concentrated samples in
Fig. 7.9. Furthermore, the roll-off of
the TCTA:Ir(ppy)3 sample on TCTA
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an emission layer with a mixture of Ir(ppy)3 and Ir(dhfpy)2(acac). [127]

In addition, a critical current density of only 5 mA/cm2 was mea-
sured for CBP:Ir(dhfpy)2(acac) OLEDs at Γ2 doping concentration. [252]

Further evidence for the strong roll-off in Ir(dhfpy)2(acac)-based pin-
OLEDs was given by Simone Hofmann (TU Dresden), who embedded
the emitter with 8 wt % into TCTA and measured J0 ≈ 20 mA/cm2

(unpublished).
Table 7.7 summarizes the critical current densities at low and

high concentration that could be achieved when embedding the six
emitters into OLEDs. J0 is calculated according to Eq. 3.5 neglecting a
change of the lifetime due to microcavity effects and further assuming
w = 5 nm. Interestingly, J0 does not always decrease with increasing
concentration as would have been expected from emitter aggregation.
For instance, Ir(chpy)3, for which aggregate formation is strongly
expected, shows an increase of J0 by more than 60 %. Hence, it is very
important to avoid processes that may increase the emitter lifetime
such as host-guest interactions. Although taking hosts with higher
triplet energies may introduce energy barriers and, thus, can lead to
higher voltages, an exothermic energy transfer is critical for achieving
low roll-off.

emitter J0 [mA/cm2] at Γ1 J0 [mA/cm2] at Γ2

Ir(ppy)3 104 50
Ir(ppy)2(acac) 64 51
Ir(chpy)3 19 31
Ir(dhfpy)2(acac) 11 7
Ir(BT)2(acac) 33 34
Ir(piq)3 27 24

Table 7.7: Calculated critical current
density J0 at low and high concen-
tration (Γ1 and Γ2, respectively) us-
ing Eq. 3.5 and the values of kTT
and τ from Fig. 7.9; w = 5 nm. Ho-
moleptic emitters are marked with
a blue background.





8 Summary and Outlook

This chapter summarizes the results of the thesis and describes the interplay of optical environment, emission profile,

and emitter aggregation with regard to efficiency roll-off. It outlines future challenges that have to be addressed

in order to further improve the efficiency at high brightness. In addition, the results on emitter orientation are

summarized and discussed.

8.1 Summary of Roll-Off Investigations

In this thesis, three processes that influence the exciton density have
been studied: (1) the optical environment, which influences the effec-
tive lifetime, (2) the width and shape of the emission profile, and (3)
emitter aggregation, which increases the TTA rate. Although the in-
vestigations focussed on triplet-triplet annihilation in phosphorescent
OLEDs, all three studies are also applicable to fluorescent compounds.
Hence, both triplet and singlet densities may be influenced, which,
in the end, cannot only decrease TTA but also reduce processes such
as singlet-singlet, singlet-triplet, singlet-polaron, and triplet-polaron
annihilation. This enables an enhancement of efficiency at high bright-
ness for a broad range of emitters and OLED structures.

The optical environment determines the strength of the OLED
microcavity, which influences the radiative decay rate via the Purcell
effect. Varying the strength of the microcavity by changing the dis-
tance between emitter and reflective metal electrode, a large variation
of the emitter lifetime by more than 50 % was observed. This is di-
rectly reflected in the roll-off, where the critical current density could
be doubled. Simulation of the efficiency roll-off showed that especially
the radiative decay rate strongly influences the critical current density.
Finally, design principles have been developed to improve efficiency
roll-off by optical simulation. Here, the current regime, at which the
OLED shall be operated should always be taken into account because
optimal layer thickness changes with the applied current density.

The emission profile describes the spatial exciton distribution inside
the emission layer. It is based on the exciton formation region and
diffusion. In this thesis, a method is developed that allows extraction
of the emission profile shape and width with nanometer spatial
resolution. This is achieved by inserting a very thin sensing layer that
locally quenches excitons at varying positions inside the EML. The
emission spectra of these devices are modelled solving the diffusion
equation, which allowed extraction of the exciton formation region
and of the diffusion length. The method was applied to three different
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EML structures using either an ambipolar host, a D-EML, or an M-
EML. For the ambipolar host, Ir(ppy)3 and Ir(ppy)2(acac), respectively,
were doped into CBP. The extracted emission profile was located at the
ETL-side of the EML and was rather narrow. In fact, the conduction
properties of CBP for holes and electrons still differ too much to enable
broad exciton formation in the middle of the EML. Furthermore, the
M-EML showed broader exciton formation compared to the D-EML.
A proper adjustment of the two matrix materials concerning transport
properties, e.g. by varying the mixing ratio, could lead to a broad
exciton distribution across the whole EML.

Previous publications suggested that emitter molecules tend to
aggregate at the concentrations used in OLEDs. Aggregation leads
to strong annihilation of excited states and, thus, increases roll-off.
Here, aggregation is studied for a broad range of emitters and ma-
trix materials by PL and transient measurements under variation of
the guest doping concentration. Compared to heteroleptic emitters,
homoleptic compounds tend to aggregate stronger, which may be
related to their higher dipole-dipole potential and their molecular
structure. The matrix material, however, showed less influence on
aggregation. Furthermore, processing conditions were investigated,
where increased annihilation was observed for increasing substrate
temperature and low evaporation rates. In addition, the underlying
layer seems to be crucial, where stronger TTA was found on glass
compared to an organic thin-film.

8.2 Improving the High-Brightness Performance Further

The local exciton density mainly depends on the emitter lifetime and
the spatial exciton distribution. Furthermore, annihilation processes
may strongly influence the total exciton density. Regarding TTA,
which typically is the most prominent process affecting roll-off, the
lifetime goes quadratic with the critical current density, while all other
factors show a linear dependency (cf. Eq. 3.5). Therefore, a decrease
of lifetime would lead to the highest improvement.

Compared to the first phosphorescent emitters, which showed
lifetimes of around 100 s, [25;26;294;295] the introduction of heavy metal
atoms could strongly decrease the lifetime to the current state-of-the-
art of around 1 s. [28;267;296–298] An empirical description by Yersin et al.

showed that the intrinsic lifetime of organo-transition metal complexes
can only be reduced to around 0.75 s. [299] Decreasing the lifetime
using microcavity effects as proposed in Chapter 5 always goes along
with a change of the outcoupling efficiency. Therefore, optimization of
the lifetime by changing the optical environment is limited. Instead,
avoiding processes that may increase the lifetime, e.g. host-guest
interaction, are critical.

The investigations in Chapter 6 showed that the emission zone
width is still rather small in state-of-the-art OLEDs. Here, much room
for improvement is possible. This can be achieved by broadening the
exciton generation region. Therefore, further concepts such as graded
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EMLs should be developed with the help of electrical simulation
tools. A proper prediction of the exciton formation region would
not only help in reducing the roll-off but also in optimizing the
outcoupling efficiency. However, broadening the generation zone is
not only based on the mobilities and energy levels of host and guest,
but also of all surrounding materials. For instance, exchanging the
ETL TPBi of the ambipolar stack in Fig. 6.11 by a material with higher
electron mobility might shift the generation zone more to the middle
of the EML. An analogous increase of the diffusion length, which
would also broaden the emission zone, would be accompanied by the
drawback of increased exciton annihilation. Furthermore, increasing
the diffusion length is mainly achieved by embedding the guest into
a host with resonant triplet energy, which would then also increase
the lifetime.

Different possibilities to avoid aggregation and, thus, reduce ex-
citon annihilation have been proposed in Chapter 7. However, the
mechanism of aggregate formation is still not fully understood. DFT
calculations or Monte Carlo simulations of a set of molecules could
give further insight. High prospect was also given by incorporating
efficient phosphorescent compounds into dendrimers. Here, the ma-
trix material may be fully avoided and the molecular distance is only
determined by the size of the dendron.

Efficiency roll-off is not only based on high exciton densities, but
also on many other mechanisms. Especially a proper investigation of
the charge carrier balance offers much room for improvement. Here,
studies should include both better theoretical predictions and accurate
measurement techniques for determining the charge balance.

In recent years, much attention has been drawn to thermally ac-
tivated delayed fluorescence (TADF) [76;87;89;300;301] and to triplet har-
vesting (TH) [125–129]. Both methods enable up to 100 % internal quan-
tum efficiency despite using fluorescent emitters. Triplet excitons
are utilized either by transferring them to a phosphor (TH) or by
converting them back to singlets (TADF). The triplet state of the used
fluorescent emitters and hosts possesses a lifetime in the range of
100 s up to milliseconds. [302] Therefore, TTA is an important issue in
these devices, which limits the efficiency at high brightness (see the
achieved EQE–J90% values of TADF, marked by circles in Fig. 3.1). For
both concepts, the triplet lifetime could be modified with the method
proposed in Chapter 5. This would require (1) an exact measurement
of the triplet lifetime and (2) according optical modelling. For EMLs
comprising TADF emitters, the roll-off could furthermore be strongly
reduced by increasing the emission zone width as studied in Chap-
ter 6. In addition, further investigations, especially in the direction of
molecular design, are necessary to make OLEDs based on these two
methods competitive.
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8.3 Concluding Words on Emitter Orientation

Horizontal orientation of the transition dipole moment has the prospect
to strongly increase the efficiency of OLEDs. In Chapter 5, theoretical
modelling showed that not only the absolute outcoupling efficiency
depends on emitter orientation but also the roll-off. This results
from the dependency of the radiative decay rate on the direction of
light emission with respect to the microcavity structure. Conversely,
measurement of the roll-off for different OLED microcavities and con-
current optical modelling could be used to determine the anisotropy
factor.

In Chapter 7, thin-films of Ir(ppy)3 and Ir(ppy)2(acac) were studied
using GIXRD and GIWAXS. Both compounds form small crystallites
that show a preferential orientation in out-of-plane direction. Doping
the emitters with 20 wt % into a matrix, the crystallite size decreases
with decreasing concentration but the ordering and orientation retain.
Comparing the thin-film diffraction data of Ir(ppy)3 with its powder
spectrum suggests that Ir(ppy)3 molecules are oriented with their
permanent dipole moment roughly perpendicular to the substrate.

For phosphorescent emitters, anisotropy factors of 0.22 < a < 0.40
have been measured to date. [78;96;98–101] In order to fully exploit the
power of orientation, emitters with much lower anisotropy factors
have to be found. A first step to explore those compounds is to
gain a deeper knowledge on the mechanism that leads to orientation.
DFT simulations, [96] single-molecule spectroscopy, [97;303] or scanning
tunneling microscopy [304–306] might help in this context. In addition,
experiments could test whether the orientation may be influenced
during layer deposition. Here, substrate temperature, evaporation
speed, and underlying layers should be tested. Further possibilities
include evaporation onto tilted substrates and systematic variation of
the surrounding host molecules. [101;286]
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Derivation of EQE and J90%

All EQE values represent maximum values achieved by the device,
except for Ref. [6,37,38], where values are taken at 1000 cd/m2. Values
for J90% from Ref. [4,6,10,18,24,29,30] are calculated from J0. Values
for J90% from Ref. [22,37,38] are calculated from current efficiency
measurements assuming that the spectrum remains constant with
increasing current density. Values for J90% from Ref. [34,38,45,47,53]
represent rough estimates and could possibly be much higher. Note
that tandem devices can have a maximum internal quantum efficiency
of 200 %.
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B Appendix to Emission and Sensing Profiles

B.1 Emission Profiles

In Section 6.1.1, four different generation profiles have been intro-
duced:

G(x) = G0 (constant), (B.1a)

G(x) = G0

(

− x

g
+

d

2g
+ 1
)

(linear), (B.1b)

G(x) = G0e−x/g (exponential), (B.1c)

G(x) = G0e−x/g + U (exp. with background). (B.1d)

Here, G0 is defined individually for each profile in order to secure
that kGen =

∫ d
0 G(x)dx:

G0 =
kGen

d
(constant), (B.2a)

G0 =
kGen

d
(linear), (B.2b)

G0 =
kGen

g(1 − e−d/g)
(exponential), (B.2c)

G0 =
kGen − Ud

g(1 − e−d/g)
(exp. with background). (B.2d)

g denotes the width of the generation profile, d the EML thickness,
and U the background.

The homogenous solution of the steady-state diffusion equation
(given in Eq. 6.1) is

nh(x) = C1ex/l + C2e−x/l , (B.3)

where l is the diffusion length: l =
√

Dτ. Now, the inhomogeneous
differential equation is solved for each generation profile. It is as-
sumed that excitons are blocked at the border to the blocking layers
giving rise to the boundary conditions

∂

∂x
n(0) = 0 and

∂

∂x
n(d) = 0, (B.4)

from which the constants C1 and C2 are derived. Finally, the following
emission profiles are obtained:
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n(x) = G0τ

(constant),
(B.5a)

n(x) =
G0τ

g

[

l(1 − ed/l)

sinh(d/l)
cosh

( x

l

)

+ lex/l − x + g +
d

2

]

(linear),

(B.5b)

n(x) =
lgG0τ

l2 − g2

[

ed/l − e−d/g

sinh(d/l)
cosh

( x

l

)

− ex/l − g

l
e−x/g

]

(exponential),

(B.5c)

n(x) =
lgG0τ

l2 − g2

[

ed/l − e−d/g

sinh(d/l)
cosh

( x

l

)

− ex/l − g

l
e−x/g

]

+ Uτ

(exponential with background).
(B.5d)

B.2 Emission Profiles Including a Sensing Layer

In oder to include the effect of the quencher, the solution of the
diffusion equation is split into two functions nl(x) and nr(x) (see Eq.
6.3), where

nl(x) = Cl
1ex/l + Cl

2e−x/l + nl
p(x), and (B.6a)

nr(x) = Cr
1ex/l + Cr

2e−x/l + nr
p(x), (B.6b)

with np(x) as the particular solution of the respective generation
profile.

The four constants Cl
1, Cl

2, Cr
1, and Cr

2 are derived from the bound-
ary conditions

∂

∂x
nl(0) = 0,

∂

∂x
nr(d) = 0, nl(x0) = 0, and nr(x0) = 0. (B.7)

The solution assuming either a constant or an exponential genera-
tion profile with and without background finally reads with A =

(lgG0τ)/(l2 − g2):

nl(x) = G0τ

[

1 − cosh(x/l)

cosh(x0/l)

]

nr(x) = G0τ

[

1 − e−2d/lex/l + e−x/l

e−2d/lex0/l + e−x0/l

]

(constant generation profile),

(B.8a)

nl(x) = A

[

ex0/l + g
l e−x0/g

cosh(x0/l)
cosh

( x

l

)

− ex/l − g

l
e−x/g

]

nr(x) = A

[

e−d/ge−d/lex0/l + g
l e−x0/g

e−2d/lex0/l + e−x0/l

(

e−2d/lex/l + e−x/l
)

−e−d/ge−d/lex/l − g

l
e−x/g

]

(exponential generation profile),

(B.8b)
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nl(x) =
cosh(x/l)

cosh(x0/l)

[

A
(

ex0/l +
g

l
e−x0/g

)

− Uτ
]

− A
(

ex/l +
g

l
e−x/g

)

+ Uτ

nr(x) =
e−2d/lex/l + e−x/l

e−2d/lex0/l + e−x0/l

[

A
(

e−d/ge−d/lex0/l +
g

l
e−x0/g

)

−Uτ]− A
(

e−d/ge−d/lex/l +
g

l
e−x/g

)

+ Uτ

(exponential generation profile with background).
(B.8c)

B.3 Sensing Profiles

The sensing profiles S(x0) are calculated from the integrated emission
profiles ϵ and ϵSL with and without sensing layer (SL) according to
Eq. 6.4. ϵ and ϵSL are calculated according to Eq. 6.5 and read:

ϵ(x0) = G0τd

ϵSL(x0) = G0τd

[

1 − l

d
·
(

tanh
( x0

l

)

+ tanh
(

d − x0

l

))]

for a constant generation profile,

(B.9a)

ϵ(x0) = G0τg
[

1 − e−d/g
]

ϵSL(x0) = A

[

l

(

2e−x0/l

e−2d/lex0/l + e−x0/l
− 1

)

·

·
(

e−d/ge−d/lex0/l +
g

l
e−x0/g

)

+ l · e−d/g
(

e−d/lex0/l − 1
)

+
g2

l

(

e−d/g − 1
)

+l
(

1 − ex0/l
)

+ tanh
( x0

l

)

·
(

g · e−x0/g + l · ex0/l
)]

for an exponential generation profile,

(B.9b)

ϵ(x0) = G0τg
[

1 − e−d/g
]

+ Uτd

ϵSL(x0) = tanh
( x0

l

)

·
[

A
(

g · e−x0/g + l · ex0/l
)

− Uτl
]

− A ·
[

l · e−d/g
(

1 − e−d/lex0/l
)

+
g2

l

(

1 − e−d/g
)

+ l
(

ex0/l − 1
)

]

− l · e−2d/lex0/l − e−x0/l

e−2d/lex0/l + e−x0/l
·

·
[

A
(

e−d/ge−d/lex0/l +
g

l
e−x0/g

)

− Uτ
]

+ Uτd

for an exponential generation profile with background.
(B.9c)
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For fitting, the sensing profile S(x0) of an exponential generation
profile with background B is used:

S(x0) = 1 −
[

B + l · tanh
( x0

l

)

·
(

C
(

ex0/l +
g

l
e−x0/g

)

− B

d

)

− C ·
[

l · e−d/g
(

1 − e−d/lex0/l
)

+l
(

ex0/l − 1
)

+
g2

l

(

1 − e−d/g
)

]

− l · e−2d/lex0/l − e−x0/l

e−2d/lex0/l + e−x0/l
·

·
[

C
(

e−d/ge−d/lex0/l +
g

l
e−x0/g

) B

d

]]

,

(B.10)

where C =
l

l2 − g2
1 − B

1 − e−d/g
and B =

dU

kGen
.

As fit parameters remain the diffusion length l, the width of the
generation zone g, and the factor B, which is related to the ratio
between the constant background and the exciton density that is
created in the exponential generation zone.



C Appendix to Double- and Mixed Emission Layers

C.1 Sample Uniformity

It was indicated in Sec. 6.4 that the performance of the D-EML and
M-EML samples varies strongly. This is illustrated in Fig. C.1, where
the JV-curves and EQE is shown for D-EML and M-EML devices
of the same OLED structure on four different sample runs. Despite
the observed variations in both characteristics, distinct properties of
D-EML and M-EML can be distinguished:

• The current density at constant voltage is always higher in M-EML
than in D-EML.

• The EQE is higher for the D-EML at low current density.

• An initial increase of the EQE with current density is observed for
all M-EML samples.

• The efficiency roll-off is weaker in M-EML devices, partially sur-
passing the EQE of the D-EML at high current densities.

In the main section, the data from run #4 is presented because
this run also contains the variation of the matrix ratio of the M-EML
ensuring a high comparability between these samples.
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Figure C.1: (a) JV-characteristics
and (b) external quantum efficiency
vs. current density of D-EML (solid
lines) and M-EML samples (dashed
lines) from four different sample
runs.
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Figure C.2: Current density-voltage
behavior of selected D-EML and
M-EML samples with and without
sensing layer. In (a), the reference
device is taken from another sample
run.

C.2 Influence of the Sensor on Current Density

In order to evaluate the influence of the sensing layer on the per-
formance of D-EML and M-EML sensing intensities (cf. Fig. 6.22),
the JV-characteristics of selected samples with and without sensing
layer are shown in Fig. C.2. In the D-EML, the current density is
similar for all sensor positions. However, as the reference device is
taken from another sample run, the current density of the reference
exhibits deviations compared to the sensing layer samples, especially
at high voltages. Only weak influence of the sensor on the JV-curves
is found for the samples containing the sensor at the TAPC side of
the M-EML. At the SPPO1-side, however, a decrease of the current
density is observed if the sensor is located close to the HBL. Here,
the Ir(MDQ)2(acac) molecules seem to trap electrons, which has al-
ready been observed previously if Ir(MDQ)2(acac) is located close to
SPPO1. [71]

C.3 Further D-EML and M-EML structures

Here, the electronic and excitonic properties of D-EML and M-EML
devices using the green emitter Ir(ppy)3 embedded in a matrix of
the primarily hole transporting TCTA and the primarily electron
transporting TPBi are studied. The OLED structures are shown in
Fig. C.3.
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Figure C.3: Structure of the inves-
tigated OLEDs: (a) D-EML and (b)
M-EML device. For M-EML, the ra-
tio of the two matrix materials x : y

is varied.

The JVL-characteristics, EQE, and spectral radiance of the D-EML
and the M-EML devices with three different matrix ratios are shown
in Fig. C.4. The current density is higher in the M-EML devices com-
pared to the D-EML. Here, higher TPBi contents lead to an increase
in current density. The luminance follows the same trend at small
voltages. At high voltages, however, the D-EML device shows the
highest luminance.

This is also reflected in the EQE, where the D-EML device performs
best and reaches an EQE of up to 16 %. In the M-EML devices, the



c.3. further d-eml and m-eml structures 127

0 1 2 3 4 5 6

10-4

10-3

10-2

10-1

100

101

102

cu
rr

e
n

t 
d

e
n

si
ty

 [
m

A
/c

m
2
]

voltage [V]

(a)

0.1 1 10 100
0

2

4

6

8

10

12

14

16

18

 D-EML

 M-EML 16:7

 M-EML    1:1

 M-EML   7:16

(c)(b)

e
xt

e
rn

a
l q

u
a

n
tu

m
 e

ff
ic

ie
n

cy
 [

%
]

current density [mA/cm2]

500 550 600 650
0.0

0.2

0.4

0.6

0.8

1.0

n
o

rm
a

liz
e

d
 r

a
d

ia
n

ce

wavelength [nm]

100

1000

10000

100000

lu
m

in
a

n
ce

 [
cd

/m
2
]

Figure C.4: Performance of OLEDs
containing either D-EML or M-EML
with varying TCTA:TPBi-ratio x : y

(cf. Fig. C.3). (a) Current den-
sity (left) and luminance (right)
vs. voltage. (b) External quantum
efficiency vs. current density. (c)
Normalized spectral radiance at
15.4 mA/cm2.

maximum EQE decreases to 14 % for a TCTA:TPBi-ratio of 16 : 7 and
further to around 10 % for matrix ratios of 1 : 1 and 7 : 16. All EQE-
current density curves show an initial dip at current densities below
0.3 mA/cm2, which could be the result of a changed charge carrier
balance. Fitting the curves in order to extract J0 is omitted here, as
the initial EQE cannot be properly determined. However, if the EQE
decrease at small voltages is disregarded, the critical current density
is approximately 200 mA/cm2 for all four structures suggesting a
similar width of the emission zone.

The spectra of the four samples show slight differences: For the
M-EMLs with matrix ratios of 1 : 1 and 7 : 16, the centers of mass are
slightly red-shifted and the spectra are broadened compared to the
other two devices, which would indicate a slightly shifted emission
zone. The small shoulder in the red spectral part of the M-EML
sample with 16 : 7 is probably related to material contamination or
problems with sample production.

Finally, the position and width of the emission zone is studied
again using doped blockers. Here, the red emitter Ir(piq)3 is chosen
as dopant with a concentration of 1 wt % because it barely influences
the current transport in both blockers (a very small increase in current
density is observed when doping the TAPC EBL). Figure C.5 shows
the normalized spectral radiance of all samples at 15.4 mA/cm2, to-
gether with the PL spectrum of Ir(piq)3. For the D-EML, no red
emission from the blockers is observed indicating that the emission
zone is well confined at the interface between TCTA and TPBi, and
does not reach the blockers. Furthermore, it can be deduced that the
emission profile is narrow and that excitons do not reach the blockers.
In the M-EML with a matrix ratio of 1 : 1, red emission is mainly
detected from the EBL side. This effect is increased in the sample with
a matrix ratio of 7 : 16 and results from preferred electron transport
in this EML system. This is also in agreement with the observed
spectral shift for the two samples in Fig. C.4c. An increase of the
TCTA content in the 16 : 7 sample instead leads to a shift of the
emission zone towards the HBL. Here, significant red emission from
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the HBL side is detected, but also emission from the EBL side. This
leads to the conclusion that the generation zone is here positioned
closer to the middle of the EML leading to increased EQE compared
to the other two M-EML structures.

Figure C.5: Normalized spectral
radiance of D-EML and M-EML
samples with and without doped
blockers at a current density of
15.4 mA/cm2. Dashed/dotted lines
show samples where the EBL/HBL
is doped with the red emitter
Ir(piq)3. The PL spectrum of
Ir(piq)3 is given as dash-dotted line.
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The observations made on this matrix-emitter system lead to the
following conclusions:

• The current density in the M-EML system is enhanced compared
to the D-EML.

• The exciton formation region is shifted across the EML by varying
the matrix ratio.

• M-EMLs with a ratio of x ≤ y primarily transport electrons, which
leads to an emission zone close to the EBL.

• The M-EML structure broadens the emission zone compared to the
D-EML, but does not lead to an efficiency enhancement.
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Figure D.1: 2D-GIWAXS mea-
surements on (a) Ir(ppy)2(acac),
(b) CBP:Ir(ppy)2(acac), 50 wt %, (c)
CBP:Ir(ppy)2(acac), 20 wt %, and (d)
CBP.
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Figure D.2: Influence of processing
parameters on the PL spectrum of
TCTA:Ir(ppy)3 at 9 mol %: (a) PL in-
tensity varying the substrate tem-
perature, (b) normalized PL inten-
sity for different underlying materi-
als, and (c) normalized PL intensity
varying the evaporation rate.
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List of Chemical Compounds

Emitter Materials

abbreviation chemical name

Alq3 tris(8-hydroxyquinolinato)aluminum
FIr6 iridium(III)bis(4’,6’-difluorophenylpyridinato)tetrakis(1-pyrazolyl)borate
FIrpic bis[(4,6-difluorophenyl)pyridinato-N,C2](picolinato)iridium(III)
Ir(BT)2(acac) bis(2-phenylbenzothiazolato)(acetylacetonate)iridium(III)
Ir(chpy)3 tris(2-(1-cyclohexenyl)pyridine)iridium(III)
Ir(dhfpy)2(acac) bis(2-(9,9-dihexylfluorenyl)-1-pyridine)(acetylacetonate)iridium(III)
Ir(MDQ)2(acac) bis(2-methyldibenzo[f,h]quinoxaline)(acetylacetonate)iridium(III)
Ir(piq)3 tris(1-phenylisoquinoline)iridium(III)
Ir(ppy)2(acac) bis(2-phenylpyridine)(acetylacetonate)iridium(III)
Ir(ppy)3 tris(2-phenylpyridine)iridium(III)
PtOEP 2,3,7,8,12,13,17,18-octaethyl-21H,23H-porphine platinum

Transport Materials

abbreviation chemical name

4P-NPD N,N’-di-1-naphthalenyl-N,N’-diphenyl-[1,1’:4’,1”:4”,1”’-quaterphenyl]-4,4”’-diamine
Alq3 tris(8-hydroxyquinolinato)aluminum
BAlq2 bis-(2-methyl-8-chinolinolato)-(4-phenyl-phenolato)-aluminum(III)
BPhen 4,7-diphenyl-1,10-phenanthroline
CBP 4,4’-bis(carbazol-9-yl)biphenyl
F6-TCNNQ 2,2’-(perfluoronaphthalene-2,6-diylidene)dimalononitrile
MeO-TPD N,N,N’,N’-tetrakis(4-methoxyphenyl)-benzidine
MoO3 molybdenum trioxide
NPB N,N’-di(naphthalen-1-yl)-N,N’-diphenyl-benzidine
Spiro-TAD 2,2’,7,7’-tetrakis-(N,N-diphenylamino)-9,9’-spirobifluorene
Spiro-TTB 2,2’,7,7’-tetrakis(N,N’-di-p-methylphenylamino)-9,9’-spirobifluorene
SPPO1 2-(diphenylphosphoryl)spirofluorene
TAPC 1,1-bis[(di-4-tolylamino)phenyl]cyclohexane
TCTA 4,4’,4”-tris(N-carbazolyl)-triphenylamine
TPBi 2,2’,2”(1,3,5-benzenetriyl)tris-(1-phenyl-1H-benzimidazole)





List of Abbreviations

AFM atomic force microscopy
D-EML double emission layer
DFT density functional theory
DOS density of states
EBL electron blocking layer
EL electroluminescence
EML emission layer
EQE external quantum efficiency
ETL electron transport layer
FWHM full width at half maximum
GIWAXS grazing incidence wide-angle X-ray scattering
GIXRD grazing incidence X-ray diffraction
HBL hole blocking layer
HOMO highest occupied molecular orbital
HTL hole transport layer
IQE internal quantum efficiency
ISC intersystem crossing
LCAO linear combination of atomic orbitals
LE luminous efficacy
LED light-emitting diode
LUMO lowest unoccupied molecular orbital
M-EML mixed emission layer
OLED organic light-emitting diode
pin p-doped, intrinsic, n-doped
PL photoluminescence
SCLC space charge limited current
S-EML single emission layer
SPA singlet-polaron annihilation
SSA singlet-singlet annihilation
STA singlet-triplet annihilation
TADF thermally activated delayed fluorescence
TH triplet harvesting
TPA triplet-polaron annihilation
TTA triplet-triplet annihilation
UHV ultra-high vacuum
UV ultraviolet
XPS X-ray photoelectron spectroscopy
XRR X-ray reflectometry





List of Important Symbols

a anisotropy factor
B background intensity
c speed of light
d layer thickness
D diffusion constant
E energy
⟨E⟩ center of mass
E0 excitation energy
E00 energy of the fundamental transition
Eabs absorbed energy
EQE external quantum efficiency
EQE0 initial EQE
fν(E) Poisson distributed transition
F Purcell factor
g generation width
G(x) generation profile
h, h̄ Planck constant
h̄ω energetic distance between two spectroscopic lines
Ie radiant intensity
IQE internal quantum efficiency
J current density
J0 critical current density
J90% current density at which EQE =90 %·EQE0

k intrinsic decay rate
k⋆ effective decay rate
kISC intersystem crossing rate
knr non-radiative decay rate
kr radiative decay rate
kTP triplet-polaron annihilation rate
kTT triplet-triplet annihilation rate
l diffusion length
L luminance
LE luminous efficacy
n(x) spatial exciton density
n0 initial exciton density
nP polaron density
nT triplet exciton density
q elementary charge



136 list of important symbols

qz, qxy scattering vectors in GIWAXS measurement
R intermolecular distance
s Huang-Rhys factor
S singlet state
S(x0) sensing profile
t time
T triplet state
V voltage
w width of the emission zone
x0 sensing layer position
α absorption coefficient
Γ concentration
ϵ integrated emission profile
ϵr relative permittivity
ϵSL(x0) integrated emission profile with sensing layer
ϵ0 permittivity of free space
ηout outcoupling efficiency
ηrad intrinsic radiative efficiency
η⋆

rad effective radiative efficiency
θ, 2θ reflection/diffraction angle in XRD
λ wavelength
µ mobility
µD dipole moment
ξ layer roughness
σν standard deviation of a spectroscopic line ν

τ intrinsic lifetime
τ⋆ effective lifetime
τS singlet lifetime
τT triplet lifetime
χ polar angle in GIWAXS measurement
ω incident angle between ray and sample in XRD
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