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Abstract: Congestion in a Wireless Sensor Network (WSN) can lead téebuaiverflow,
resource waste and delay or loss of critical informatiomfrihe sensors. In this paper, we
propose the Priority-based Coverage-aware Congestiotr@RCC) algorithm which is
distributed, priority-distinct, and fairPCC provides higher priority to packets with event
information in which the sink is more interesteBCC employs a queue scheduler that can
selectively drop any packet in the queC gives fair chance to all sensors to send packets
to the sink, irrespective of their specific locations, aretéfiore enhances the coverage fidelity
of the WSN. Based on a detailed simulation analysis, we shatiPCC can efficiently relieve
congestion and significantly improve the system perforradrased on multiple metrics such
as event throughput and coverage fidelity. We gener&@€ to address data collection in
a WSN in which the sensor nodes have multiple sensing dewicgsan generate multiple
types of information. We propose Rricing Systenthat can under congestion effectively
collect different types of data generated by the sensorsacksording to values that are placed
on different information by the sink. Simulation analysie® that ourPricing Systentan
achieve higher event throughput for packets with highesrfiyi and achieve fairness among
different categories. Moreover, given a fixed system cadpacur proposedPricing System
can collect more information of the type valued by the sink.
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1. Introduction

In a Wireless Sensor Network (WSN), sensors cooperate t®eseollect, and report information
about the environment to sinks. With the help of multihopalss communication, a WSN can cover
a large area without the infrastructure or a backbone wietthork. However, congestion can exist
inside a WSN due to the following inherent characteristiEgst, in a multihop WSN, resources are
limited. Typical sensors have limited battery power, megymand computing capability. In addition,
sensors also need to compete for shared resources insidd3Ne such as the shared wireless channel
with neighboring nodes and common paths to sinks. Seconpbrityaof the time, the topology of a
WSN is not completely under control. As a result, a lot offtcainight contend for the same links or
nodes that can become the bottlenecks of the whole netwdris. ifibalance of network traffic due to
the network topology can cause severe congestion in bettkenodes and/or links. Third, sensors that
detect an important event usually increase the data gémerate to accurately alarm the sinks in time.
For example, sensors used for monitoring temperature imestfovill generate a large number of alert
packets in a short period of time when they detect fires. Rogdme new applications, such as patient
health monitoring 1] and image sensind], require high throughput and low delay, which can further
aggravate the congestion inside a WSN. Therefore, comgesbintrol is necessary and inevitable in the
WSN. In the absence of congestion control, WSNs can suffen fpacket loss due to buffer overflows
and inefficient utilization of critical resources such asreld wireless channel capacity and sensor
battery power.

Existing proposals to address congestion control in WSE<#her hop-by-hop data rate control or
source rate limiting mechanisms. In this paper, we propdgagity-based Coverage-aware Congestion
Control PCC) mechanism in SectioR.. PCC operates at the network and MAC layers. It is a
distributed method that avoids aggregating network infdram in the sink and therefore does not require
complicated and expensive communication among ndgjes [

For advanced WSN applications, we expect to collect matgaitegories of information from sensor
nodes. For example, from an under-water sensor network, ayeaollect data about the temperature,
the degree of ambient light, the pollution level, and otredevant parameters. The sink can request
and store different monitored information from the sendorseach data collection cycle. It is much
more efficient and economical than using separate overgpgensor networks to gather different
information. Currently, sensor nodes such as the Mgtbds the capability to gather all the information.
The Mote can be equipped with different kinds of sensor fates in the circuit board; Arch Rock’s
EPIC Mote has integrated temperature, light and humiditgses p]. However, multiple categories of
information contend for the limited network resource todsdata from sensors to the sink. Managing
the sensors to cooperate and send multiple classes of déatafal efficiently is a challenging problem,
especially when the network is congested. The sensors @uide the difference between data in the
application-layer and send them to the sink with the samghiteHowever, different data have different
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value to the sink. For example, in the military applicatienmFigurel, the sensor network can collect
real-time battlefield information to identify an infantgyfank, or a helicopter. However, different enemy
units pose different level of hazard. The information alboastile helicopters and tanks are important
and urgent since they may be more dangerous than infan@rethe other hand, it is also not advisable
to assign very high priority to only one type of data. For epémalthough the data pertaining to hostile
tanks are important, it is also important to collect somermfation regarding infantries. It may be
disastrous to utilize all sensor network resources to &@baistile tanks at the cost of ignoring other
enemy units.
Figure 1. Collection of multiple classes of information in a WSN.
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Consequently, a WSN should be able to allocate network resda a specific kind of data according
to the “price” the sink places on the type of data. Hence,uesconsumption depends on the following
factors: (1) properties of the events, such as priorityaiien, and frequency; (2) properties of the sensor
network, such as topology and link quality, and (3) otheegaties of events.

In Section2., we provide a mechanism to estimate the success probafaitityansmitting a data
packet from a sensor to the sink. The success probabilitygisoal metric for resource consumption
and includes both bandwidth and buffer. Based on the metin&ection2., we generalize our scheme
to efficiently and fairly collect different categories ofammation when the WSN is congested. This is
presented in SectioB. The following are the key contributions of this paper:

1. In a WSN, packets with information of the desired evéudntpackets), such as fires in the forest,
are more important and urgent than those without eventnméition (Non-Eventpackets). (Note
thatNon-Evenpackets are inevitable since sensor nodes need to conthdtwisink periodically
to notify that they are alive.) Therefore, RCCwe distinguish them with different priority thereby
providing different throughput and dropping probability.

2. When congestion occurs, packets from nodes far from thehsim& a smaller chance to reach the
destination than those from the nodes close to the ghk\\vithout any control, the WSN can
only collect the information from the nodes near the sinkseréfore, inrPCC, we assign packets
an index to store the probability of a packet successfulbigineng any node along its path to the
sink. ThenPCC can dynamically adjust its dropping probability during gestion, to guarantee
fairness for all nodes and coverage fidelity of the whole oekw

3. In a large WSN, wireless link quality changes according tdtiple factors, such as obstacles
between transmitter and receiver, multiple-path transioms, and interference among neighbor
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links. In PCC, we consider the influence of link quality as an importantapagter to indicate
network resource utilization and the successful probgoli transmissions.

4. We make use of cumulative survival probability of a packeicteng a node along its path to the
sink and the priority of different event information to dgsia mechanism to efficiently and fairly
collect different categories of information in a single W.JdlledPricing System

The remainder of this paper is organized as follows. In $a@i, we present the details of tiCC
mechanism, describe the design objectives, and presesintiogation results. In Sectidd,, we propose
a generalized pricing based scheme to efficiently colledtipie categories of information using one
WSN. Related research is discussed in Sectiofinally, we conclude in Sectioh.

2. Priority-based Coverage-aware Congestion Control (PCLT
2.1. System Model and Design Considerations

We design our congestion control mechanism based on thensysibdel shown in Figurg. We
consider a WSN withV sensor nodes that act both as source nodes as well as rautensard packets
through a multihop network to the sink. Each sensor node fiasdsize buffer to store packets, which
is shown for nod&” in Figure2. The buffer of node” contains packets generated by itself and packets
from other sensors, like packel, from nodeA and packet’; from nodeB.

Figure 2. The overall system model.

B«é))
8

8 Not-event Nodes Sink Packets generated from
% in Application Layer

Packets from
other nodes

Qmin Queue Size . l
Queue Model of Sensor Node C P8 Pa

Qmax

Under normal condition of the physical attribute monitobydhe WSN, nodes generatdsn-Event
packets at a constant ratergbackets per second (pkts/sec) which are forwarded towhedsink. Upon
sensing an event, sensor nodes gendtatntpackets at higher raté, x r pkts/sec wheré > 1, to
report the information to the sink. A one-bit field in the patkeader is used to identiBventpackets.
The intermediate nodes can use this bit to route packetsdifdrent priority.

Based on the above system model, the goal is to find a novel anexh to efficiently collect
information generated by the nodes in the WSN. Before dsngsthe details of our approach, we
first explain the objectives, the design challenges andahesponding solutions to the challenges.

1. High EventPackets Throughput: In a WSN with bdBventandNon-Evenpackets, it is important
to ensure thaEventpacket throughput is high. In addition, sinEgentpacket generation rate is
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normally higher than that dflon-Eventpackets, congestion may occur when events are detected
by different sensor nodes simultaneously. Therefore, ceshanism should first guarantee high
Eventpacket throughput when nodes are congested, to make stiegrtbegency information, like

fire in the forest, is reported to the sink correctly and imaelly manner. We set up two thresholds

in the sensor node queue to diépentandNon-Eventpackets to give the former higher priority.

To the best of our knowledge, few papers differentigtentand Non-Eventpackets in WSNs
with the exception of Event-to-Sink Reliable TransportfE$[7]. Note that our work is different
from ESRT, which is implemented in the transport layer anani€nd-to-end congestion control
method. PCC, on the other hand, is distributed and is based on netwoe layeue scheduling
and MAC layer information feedback, as will be discussedmfbllowing sections.

2. Coverage Fidelity: As we explained in Sectibn packet throughput from a specific sensor node
drastically decreases when packets traverse multipletodpe sink. Therefore, packets generated
by nodes nearby the sink have much higher probability ofriegcthe sink than those generated by
nodes far away from the sinks. This leads to a spatial bidseimformation collected in a multihop
WSN. However, it is crucial to achieve coverage fidelity in &M/because each monitoring area is
usually equally important or remote areas are even moreriapiosince they are more difficult to
be monitored by direct methods. Unlike other proposed nisthwe consider the fairness among
different areas at the application layer. Our proposed @r@sm ensures that the sink receives
equal number of packets with the same priority from all thesse nodes in the sensor network.
In IFRC [8], authors describe MAC layer fairness. However, MAC layarrfess does not ensure
application layer fairness since the sink is biased to vegeackets from nodes that are near it.

3. Flexible Queue Scheduler: Most queue schedulers drop fsablkenm the tail rather than any
position in the queue. But tail-dropping does not work welbur new scheme. For instance, if
the queue in a sensor node is near fully occupied and dondiméth Non-Eventpackets, when
an Eventpacket arrives, it is better to drdgon-Eventpackets becaudeventpackets are more
important. To addresSoverage Fidelitywe can consider the scenario in Fig@evhere node3
is closer to nodé€’' than noded, and the sink is at the rightmost end. If nadlgenerates packét,
and nodeB generates packétz simultaneouslyPz will normally arrive at node” earlier. When
P, arrives at nod€’ whose queue is highly utilized?, may be dropped whilé’s remains in the
gueue. This results in unfairness to different sensors. ifigate this our proposed method checks
the status of all packets in the queue and selectively drapkgbs according to an optimization
algorithm, which will be introduced in the next section. Wihe help of a list of pointers to packets
in the queue, it is feasible to drop intermediate packetls mitich lower complexity than expected.

Figure 3. Queue scheduler that allows dropping intermediate packets
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4. Resource Efficiency: Another important concern in a WSN suece efficiency since sensor
nodes usually have limited power and channel bandwithg]. In a WSN, packets from sensors
far from the sink normally consume more network resource ti@se from nodes nearby the
sink. In our proposed method, we give preference to mairmgagkets from remote nodes since
those packets have consumed more network resource andowaaredrobability to reach the sink
when the intermediate relaying node experiences seveigestian. Therefore, when the same
information is collected from different sensors in the natky our mechanism can efficiently
utilize network resources by reducing the average numbgoioft-to-point transmissions.

5. MAC/PHY Link Quality: In a multihop WSN, the interference amg neighboring links can
severely reduce the transmission opportunities in MACHalyeaddition, in a WSN, wireless link
qualities, such as noise and channel fading, are quitendistccording to locations, obstacles, etc.
The link condition at MAC/PHY layer can also influence the gegs probabilities that packets
reach the sink. In respect to resource efficiency, packateling through low quality links
consume higher system resource since they require moransgatission due to MAC collisions
or more transmission time due to lower PHY layer transmissate. Therefore, our mechanism
will give packets traveling though poor quality links froemnote nodes higher probability to reach
the sink.

2.2. Protocol and Algorithm Design of PCC

PCCis a distributed protocol. First, a distributed protocaiere robust to node or link failures than
a centralized protocol. Second, a distributed protocokdus have to collect global information and
distribute centrally determined control information, wiimay introduce large overheads that are not
acceptable in a WSN. Third, the distributed algorithm is engzalable in large WSNSs.

The protocol structure d?CC is shown in Figured. It operates both at the network and the MAC
layers, which are shown in the left and the right branchespeetively. As in the left branch, when
new packets arrive (from the application layer of the nod&é@n other nodes as in Figug® into the
network queue (Paft.1in PCC), we selectively drop packets in the queue during congesticording
to an optimization algorithm (Pait.2 in PCC), introduced in the next subsection. Since our protocol
is distributed, each packethas an additional field in the headét;, to store the cumulative survival
probability of the packet along the path. Therefore, at #genode when a packet chosen to be dropped,
we need to update the for all the remaining packets in the queue. Furthermoren disd right branch
of Figure4, when the MAC layer is ready to transmit a packet (Rattin PCC), we need to updatg;
of this packet with the probability that the packet will siwerin the MAC/PHY link transmission from
the node (Par2.2in PCC), and the packet is then send it to the next hop (P&in PCCQC).

When a sensor nodé generates a packétwe initialize P, = 1. Along the path from nodé to the
sink, all relaying nodes including updates”; based on the packet dropping probability in network layer
and link layer transmission error and loss in the MAC/PHYelayThe cumulative survival probability
of a packet reaching any node in the network is used to deterthe dropping probability of the packet
in the node.
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Figure 4. A block diagram illustrating the overall structure®CC.
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Queue Handler

As we explained in SectioR.1, PCC supports two priority classes of packdEsentandNon-Event
packets. In any node in the network, suppose that the toffrzize is@) and in the queue there aig;
Eventpackets andVy Non-Eventpackets with the total number of packéts= N + Ny. We set up
two thresholds@),,.., and@,,.. as shown in Figur@, for handling different kinds of packets and apply
the following logic.

1. 0 < N < Q,nin: buffer all incoming packets.

2. Qmin < N < Qumaz: begin droppingNon-Eventpackets while keeping alEventpackets. The
dropping rate is selected such that the average numbdéomfEvenipacketsVy = Fy (V).

3. Qe < N < Q: drop allNon-Evenpackets and begin to drop sofaeentpackets. The dropping
rate is selected such that the average numbEvehtpacketsNy = Fi(N).

FunctionFy(N) and Fiz(N) will be discussed later on.

As we discussed in Sectidhl, the coverage fidelity and higeventpacket throughput are important
objectives. Therefore, we cannot randomly select packetbe queue to drop. In order to achieve
coverage fidelity we need to give fair chance to all packemnfdifferent sensor nodes in the network to
reach the sink. In other words, assuming that the acceptwigapility of a packet is k; (i.e., (1 — &;)
is the dropping probability), we would like to ensure thatj, P, x k; = P; x k;. In this case, we
can guarantee that packets from different nodes have the sasimilar probability to reach the sink.
Therefore, our scheme isto fiddy = [k1, ko, . .., kn,] @nd Ky = [k1, ko, . . ., kn,] under the following
constraints:

> ko= Fg(N) 1)
iENp
> k= Fn(N) 2)
JENN

Vi,j € Ny Pyxk = Pjxk; (4)
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However, solving the above problem can result in conflicter &ample, consider thre&vent)
packets withP, = 0.1, P, = 0.25 and P; = 0.5, and Fz(3) = 2. Solving the above problem yields
Kr = [1.25,0.5,0.25]. Note thatk; is the accepting probability withif®), 1], sok; is not an acceptable
probability measure. In other words, it is impossible ticHir guarantee the constraint3)@nd @). To
resolve this, we borrow another popular fairness mefaa’s Fairness Indef11]) (gz””;) to give a
relatively fair opportunity to packets. The optimizatiormplem for bothEventandNon-Eventpackets
can be stated as follows

. P x k;)?
maximize NP(XZZ(;Z- x)ki)Q (5)
such that
Sk o= F(N) (6)
iENp
Vie Np ki € [0,1] (7)

whereK is the decision variable and, Np, F/(IN) could be eithei, Ng, Fr(N) or Ky, Ny, Fx(N)
corresponding t&ventandNon-Evenipackets, respectively.

It is difficult to implement the quadratic optimization pteln in Equation $) with limited resources
in the sensor nodes. Therefore, a simpler algorithm is requi Note that our initial objectives are
Equations 8) and @), so for bothEventandNon-Evenpackets, the objective can be restated as

P1Xk1:P2Xk2:...:PNPXk?NP:C (8)
. C
C
= ZF:F(N) (Y ki =F(N)) (10)
F(N)
Sk
. _ ¢ FWN)

In this solution, ifk; > 1 as discussed above, packethould be kept in the queue, and therefore
k; < 1. However, this change influences the accepting probaslitif other packets, which need
corresponding updates givén= 1. The details of how this done is shown in AlgoritHmwhich finds
the solution for objective in Equatio®)

In Algorithm 1, there are two loops inside thehile statement, each of which has a complexity
of O(N). The worst case for each execution of thgile loop is that we separate o from P in
each iteration with complexity)(N). Therefore, overall computation complexity of Algorithinis
N x (2N) = 2N? which isO(N?).

The solution of this optimization problemk r and Ky, gives the accepting probability of each packet
in the queue. This can be used by the node to drop packets Wwhaode is congested while maintaining
coverage fidelity by giving each packet a fair chance to ramaithe queue. After the selection and
dropping process, the; of each packetis updated taP;, = P, x k; for all remaining packets since they
experience dropping one more time (Pa&in PCQ).

Fg(N) and Fy(N) are accepting functions fdeventand Non-Eventpackets, respectively. In a
tail-dropping scheme, when a new packet arrives, the aocefunction is(N + 1) — fu0,(N) where
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farop(IN) is the dropping probability of the new packet givAnhpackets in the queue. In our system,
since the queue handler could drop any number of pack&gs; can implement different kinds of
Fg(N) and Fx(N) functions. Note that the basic purpose i6f(N) and Fy(N) is to reduce the
congestion as a result the dropping probability monotdlyicacreases with the number of packets in
the queue. In generak)y (V) can be a linear, convex, or concave function witlth,,., Q,....] through
two fixed points, Q,..., Ny) and (..., 0) as shown in the left part of Figuée Clearly, with the
convex function, packets are dropped very aggressivelytneg in lower buffer utilization, while the
concave function is more conservative and will result inneigbuffer utilization. The linear function is
between the convex and concave functions.

Algorithm 1 Optimization Algorithm
Input: P, F(N)
Output: K

1: Initial K < [0]

2: while TRUE do

3: fori=1toNpdo
k; = F(N)

4. =5 ,%ixPi

5. end for

6: counter <0

7. fori=1toNpdo

8: if k&, > 1then

9: ki <1
10: counter <= counter + 1
11: P« P\ P

12: end if

13:  end for

14:  if counter = 0 then

15: return K;

16: else

17: F(N) < F(N) — counter
18: endif

19: end while

When N > Q...., we begin droppindeventpackets. Furthermore, since we drop Mn-Event
packets N = Ng, which means the buffer is occupied onlyByentpackets. Since the buffer utilization
ratio should monotonically increase with congestion, ipii@s Fg(N) < Fg(N + 1). Additionally,
since the dropping probability also needs to monotonicedbrease withN to relieve congestion,
we can conclude that when there a¥g > Q... packets with a new incoming packet, we have
N < Fg(N) < (N + 1). Consequently, we havEgy(N) = N + 1 — dg(N), wheredg(N) is a
non-decreasing function with the value bounded betwedt].[@Vhile the above scheme looks similar
to a tail-dropping scheme, it is important to point out that mechanism is different from tail-dropping
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since we may drop a packet from any position in the queue. Tihe samilarity is that the average
number of remaining packets;(N) is similar to that in the tail-dropping scheme. The cudyg N)
is shown in Figureb, and it can also be a convex, linear or concave function. Dimeex function is
conservative, the concave function is aggressive, andrtearlfunction is in between sindg (V) is the
minus term.

Figure 5. CandidateFy (V) anddg(N) functions.

FN(N) de(N)
NN 1
| | . 0 | | .
0 Qmin Qmax Q N 0 Qmin Qmax Q N

Link Quality Measurement

As we discussed in Sectidhl, collisions in MAC layer and link failures in PHY layer inflnee the
probability that a packet is successfully received by th&.sTherefore, when the MAC layer is ready to
send the packets in the queue, we also need to uptl&eecord the link quality information. A number
of parameters can provide the link quality information,tsas the number of interfering neighbors and
Signal-to-Interference-and-Noise Rat®INR. However, due to limited resources in a WSN, we prefer
to find an efficient parameter which can also be easily obdtim®ugh link measurement. In our system,
we choose the ratio of the number of successful transmisgidg) to the total number of transmission
attempts {/r) as the metrics to indicate link quality. First/; and My represent the influence from
both collisions in the MAC layer and transmission failuraghe PHY. Second, each node can easily
maintain this information by counting the transmissiongi@a MAC layer.

Note that wireless link quality in a WSN is usually time-art. Therefore, recent measurement
results are more important than those that are older; themsagurements can more accurately represent

the current link quality. In other words, if we tinfeto ¢ to be slotted into small interval iiiiﬂ is more

valuable tha jgg aslong a9 < t; <ty < t. Onthe other hand, we also do not want the instantaneous
perturbation of link quality to destroy the accuracy of estiion of P;, so we cannot simply abandon
the information fromﬁjgig. Therefore, we follow the basic idea of machine learnibg.[ In each
time intervalt;, we independently collect the statistic mformatlonj%j(t—;), and the link quality in time

intervalt;, denoted byL(¢;) to be given by

Ms(t;)
Mr(t;)

L(t;) = (1 —a) x L(tj—1) + a x (13)
Then in Par2.2we update’;, = P, x L(t;) wheret; is the current time. The parametewill depend on
the wireless network is and its value may be decided by thearktadministrator. If the link changes
quickly, for example, as in an underwater WSNwill be set close td so as to incorporate more recent
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information. On the contrary, if the link is stable,should be smaller so as to accept more history
information to avoid instantaneous variation of the link.

Discussions

As we described in this section, different component®@C realize the design considerations
in Section2.1. First, the separate thresholds fevent and Non-Eventpackets in queue handler
guarantee the high throughputE¥entpackets during congestion. Second, the optimization dhgorin
Equations %), (6) and (7) provides coverage fidelity of the whole network. Third, reposed new
queue dropping schemes, and corresponding packet admsbabilitiesK; and Ky implements
flexible queue scheduler. Finally, updatifgby the probability of network dropping and MAC/PHY
link failure efficiently utilize the network resource.

2.3. Evaluation and Comparison

In this section, we evaluateCC and compare its performance with other existing solutions.
Compared with the dynamic queue schedulingPi@C, most queue schedulers, such R§O or
RED [13] use tail-dropping. Since it is not our focus to compareetéht existing queue schedulers,
we only show comparison results wihFO. Note that the conclusions in this section still apply toesth
queue schedulers.

In the following simulations, we use standard IEEE 802.1dtqwol for the MAC and physical layer.
Ad hoc On-Demand Distance Vector (AODV)4] is used as routing protocol in network layer and
User Datagram Protocol (UDP) and Constant Bit Rate (CBR)uae&l in the transport and application
layers, respectively. For the results presented in thevatlg subsections, the X-axis represents the rate
at which theNon-Eventpackets are generated. Sensors with events gertevatdpackets at a higher
rate, which isl.5 times the basic rate. Note that in our simulations, all theseenodes that detect
the Eventgenerate at the same rate. However, this is not a requireofientr scheme. We compare
the performance based on different metrics, such as thpuigpacket delay and fairness. We consider
random topologies witl4 sensors and one sink, where 12 sensorEEaentnodes and the others are
Non-Evennodes. The following results are the averagei§imulation runs.

Throughput and Delay

The throughput and end-to-end delay are shown in Figued Figure7, respectively. In Figuré,
since FIFO does not distinguistEventand Non-Eventpackets, the capacities of “Event FIFO” and
“Non-Event FIFO” are roughly proportional to the traffic geation rate. However, when the traffic
generation rate exceeds the bound, which degrades thessaiaik quality by introducing more collision
and larger contention window in MAC protocol, the overalpaaity of FIFO decreases?CC provides
Eventpackets higher priority. Therefore, the throughput of “EMRCC” keeps increasing until it reaches
the whole system capacity. On the other hand, nihwe-Eventackets are dropped during congestion,
and therefore the capacity of “Non-Event PCC” decreasdstive increase of the basic packet generation
rate. As we explained before, with the constraint of theesystapacity, sinks are more interested in the
Eventpackets, so the results are consistent with our designtlgec
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In Figure7, it is obvious that the end-to-end delay E¥entor Non-Eventpackets inFIFO almost
remains the same. Sin¢®CC preferentially accept&ventpackets,Eventpackets experience longer
gueue delay on average. However, during congestion, ongwa\fon-Eventpackets reach the sink
(most are dropped in the intermediate nodes) and they exmerilow queueing delay. Therefore, the
average delay dilon-Evenpackets inrPCCis comparably low.

Figure 6. System throughput.
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Figure 7. Avgerage end-to-end delay.
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Coverage Fidelity

The most important improvement BICCis that it provides fairness to all sensor irrespective efrth
location, and therefore offers coverage fidelity of the veldISN. In FigureB, we count the number of
packets from different sensors and derive the Jain’s Fssriadex JFI). From the results, it is clearly
observed that the fairness BFFO decreases with the increase in the basic packet generatmwhen
the network is heavily congested and only the sensors vesedo the sink are able to forward their
packets to the sink. However, tGE| of Eventpackets irPCCis much higher since sensors give packets
equal probability to go to the next hop. Sine€C dropsNon-Evenipackets during congestion, only a
few Non-Eventwf the packets can reach the destination. ThereforeJfEh@f Non-Eventpackets does
not improve.
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Figure 8. Jain’s fairness of the different schemes.
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To explicitly compare the performanceCC we use a chain topology, which contains three sensors
and one sink. Node 1 is closest to the sink; node 3 is farthest the sink and node 2 is in the middle.
The distance between the nodes are the same. All sensorthard&gentor Non-Evennodes. We count
the number of packets received by the sink from the threeosgrend results are shown in TallleWe
found that inFIFO, packets from remote nodes have a lower probability to rehehsink while in
PCC, the network provides an equal chance to packets from atisenThe fairness of botaventand
Non-Evenpackets improve significantly witRCC.

Table 1. Packets successfully received from different sensors hrandopology.

Node 1| Node 2| Node 3| Jain’s Fairness Inde
Event PCC 139 130 135 0.99925
Event FIFO 297 77 20 0.54735
Non-Event PCC| 149 125 124 0.99247
Non-Event FIFO] 292 60 23 0.52437

FE(N> andFN<N)

All the above results are based on the linear function folh BGt(N) and Fiy (V). In this section, we
compare the influence of different functions (e.g., conwancave, direct line) on the performance of
PCC. Since we collected the results when the network is condestd every sensor kept transmitting
packets to the next hop, the throughput of the three funstame almost the same. The results of
end-to-end delay and fairness are shown in Fi@uaad Figurel0. In Figure9, the delay of the concave
curves (Note that “concave” refers #3:(/V), notdg(N)) is largest since this scheme conservatively
kept more packets in the buffer than the other two schemesefibre packets have longer queue delay.
However, if we employ the convex function, which aggredgivirop more packets, the packet delay
decreases since the average queue length of all nodes m#filest among the three schemes.

SincePCC can selectively drop any packets in the queue, the more tmtikere are in the buffer,
the more option®CC has, which meanBCC can provide better fairness performance and hence higher
coverage fidelity. The analysis is validated in Figli@avhich shows that the performance of the concave
function is the best among three schemes and that of the xfumetion is the worst.



Sensor009 9 8096

Figure 9. End-to-end delay for the three different functions for ietpentingFz (V) .
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Figure 10. Fairness for the three different functions for implemegtit; (V).
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Qmin and Qmax

Qmin andQ,,.., are important parametersRCC since they are the thresholds in the queue scheduler
to determine whekventandNon-Evenpackets will be dropped. Similar to previous discussioghir
values of(Q,,.;, and Q... are related to higher buffer utilization, so the averageetdelay is larger
due to longer queueing delay. Therefore, in this section mhg show the fairness results biion-Event
packets, which are influenced by bath,;, and@,,... In Figurell, @Q,,;, andQ,,.. are normalized
by the total buffer length. We find that whep,,;, is increased with fixed),,.., more Non-Event
packets remain in the buffer without being selected by treuguscheduler. Consequently, the fairness
is determined more by the wireless link quality and the lofaéness is due to the randomness. When
Qmaz 1S INcreased with a fixed),,.;,,, more Non-Eventpackets have the opportunity to remain in the
buffer and the queue scheduler can implement the optimizatigorithm to selectively drop packets.
Consequently, the fairness index is higher. However, nwethe influence of),,.;, and@,,.. is not
obvious, or in other wordSCCis not very sensitive to the choice of the thresholds.
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Figure 11. Influence ofQ,,.;, andQ,,,q.
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3. A Generalized Approach for Multiple Event Types

In general, sensor nodes may have multiple sensing dewicesonitor multiple attributes of the
physical environment in which they are deployed. Each of$¢hsensing devices will generate its own
EventandNon-Eventpackets. Consequently, simply distinguishixgentand Non-Eventpackets may
not be enough when the WSN is in a congested state. Diffeezisiesl data will have different value to
the sink and it is important to ensure that more of the vakialaita is collected by the sink when the
network is congested. In this section, we ext&EIC by introducing aPricing Systemwhich modifies
the packet dropping policy based on different prioritiesliffierent Eventpackets to achieve a specified
balance between the aggregate “value” of the collectedatadacoverage fidelity. The key features of
the proposedPricing Systenare the following:

e The sink acts as the information consumer and sets a prite ihavilling to pay for each different
types ofEventpackets. Higher prices indicates the sink prefers the seretwork to collect this
corresponding category @ventpacket at the cost of more transmission resource. The rétio o
different prices determines the balance between the fyriand coverage. If all prices are equal,
the Pricing systendegrades t&CC. If one of the prices isc, the sink is willing to only accept
the corresponding category Bffentpackets and consequently the wireless sensor network would
block all other types oEventpackets.

e The sensors operate as the information providers and whaegested selectively drop packets
according to the value that the sink places on the informahceach packet (determined by the
price set by the sink). When the buffer utilization is higie sensor tends to keep packets with the
lower accumulated survival probability: and higher price. The detailed algorithm is introduced
in Section3.1.

e The prices can dynamically vary according to the changebkerphysical environment and the
network condition. When the sink modifies the prices, the paees are broadcast to the entire
network and each sensor node uses the new prices to adjasofifeng policy during congestion.

The Pricing Systengives more flexibility to the network administrators. It ssy to add or delete a
category of information by adding a new price or setting theepto zero, as long as the hardware can
sense the corresponding type of information. Adjustingrémking of different types oEventpackets
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can also be done through changing the prices of the datatadi®y the sensors. In addition, the prices
configured by the network administrators is able to acciyratmtrol the dropping probabilities, and thus
control the ratio of received packets in the sink. Based ersthucture oPCC, we describe the algorithm
for thePricing Systenin Section3.1. and evaluate the performance improvement in Se@ian

3.1. Protocol and Algorithm

The structure of th@ricing Systenis almost the same &#&CCdescribed in Sectiof.1. However, in
order to support multiple types, it is necessary to modigy¢bmmunication protocol and the dropping
strategy as described below.

Task 1 In the Pricing Systemthe sink needs to broadcast the updated prices to all semstine
network. This functionality could be implemented on mu#ifayers, such as application, network or
MAC layers. In order to avoid additional burden to the neteydinePricing Systentbroadcasts the prices
through theACKs of the MAC layer so as not to introduce a new protocol. In le@ss networksACKs
in the MAC layer is inevitable due to tteSMA/CAprotocol as the sender needs the confirmation of the
transmission from the receivers. In the proposed apprdhehsink could update the prices and notify
the nodes within one hop when it receives their data framaterithose sensors receiving the new prices
could propagate the information to their neighbors. Thacpss will eventually ensure that all sensors
are aware of the new prices. This process does take somedipregagate the updated information to
the whole network. However, note that the MAC layer transiniss occur frequently even without any
data communication. For example, most routing protocoéxirie detect whether the next hop is still
alive, which triggers periodic transmissions between teighbors at the MAC layer.

In order to support the above approach, it is also necessamyotdify the format ofACK frame.
Suppose there are totally types of packets)/ — 1 types ofEventpackets and one type dion-Event
packet. In the payload of ahCK, M variables (2 bytes for each) present the prices of all caiegjand
one variable presents thiene stampwith which the nodes can compare the newly received pricés w
the stored ones. Therefore, the possible price rang¥ isz 64K ; and the length of the time stamp is
64 K, which could be utilized circularly if necessary.

Task 2 Unlike PCC, Pricing Systensupports multipld&eventtypes. Therefore, in the header of each
packet, we augment an additional part with= log, M bits to label the type of the packet. When a
sensor generates a packet, it sets the header with the casegihat all nodes along the path to the sink
are able to process this packet according to the droppiategty introduced below.

The overall structure of the algorithm is similar to Figdreexcept that we replace the Parf with
the following new dropping strategy. To support the muétiphtegories of events, we introduce a new
notationR;, which is theprice of packeti. R; can be any one of th&/ prices, ranging from to 64 K.
With the definition ofR;, the Par2.1 becomes

1. 0 < N < Q,.in: Keep all packets since the utilization of the buffer is low.

2. Qmin < N < Quma: Keep all types ofEvent packets and begin to drdgon-Eventpackets
according to the functiorfy(N) shown in left part of Figure&. The optimization problems
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becomes
o (Z‘GN Pigki)2
maximize .~ = — (14)
T N ey (0
such that
S ko= Fyn(N) (15)
1ENN
Vie Ny ki € [0,1] (16)
where R is the price ofNon-Eventpackets, andKy = k1, ko, ..., kyy] IS the accepting

probability, which is the decision variable. In the optiation algorithm, we would like the
ratio of different type of price to be equal to the ratio of thenulative survival probability of
different types of packets as much as possible. The idealisashen the Jain’s Fairness Index
equals 1, which is achieved whéty : Ry : ... : Ry = Piky : Poky - ... 1 Pyky. In other
words, we ensure th&ventpackets for which the sink is willing to pay a higher price hagher
accumulated survival probabilityX%;) and the ratio of the cumulative survival probability falle
the ratio of the prices. If two classes of packets traversautih similar network conditions, the
ratio of throughput of these two types of packets should iméai to the ratio of the prices. Note
that network condition includes both network link qualitydethe probability of being dropped in
a node along the path to the sink. If the prices of two clasépackets are the same, we would
like the probability of packets received at the sink to bedhme. If all the prices are equal, the
optimization problem becomes the same as Se&io8ince allNon-Evenpackets have the same
price and we selectively drdgon-Evenpackets, Equatioh4 becomes
(2 P x ki)®
Ny x> (P; x k;)?

maximize ¢ | 17)
Note that if R = 0, thenk; = 0.

3. Qmax < N < Q: After dropping allNon-Eventpackets, begin droppingventpackets since the
buffer is highly utilized. The dropping strategy followstbptimization problem given by,

(ZjeNE Jij : )2

maximize .- — (18)
q } NE > ZjENE<PJRjkg )2
such that
> ki = Fg(N) (19)
JENE
VjieNg k; € [0,1] (20)

whereR; is the price of packet, andKp = [k1, ko, ..., kn,| IS the accepting probability, which is
the decision variable. The meaning of the optimization éssame as explained in last paragraph.
Fr(N) = N +1—dg(N) and thedg(N) function are shown in the right part of Figuse Note
that, if R; = 0, thenk; = 0.

The algorithm is similar to Algorithmil. The only difference is to seb;/R; instead of P,.
Furthermore, the computation complexity is the same@§, which isO(N?).
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3.2. Simulations

In this section, we compare the performance of Bricing Systenwith FIFO. Note that the results
shown here also apply to other tail dropping active queueagament algorithm such as RED. We
consider total throughput, throughput per class, fairaesk“value” as the performance metrics for the
performance comparison. In a multihop wireless netw@évtl h; indicates the capacity of network,
where N is the number of packets successfully received at the dggtimnode, and; is the number
of hops traversed by packétfrom source to destination. The implicit assumption is tlapackets
are equally important. In this study, we consider a WSN wébesal classes of packets with different
priorities. We use pricdz; in our Pricing Systento indicate the relative priority of packet Based
on this, we define the new metric “value” EsiN:l R; = h;, whereR; is the price of packet andh; is
the number of hops traversed by packétom source to destination. The higher the “value”, the more
information is collected from the WSN.

We evaluate the correctness and performance of our algotiging a chain topology and a random
topology. The chain topology is used as a base case to aralygaalidate the results. In the simulations,
IEEE 802.11 is used at the MAC/PHY layer, AODV is used as thging protocol in the network layer,
UDP is set as the transport layer protocol and CBR traffice®igr used in the application layer.

The chain scenario consists of five nodes in a linear topoleigly equal distance between nodes.
Node 1 is the sink and all packets generated by node 5 pasgthrmdes 4, 3, 2 to reach node 1. Node
5 generatdNon-Evenpackets and three typesBentpackets with price 2, 4, and 8 units, respectively.
In order to explicitly evaluate the performance of our aiton, we set@,,.;, and@,,.. to 0 so that
our optimization algorithm is always active during the slation. Results are shown in Figule to
Figure15. The x-axis in all the figures is packet generation rate wiscdet to be the same for all the
four (Non-Eventand threeeven) types of packets.

Figure 12. Throughput of multiple types of packets for chain topology.
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From Figurel2 we can see that for FIFO which does not differentiate the g@ackhe throughput
of different Event packets andNon-Eventpackets are almost the same. For &uicing System
type 3Eventpackets have the highest throughput since they have thestighice; type Eventpackets
have the lowest throughput since they have one fourth of typece and one half of type 2 price. No
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Non-Eventpackets are received by the sink since they are all droppezlsed),,... equal to0 as to
explicitly test our optimization algorithm, therefore| &lon-Eventpackets are dropped. We also find
that the throughput of the typeHventin the Pricing System is less than that of FIFO. Since thd tota
throughput of the network is fixed, the increased througbptitpe 3 decrease the throughput of type 1.
The total throughput is shown in FiguiS.

Figure 13. Aggregate system throughput for chain topology.
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Figure 14. Pi values of different types dEventpackets for chain topology.
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From Figurel3, we can see that the throughput increases with packet genmerate until the network
capacity is reached at which point it saturates. We can alsohat the total throughput of FIFO and our
Pricing Systenhas the same trend. However, the total throughput of ourm@ridystem is lower than
that of FIFO because both,,;, and@,,.. are0. Consequently, the queue utilization is lower. But the
total throughput should be almost the same for FIFO andiyiSystem, which can be seen from our
random topology simulation wherg,,;, = 1/3 x QueueSize and@, .. = 2/3 * QueueSize.

To validate the design of our Pricing System, Figideshows the the average values of the received
packets at the sink. Note that th& value in the sink means the successful transmission priotyadfi
packet to the sink. When the packet generation rate is smaliheere is sufficient network capacity, the
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successful transmission probability is higher. When thekpgeneration rate is high and the network
becomes congested, the probability of successful trassmivecomes smaller. The most important
validation here is that when the network is highly congestld ratio of averagé’; values is almost
the same as the ratio of price. For example, when the packetraton rate is 272 kbp$) = 0.1253,

P, = 0.2686, and P; = 0.5176, which is in the same ratio as the price for the different sypkpackets
namely,2 : 4 : 8.

Figure 15 plots the “value” as a function of the packet generation.rdee see that the “value” of
Pricing System is much better than FIFO when network is cstege When the traffic generation rate
is low, the “value” is smaller than FIFO due to the low utilima of the queue buffer. It is not the case
whenQ,.i, = 1/3 * QueueSize andQq. = 2/3 * QueueSize, which will be shown in the random
topology simulation.

Figure 15. Comparison of value for chain topology.
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Figure16 to Figure19 show the simulation results for random topologies; theltesue average of
25 simulation experiments which correspondgidifferent random topologies. Each random topology
contains25 nodes, including a sink. Eight of the nodes s&wh-Eventpackets and types ofEvent
packets with the price : 4 : 8. Other nodes do not generate packets but forward packete tsirtk.
The X-axis in the figures is the packet generation rate wiat¢he same for each of the different types.
In these simulations, we sék,.;, = 1/3 * QueueSize and Q.. = 2/3 * QueueSize and the dropping
functions are linear functions shown in Figlie

Figure 16 shows the throughput of different types of packets usingOF#ad ourPricing System
First, the throughput of different types packets using FB® almost the same, since FIFO does not
differentiate different type of packets. Second, when taavork is not or lightly congested, FIFO
and Pricing System has the similar throughput. But the thinput ofNon-Eventackets usingPricing
Systems smaller than that using FIFO, because Breeing Systenbegins to selectively drop some
Non-Eventpackets so as to avoid congestion. Third, when network islyiicongested, the throughput
of type 3 and type2 packets using Pricing System are much higher than thosg &8+O. ThePricing
Systenis able to guarantee higher probability of successful trassion of packets with higher priority
when network is congested. Furthermore, the ratio of ssfgkesansmission of packets is consistent
with the ratio of price decided by the network operator.
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Figure 16. Throughput of differenEventtypes for random topology.
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Figure 17. Aggregate system throughput for random topology.
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Figure 17 shows the total throughput of all types of packets using F&#@ our Pricing System.

We can see that their throughputs are similar. In a wireles&ark, throughput increases as packet

generation rate increasing. When the network is saturtitedotal throughput decreases lightly because

of the severe MAC layer contention. The FIFO line is more stineince FIFO only drop packets when
the buffer size is full. However, the pricing line has somed@mness, since olricing Systendrop
packet using the probability obtained from our optimizatadgorithm.

We show Jain’s Fairness Index of different types of packet&gurel8. Our optimization algorithm
lets packets with the same price have the same probabilgyafess to reach the sink. Our simulation
results show that owRrricing Systenmas higher fairness than FIFO. But the fairnessof-Evenpackets
usingPricing Systenmas lower fairness than FIFO. This is because we drdgaitEvenpackets when
buffer size is bigger tha®,,,....

Figure 19 shows the simulation results of our newly defined metric thiedl When network is not
congested, the values of FIFO aRdcing Systenare almost the same. However, when the network is
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congested, the proposdRticing Systenreceives more packets with higher priority and has much
higher value than FIFO.

Figure 18. Fairness of different classes BYentpackets for random topology.
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Figure 19. Comparison of value for random topology.

05 = Pricing |
-HB-FIFO
0.5 1 15 2 25 3 35

Packet Generation Rate (bits/second) % 10°

4. Related Work

Prior works on congestion control mechanisms in WSNs arenlim@mbedded in the end-to-end
controls, such as CODALlp|, ESRT [/], STCP [L6], PORT [17], SenTCP 18 and [19]. The
underlying method in these papers is the use of end-to-¢acacgustment to fulfil congestion control.
These protocols detect and prevent congestion by redubgngumber of packet retransmissions and
energy used. We briefly summarize the main contributionshesé¢ papers. Congestion Detection
and Avoidance(CODA) is one of the early papers discussinggestion control in wireless sensor
networks. CODA is a energy efficient scheme which compri$ésree mechanisms: (1) receiver-based
congestion detection, (2) open-loop hop-by-hop backpressand (3) closed-loop multi-source
regulation. CODA is evaluated by two metrics proposed byathitors, namely, energy tax and fidelity
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penalty. Event-to-Sink Reliable Transport (ESRT) is basedhe observation that sensor networks are
event-based systems. ESRT protocol operation is detedbinthe network state in terms of congestion
condition in the network and path reliability. Simulatiamedysis of ESRT shows that proposed transport
protocol achieves desired reliability with minimum enegpnsumption. Sensor Transmission control
Protocol (STCP) is a scalable and reliable transport lag@iopol for sensor networks. STCP is central
control protocol since most of the functionalities are iempknted at the base station. Simulations show
that STCP can increase network lifetime and achieve higaliéty. Price-Oriented reliable Transport
(PORT) protocol is proposed to obtain reliability and mireenergy consumption. Price refers to the
communication cost between sources and the sink. PORT usesifformation to achieve reliability.
Minimization of energy consumption is achieved by two schepupstream information optimization of
the sink and downstream optimal routing scheme locally @m@nted in sensor nodes. Simulations show
the effectiveness of PORT for reducing energy consumptonparing to existing schemes. SenTCP is
an open-loop hop-by-hop congestion control protocol faeleiss sensor networks to improve system
throughput, reduce packet dropping, and minimize energgwmption. The work in19] proposes a
congestion control using the congestion degree calculatelde remaining buffer size and net flow.

Rate-Controlled Reliable Transport (RCRT) protocol prsgabin R0] ensures efficient and flexible
rate control like previous protocols. However, RCRT has itherovement that combine reliable
transmission and congestion control together. Congestatection and rate adaptation functionality
are performed by the sink. The author also evaluated RCRT 4®+-@ode wireless sensor network
testbed and show that it achieves better performance ceapath IFRC B].

The studies reported ir2]-24] address the congestion problem using routing protocats[21],
congestion control is achieved by dividing the monitoringgs into several subareas and adjust the local
and forwarding traffic based on the transmission paramietg22], an interference-minimized multipath
routing protocol is proposed for load balancing and a camgesontrol scheme to reduce the loading
rate of the source. The main idea @] is to find a less congested node to forward packets to when
congestion occurs. Ir2f] a routing protocol is proposed for congestion control inNgJy selecting a
route which use Network Allocation Vector (NA2§] information to determine the channel status. Our
optimization algorithm is orthogonal with these protocsitsce they work in different layers.

Other research based on priority fairness &, [IFRC [8], Fusion R7], and [28-30]. The study
reported in R6] gives a design of a distributed, scalable congestion abtnon mechanism in the
transport layer, which ensures fair delivery of packetsh® $ink when using either a probabilistic
selection or a epoch-based proportional selection. lettenice-Aware Fair Rate Control (IFRC)
discusses a mechanism for each node to detect the contdiwrgglocally and fairly by adapting its
own transmission rate and using a congestion sharing meschat can achieve MAC layer fairness, but
not application layer fairness. Application layer fairaeés more important to users. Fusion combines
three mechanisms that span to different layers. They arebiidmp flow control, rate limiting source
traffic, and a prioritized MAC protocol. Hop-by-hop flow conltis used for congestion detection and
mitigation. Rate limiting is used to prevent unfairnessdodvsources which are far from the sink. A
prioritized MAC scheme is designed for congested nodes e hagher priority to access the channel
as to quickly drain out their buffer. The works reported 28{30] share a similar idea and use node
priority index to reflect the importance of each node for ptysbased congestion control. These papers



Sensor009 9 8106

neglect the details of MAC protocols and assume they prosves access opportunities for each node,
which neglect the important characteristic of time-vagywireless links in WSNs. Finally, the priority
index design is based on node priority, not priority of diffiet classes of information.

To the best of our knowledge, there is only one paper thatudges congestion control for
heterogeneous traffi@]l]. But the protocol did not consider the wireless link chéeastic, fairness
and coverage fidelity. Our scheme, however, can efficiemliect different categories of information
based on their relative priorities and also consider thecafif wireless links to achieve fairness.

5. Conclusion

In this paper, we have proposed a new sch&G€ to address congestion problem in a WSN and
then we extendPCC to efficiently collect multiple categories of information an advanced WSN. In
PCC, we assign different priorities teventand Non-Eventpackets, which have different values in a
WSN. We propose an optimization algorithm to provide faiporiunity to sensors irrespective of their
locations. We present a novel queue scheduler, which cgnairp packets in the queue, supplies much
more flexibility to information collection during congesti. Finally, also carefully involve the factor of
different wireless link qualities and utilize the statisitnformation to adjust the dropping decision. In
PCC, sensors only need to collect local information about theugun the network layer and link quality
in MAC layer, which is scalable and practical for large WSKXBur analysis and simulation show that
PCC can achieve higleventthroughput and much better fairness and hence higher apdicelity.
We also discussed the influence of some of the parametd?€ansuch as admission function and two
thresholds foEventandNon-Evenpackets.

In the Pricing Systemwe propose an optimization algorithm for the queue scleddihePricing
Systems simple and efficient to distribute network resources ftetBntEventpacket according to the
decision of the network operator. Tlrricing Systems carried out when the network is congested.
Following the design, we can control congestion and fulliiag the WSN. Our simulations show that
higher throughput can be achieved for packets with higheepand fairness can be guaranteed within
one category.
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