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#### Abstract

In this paper, an efficient algorithm is proposed to generate a smooth near-timeoptimal feedrate function along a parametric tool path for 3 -axis CNC machining under a feedrate bound, an acceleration bound for each axis, and a chord error bound. The algorithm first gives a discrete and computationally efficient algorithm to find a sequence of globally optimal velocity points under the feedrate, acceleration, and chord error bounds. A linear programming strategy is proposed to smooth the velocity points sequence. Finally, the velocity points sequence is fitted into a cubic spline to obtain a near-time-optimal and smooth feedrate function. Simulation and experiment results for NURBS curves are presented to illustrate the feasibility of the algorithm.
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## 1 Introduction

The problem of time-optimal feedrate planning along parametric tool paths has received a significant amount of attention in both the robotics and CNC machining literature. In feedrate planning, the acceleration on each axis of the machine must be constrained, because the torque (or force) capabilities of the axes drives are limited. Therefore, the problem is how to identify the feedrate along a given tool path such that the machining time is minimal without exceeding the capabilities of the actuators. Furthermore, smoothed feedrate functions are desired to reduce vibrations.

Bobrow et al [1] and Shiller [2] gave algorithms to determine the time-optimal motion for a robot manipulator along a given parametric path under actuator torque constraints. Farouki and Timar [3, 4] gave a piecewise-analytic expression of the optimal feedrate function for CNC machining with acceleration bounds. A smoothed feedrate function consistent with the acceleration bounds is generated afterward [5]. Following [3, 4], Zhang et al [6] gave a simplified feedrate planning method for quadratic B-splines and realized industrial CNC machining. Zhang et al [7] extended the above methods to the case of jerk bounds and gave

[^0]a greedy feedrate planning algorithm. Yuan et al [8] extended the algorithms by including chord error bounds.

The methods mentioned above are called phase space analysis methods, because they use the velocity limit curve or surfaces in the $u-\dot{u}-\ddot{u}$ phase plane or space to obtain an optimal solution. However, these methods have two limitations. First, their computational expense is high, especially for tool pathes described by complex parametric functions, which lead to the solving of high degree equations. Second, the constraints in these methods are not easy to be generalized because time-optimality is difficult to prove for jerk bounds.

Another class of feedrate planning methods is based on numerical nonlinear programming algorithms. Lin et al [9] developed an algorithm to schedule the time intervals between each pair of adjacent knots as cubic splines such that the total traveling time is minimized subject to confined velocities, accelerations, and jerks. Altintas and Erkorkmaz [10] presented a quintic spline trajectory generation algorithm that produces continuous position, velocity, and acceleration profiles with confined tangential acceleration and jerk. They also developed a feedrate optimization technique in [11] for minimizing the cycle time with axis velocity, torque and jerk limits. Sencer-Altintas-Croft further proposed a nonlinear optimization based interpolation method under confined jerk and chord error for 5 -axis CNC machines [12]. Dong et al [13, 14] gave discrete greedy algorithms with constraints of parametric velocity, acceleration, and jerk based on a series of single variable optimization subproblems. The sub-optimization structure makes it easy to deal with any state-dependent constraints. In [15], in order to reduce vibrations, Gasparetto et al considered a feedrate planning problem where the objection function is a linear combination of time and the jerk.

A third approach to feedrate planning is the direct sampling methods which compute the feedrate at every sampling time based certain strategies. Yeh and Hsu used a chord error bound to control the feedrate if needed and used a constant feedrate in other places [16]. Ernesto and Farouki [17], Feng et al [18], and Sun et al [19] proposed a method to generate chord error and acceleration limited velocity functions. Nam and Yang [20] proposed a recursive method to generate jerk limited velocity functions. Emami-Arezoo [22] and Lai et al [21] proposed time-optimal velocity planning methods with confined acceleration, jerk, and chord error by adjusting the velocity if any of the bounds is violated through backtracking. Lee et al gave a jerk limited velocity planning algorithm based trigonometric acceleration and deceleration profiles [23]. Fan et al proposed a method to generate jounce confined velocity functions [24].

In this paper, the problem of finding a time-optimal smooth feedrate function along a parametric tool path $\vec{r}(u), u \in[0,1]$ with a feedrate bound, an acceleration bound for each axis, and a chord error bound is considered. The main contribution of the paper is to give a computationally efficient and practical algorithm for the above problem. The algorithm consists of three major steps.

Firstly, the $u-v$ phase plane is discretized into a grid by first dividing the tool path parameter interval $[0,1]$ into sub-intervals, and then, for each parameter knot $u_{i}$, dividing the feedrate interval $\left[0, V_{i m}\right]$ into equal intervals of length $\Delta v$, where $V_{i m}=V_{\text {lim }}\left(u_{i}\right)$ is the maximal feedrate at $u_{i}$ obtained from the velocity limit curve $V_{\text {lim }}(u)$ defined in $[1,2,3,8]$. Each point in the grid is of the form $\left(u_{i}, v_{j}\right)$ where $v_{j}$ is a possible feedrate at parameter value $u_{i}$.

Secondly, a maximal discrete velocity curve is generated, which is a sequence of points $\left(u_{i}, v_{n_{i}}\right), i=0, \ldots, N$ in the grid such that either $\left(u_{i+1}, v_{n_{i+1}}\right)$ is reachable from $\left(u_{i}, v_{n_{i}}\right)$ with the maximal accelerations and has the largest velocity $v_{n_{i+1}}$, or $\left(u_{i+1}, v_{n_{i+1}}\right)=V_{i m}$ and all $\left(u_{i+1}, v_{k}\right)$ are not reachable from $\left(u_{i}, v_{n_{i}}\right)$ with the maximal accelerations. We then prove that the solution of this algorithm is globally optimal under all the constraints when the discretization is sufficiently small.

Finally, a linear programming strategy is used to adjust the velocities around each acceleration discontinuity point locally to smooth the sequence of velocity points. Then the velocity points are fitted into a cubic spline to obtain a near-time-optimal smooth feedrate function.

The major advantage of the new algorithm is that near-time-optimal solutions can be found very efficiently. The computational complexity of the algorithm is shown to be $O(N / \Delta v)$ in terms of floating point arithmetic operations, where $N$ is the number of segments to discrete the tool path and $\Delta v$ is the length of the velocity intervals. It is easy to see that $N / \Delta v$ is proportional to the number of points in the grid.

The algorithm can be considered as a discrete version of the algorithms given in [1, $2,3,8]$. Comparing to these methods, our discretized algorithm is much more efficient especially for tool paths described by complex parametric functions, since the new algorithm avoids the time consuming task of equation solving. Comparing to the feedrate planning methods based on the nonlinear programming, the new method can find the globally optimal solution with a nice computational complexity bound, while most existing methods based on nonlinear programming cannot guarantee to find the globally optimal solution. Furthermore, solving nonlinear programming problems could be slow in many cases. Comparing the direct sampling methods, our algorithm needs not backtracking, and hence is more efficient. The method is verified on a commercial CNC system to machine a cubic NURBS curve on a three-axis CNC machine.

The rest of this paper is organized as follows. Section 2 gives the description and theoretical analysis of the feedrate planning problem. Section 3 gives the discrete velocity search algorithm and proves the optimality of the algorithm. Section 4 gives the feedrate smoothing and fitting methods. Section 5 gives the experiment results. Section 6 concludes the paper.

## 2 Problem description and analysis

For brevity, the tool path is considered to be a plane parametric curve, which has at least $C^{1}$ continuity:

$$
\vec{r}(u)=(x(u), y(u)), 0 \leq u \leq 1
$$

The extension to spatial paths is straightforward. The derivatives with respect to time $t$ and the parameter $u$ is denoted by dots and primes, respectively:

$$
\dot{u}=d u / d t, x^{\prime}=d x / d u .
$$

In the feedrate planning, the acceleration bound on each axis, the chord error bound, and the tangential velocity bound of the machine will be considered.

Let $\sigma(u)=\left|\vec{r}^{\prime}(u)\right|=\sqrt{x^{\prime}(u)^{2}+y^{\prime}(u)^{2}}$. Then the tangential velocity along the tool path is $v(u)=\sigma(u) \dot{u}$. Firstly, the bounds on the $x$ and $y$ acceleration components are considered
to be $A_{x}, A_{y}$ respectively. Let $q(u)=v^{2}(u)$. Then the accelerations on the $x$ and $y$ axes are

$$
\left\{\begin{array}{l}
a_{x}=\ddot{x}=\left(x^{\prime} \frac{v}{\sigma}\right)^{\prime} \frac{v}{\sigma}=\frac{1}{\sigma}\left(\frac{x^{\prime}}{\sigma}\right)^{\prime} q+\frac{x^{\prime}}{2 \sigma^{2}} q^{\prime}  \tag{1}\\
a_{y}=\ddot{y}=\left(y^{\prime} \frac{v}{\sigma}\right)^{\prime} \frac{v}{\sigma}=\frac{1}{\sigma}\left(\frac{y^{\prime}}{\sigma}\right)^{\prime} q+\frac{y^{\prime}}{2 \sigma^{2}} q^{\prime} .
\end{array}\right.
$$

At each $u \in[0,1]$, the $x$ and $y$ acceleration constraints $-A_{x} \leq a_{x} \leq A_{x},-A_{y} \leq a_{y} \leq A_{y}$ can be reduced to

$$
\left\{\begin{array}{l}
-A_{x} \leq \frac{1}{\sigma}\left(\frac{x^{\prime}}{\sigma}\right)^{\prime} q+\frac{x^{\prime}}{2 \sigma^{2}} q^{\prime} \leq A_{x}  \tag{2}\\
-A_{y} \leq \frac{1}{\sigma}\left(\frac{y^{\prime}}{\sigma}\right)^{\prime} q+\frac{y^{\prime}}{2 \sigma^{2}} q^{\prime} \leq A_{y}
\end{array}\right.
$$

which defines the interior of a parallelogram as the set of possible $\left(q, q^{\prime}\right)$ values. Then the maximal value of $q$ is identified by the right-most vertex of the parallelogram in the $\left(q, q^{\prime}\right)$ phase plane [3].

Solve equations

$$
\left\{\begin{array}{l}
\frac{1}{\sigma}\left(\frac{x^{\prime}}{\sigma}\right)^{\prime} q+\frac{x^{\prime}}{2 \sigma^{2}} q^{\prime}=\alpha_{x} A_{x}  \tag{3}\\
\frac{1}{\sigma}\left(\frac{y^{\prime}}{\sigma}\right)^{\prime} q+\frac{y^{\prime}}{2 \sigma^{2}} q^{\prime}=\alpha_{y} A_{y}
\end{array}\right.
$$

where $\alpha_{x}= \pm 1, \alpha_{y}= \pm 1$, to obtain

$$
q=\frac{\alpha_{x} A_{x} y^{\prime}-\alpha_{y} A_{y} x^{\prime}}{x^{\prime \prime} y^{\prime}-y^{\prime \prime} x^{\prime}} \sigma^{2},
$$

which are the four values of $q$ in the four vertices. The maximal value of $q$ at each $u \in[0,1]$ is then easy to obtain. Now the $x$ and $y$ axes velocity limit curve $[1,2,3]$ is determined by the acceleration constraints on the $x$ and $y$ axes:

$$
\begin{equation*}
V_{x y}(u)=\sigma \sqrt{\frac{A_{x}\left|y^{\prime}\right|+A_{y}\left|x^{\prime}\right|}{\left|x^{\prime \prime} y^{\prime}-y^{\prime \prime} x^{\prime}\right|}} \tag{4}
\end{equation*}
$$

which is called the velocity limit curve because the real velocity must be smaller that $V_{x y}(u)$ at each $u$.

Secondly, the chord error bound $\varepsilon$ is considered. Let the curvature and radius of curvature of the tool path be

$$
\kappa(u)=\frac{x^{\prime} y^{\prime \prime}-y^{\prime} x^{\prime \prime}}{\sigma^{3}(u)}, \rho(u)=1 /|\kappa(u)| .
$$

In general, the chord error bound is much less than the radius of curvature at each point on the tool path. By the chord error formula $[16,8]$,

$$
q(u) \leq \frac{8 \varepsilon \rho(u)-4 \varepsilon^{2}}{T^{2}} \approx \frac{8 \varepsilon \rho(u)}{T^{2}}=\frac{8 \varepsilon}{|\kappa(u)| T^{2}}
$$

where $T$ is the sampling period. Then the chord error constraint can be transformed to be the centripetal acceleration constraint [8]. Let $A_{N}=8 \varepsilon / T^{2}$, then

$$
q(u) \leq \frac{8 \varepsilon}{|\kappa(u)| T^{2}} \Longleftrightarrow\left|a_{N}(u)\right|=|\kappa(u)| v^{2}(u) \leq A_{N}
$$

Based on the above relation, the chord error velocity limit curve is

$$
\begin{equation*}
V_{N}(u)=\sqrt{\frac{A_{N}}{\kappa(u)}} \tag{5}
\end{equation*}
$$

Note that the real velocity curve must also be smaller than or equal to $V_{N}(u)$ for each $u$.
Together with the tangential velocity bound $V_{\max }$, the velocity limit curve (abbr. VLC) is obtained with all the constraints:

$$
\begin{equation*}
V_{\text {lim }}(u)=\min \left\{V_{\max }, V_{x y}(u), V_{N}(u)\right\} \tag{6}
\end{equation*}
$$

Note that a segment of $V_{l i m}(u)$ could be used as the real velocity curve and such a segment is called feasible [8]. In general, a feasible segment is either $V_{\max }$ or $V_{N}$, where the corresponding constraint is satisfied. A segment of $V_{x y}$ is generally not feasible, since in such a case all the inequalities in (2) become equality which is not possible.

Then the feedrate optimization problem becomes to plan the velocity $v(u)$, such that the machining time is minimal:

$$
\begin{equation*}
\min t_{f}=\int_{0}^{1} \frac{\sigma(u)}{v(u)} d u \tag{7}
\end{equation*}
$$

under the following constraints:

$$
\left\{\begin{array}{l}
\left|a_{x}(u)\right| \leq A_{x}  \tag{8}\\
\left|a_{y}(u)\right| \leq A_{y} \\
0 \leq v(u) \leq V_{\text {lim }}(u) \\
v(0)=v(1)=0
\end{array}\right.
$$

## 3 Discrete velocity search algorithm

In this section, an algorithm is given to find a globally optimal discrete velocity curve under the given constraints.

### 3.1 Discretization of the phase plan

We will show how to divide the $u-v$ phase plane into a grid. Firstly, the tool path is divided into $N^{\prime}$ segments of equal parametric length $\Delta u$. The knots are $i \Delta u, i=0, \ldots, N^{\prime}$, where $\Delta u=1 / N^{\prime}$. For the accuracy of the algorithm, if $V_{\text {lim }}(i \Delta u)$ is local minimal, that is $V_{\text {lim }}(i \Delta u)<\min \left(V_{\text {lim }}((i-1) \Delta u), V_{\text {lim }}((i+1) \Delta u)\right)$, then the parameter interval $[(i-1) \Delta u,(i+$ 1) $\Delta u$ ] is further subdivided to ten equal sub-intervals. Denote the new knots by

$$
u_{i}, i=0, \ldots, N
$$



Figure 1: Discretization of parameter and velocity.
where $N$ is the number of the final knots.
An appropriate $\Delta v$ is chosen to discretize the value of velocity at each $u_{i}$. From (6), the maximal feasible discrete velocity at $u_{i}$ is $V_{\text {lim }}\left(u_{i}\right)$. Divide the verlocity interval [ $\left.0, V_{\text {lim }}\left(u_{i}\right)\right]$ into $N_{v}(i)$ equal sub-intervals, where

$$
\begin{equation*}
N_{v}(i)=\left\lfloor\frac{V_{\text {lim }}\left(u_{i}\right)}{\Delta v}\right\rfloor, i=0, \ldots, N . \tag{9}
\end{equation*}
$$

The velocity at $u_{i}$ will be chosen in a series of discrete values (see Fig.1):

$$
0, \Delta v, 2 \Delta v, \ldots, N_{v}(i) \Delta v
$$

Then the $u-v$ phase plane is discretized into a grid and the number points in the grid is

$$
\begin{equation*}
\mathbb{N}=\sum_{0 \leq i \leq N}\left\{\left(N_{v}(i)+1\right)\right\} . \tag{10}
\end{equation*}
$$

### 3.2 Velocity reachability

Before presenting the complete algorithm, it needs to give a subfunction VR $\left(\mathrm{v}_{\mathrm{s}}, \mathrm{u}_{\mathrm{s}}, \mathrm{v}_{\mathrm{e}}, \mathrm{u}_{\mathrm{e}}\right)$ which decides if the two neighboring points $\left(u_{s}, v_{s}\right)$ and $\left(u_{e}, v_{e}\right)$ in the grid are reachable. That is, whether it is possible to move the tool from point $\left(x\left(u_{s}\right), y\left(u_{s}\right)\right)$ with initial velocity $v_{s}$ to point $\left(x\left(u_{e}\right), y\left(u_{e}\right)\right)$ with final velocity $v_{e}$ under the constraints (8).

Firstly, the reachability on each axis is considered. Suppose that the velocity components (with signs) on an axis ( $x$ or $y$ ) of the two neighboring knots $u_{s}$, $u_{e}$ are $v_{1}, v_{2}$, respectively, the projection distance (with sign) on this axis between the two knots is $\Delta s$, and the acceleration bound of this axis is $A$. The reachability function on each axis should be $\operatorname{vr}\left(v_{1}, \Delta s, v_{2}, A\right)= \begin{cases}1 & \text { if the two knots with their velocities on this axis are reachable; } \\ 0 & \text { otherwise. }\end{cases}$

Because the distance between the two neighboring knots is quite small, the problem is simplified to be only with the acceleration bound of this axis here, which means that $V_{\text {lim }}(u)$


Figure 2: Two cases of acceleration profile between two consecutive knots.
is not achievable. Minimum-time path traversals with only acceleration limits generally involve a "Bang-Bang control" strategy. Then, it is easy to show that there has only two cases of acceleration profiles when $v_{1}, v_{2}$ have the same signs (see Fig.2).

If $v_{1}$ and $v_{2}$ are both nonnegative, the case is shown in Fig.2(a): use $A$ to accelerate and then $-A$ to decelerate. If $v_{1}$ and $v_{2}$ are both less than or equal to 0 , the case is shown in Fig.2(b): use $-A$ first and then $A$. The distance $|\Delta s|$ has a lower bound when $v_{1}$ and $v_{2}$ have the same signs. Setting $t_{1}$ or $t_{2}$ to be 0 , the area of the trapezoid on the $(t, v)$ phase plane in Fig. 2 is just the lower bound of $|\Delta s|$. The area is easy to compute as $\frac{\left|v_{2}^{2}-v_{1}^{2}\right|}{2 A}$. So, when $v_{1} v_{2} \geq 0$, the two knots are reachable on this axis if and only if $|\Delta s| \geq \frac{\left|v_{2}^{2}-v_{1}^{2}\right|}{2 A}$.

If $v_{1}$ and $v_{2}$ have the opposite signs, it means that there exists a point whose velocity on this axis is 0 between the two knots. The parameter $u_{m}$ of this point can be obtained by solving $x^{\prime}(u)=0$ or $y^{\prime}(u)=0$ (the bisection method can be used between $u_{s}$ and $u_{e}$ ). Then the projection distance $\Delta s$ is divided into $\Delta s_{1}$ which is the projection distance from $u_{s}$ to $u_{m}$, and $\Delta s_{2}$ which is the projection distance from $u_{m}$ to $u_{e}$. Then, when $v_{1} v_{2}<0$, the two knots are reachable on this axis if and only if $\left|\Delta s_{1}\right| \geq \frac{v_{1}^{2}}{2 A}$ and $\left|\Delta s_{2}\right| \geq \frac{v_{2}^{2}}{2 A}$.

Then the reachability function on each axis is

$$
\operatorname{vr}\left(v_{1}, \Delta s, v_{2}, A\right)= \begin{cases}1 & \text { if } v_{1} v_{2} \geq 0 \text { and }|\Delta s| \geq \frac{\left|v_{2}^{2}-v_{2}^{2}\right|}{2 A}, \\ & \text { or } v_{1} v_{2}<0 \text { and }\left|\Delta s_{1}\right| \geq \frac{v_{1}^{2}}{2 A},\left|\Delta s_{2}\right| \geq \frac{v_{2}^{2}}{2 A} \\ 0 & \text { otherwise. }\end{cases}
$$

It is clear that two knots with their velocities are reachable if and only if both their projections on $x$ and $y$ axis are reachable. Then the reachability function is

$$
\begin{align*}
\operatorname{VR}\left(v_{s}, u_{s}, v_{e}, u_{e}\right)= & \operatorname{vr}\left(\frac{x^{\prime}\left(u_{s}\right)}{\sigma\left(u_{s}\right)} v_{s}, x\left(u_{e}\right)-x\left(u_{s}\right), \frac{x^{\prime}\left(u_{e}\right)}{\sigma\left(u_{e}\right)} v_{e}, A_{x}\right) .  \tag{11}\\
& \operatorname{vr}\left(\frac{y^{\prime}\left(u_{s}\right)}{\sigma\left(u_{s}\right)} v_{s}, y\left(u_{e}\right)-y\left(u_{s}\right), \frac{y^{\prime}\left(u_{e}\right)}{\sigma\left(u_{e}\right)} v_{e}, A_{y}\right)
\end{align*}
$$



Figure 3: An illustration of Algorithm DIS_VP. The horizontal axis is the parameter $u$ of the tool path. The vertical axis is the tangential velocity.

### 3.3 Feedrate planning algorithm

The algorithm consists of a forward direction pass and a reverse direction pass. During the forward pass, a trajectory is generated to search for the current maximal feasible velocity under the VLC at each step, otherwise it will maintain on the VLC. The current maximal feasible velocity is obtained by computing the velocity reachability function. During the reverse pass, the maximal feasible preceding velocity under the forward velocity is obtained at each step, otherwise it will be equal to the forward velocity. Now the complete algorithm is stated below:

Algorithm DIS_VP. Discrete velocity planning algorithm.
Input: $\vec{r}(u) u \in[0,1], V_{\text {max }}, A_{x}, A_{y}, \varepsilon, N^{\prime}, \Delta v$.
Output: A set of knots $u_{0}=0<u_{1}<\cdots<u_{N}=1$ and the velocity $v_{i}^{*}$ at $u_{i}$.

1. Pre-process: compute the knots $u_{i}, i=0, \ldots, N$ as shown in the first paragraph of section 3.1 and the velocity interval number $N_{v}(i)$ at each $u_{i}$ with (9).
2. $v_{0}=0, i=0$.
3. Traverse $v_{i+1}$ from $N_{v}(i+1) \Delta v,\left(N_{v}(i+1)-1\right) \Delta v, \ldots$, to 0 , until $\operatorname{VR}\left(v_{i}, u_{i}, v_{i+1}, u_{i+1}\right)=$ 1. If $v_{i+1}=0$, set $v_{i+1}=N_{v}(i+1) \Delta v$.
4. $i=i+1$. If $i<N$ go to step 3 , otherwise continue.
5. $v_{N}^{*}=0, i=N$.
6. Traverse $v_{i-1}^{*}$ from $v_{i-1}, v_{i-1}-\Delta v, \ldots$, to 0 , until $\operatorname{VR}\left(v_{i-1}^{*}, u_{i-1}, v_{i}^{*}, u_{i}\right)=1$. If $v_{i-1}^{*}=0$, set $v_{i-1}^{*}=v_{i-1}$.
7. $i=i-1$. If $i>0$ go to step 6 , otherwise continue.
8. Output $v_{i}^{*}, i=0, \ldots, N$.

Fig. 3 is used to illustrate Algorithm DIS_VP, where Fig.3(a) shows the forward pass (steps 2-4) and Fig.3(b) the reverse pass (steps 5-7). In Fig.3(a), the forward velocity curve
starts from $(0,0)$ and searches for the current maximal feasible velocity under the VLC at each step in interval (1) in Fig.3. Then it maintains on the VLC in interval (2) because the velocity reachability function has no solution or the velocity is feasible on the VLC. Then the velocity curve departs from the VLC and searches for the maximal feasible velocity again in interval (3). Intervals (4) and (5) are similar to intervals (2) and (3) respectively. In Fig.3(b), the reverse velocity curve starts from point $(1,0)$ and searches for the maximal feasible preceding velocity under the forward velocity curve. It updates the forward velocity curve in intervals $(2)(4)(7)$. Then the velocity values at each $u_{i}$ is obtained.

We now show how to chose the two parameters $N^{\prime}$ and $\Delta v$ in the input of the algorithm.
The segments number $N^{\prime}$ will be chosen to be at least $10 \%$ of the number of interpolation steps along the tool path for the computational accuracy. It can be estimated as $S /\left(10 V_{\text {ave }} T\right)$, where $S$ is an estimation of the length of the tool path, $V_{\text {ave }}$ is an estimation of the average velocity.

The value $\Delta v$ can not be too large, otherwise Algorithm DIS_VP may not obtain a solution. Here a limit to $\Delta v$ is given as below. In the forward pass, $v_{i}=0$ leads to the bounds of $v_{i+1}$ from the velocity reachability function:

$$
\left\{\begin{array}{l}
-2 A_{x}\left|x\left(u_{i+1}\right)-x\left(u_{i}\right)\right| \leq\left(\frac{x^{\prime}\left(u_{i+1}\right)}{\sigma\left(u_{i+1}\right)} v_{i+1}\right)^{2} \leq 2 A_{x}\left|x\left(u_{i+1}\right)-x\left(u_{i}\right)\right| \\
-2 A_{y}\left|y\left(u_{i+1}\right)-y\left(u_{i}\right)\right| \leq\left(\frac{y^{\prime}\left(u_{i+1}\right)}{\sigma\left(u_{i+1}\right)} v_{i+1}\right)^{2} \leq 2 A_{y}\left|y\left(u_{i+1}\right)-y\left(u_{i}\right)\right|
\end{array}\right.
$$

Then
$v_{i+1} \leq \min \left\{\frac{\sigma\left(u_{i+1}\right)}{\left|x^{\prime}\left(u_{i+1}\right)\right|} \sqrt{2 A_{x}\left|x\left(u_{i+1}\right)-x\left(u_{i}\right)\right|}, \frac{\sigma\left(u_{i+1}\right)}{\left|y^{\prime}\left(u_{i+1}\right)\right|} \sqrt{2 A_{y}\left|y\left(u_{i+1}\right)-y\left(u_{i}\right)\right|}\right\} \triangleq V_{a}(i+1)$
To make sure that there is a feasible discrete velocity value at each $u_{i+1}, \Delta v$ can not be greater than $V_{a}(i+1)$ at each $u_{i+1}, i=0, \ldots, N-1$. Then

$$
\Delta v \leq \min _{1 \leq i \leq N} V_{a}(i) \triangleq V_{a}
$$

Together with the similar upper bound $V_{b}$ in the reverse pass, the limit to $\Delta v$ is $\min \left\{V_{a}, V_{b}\right\}$. The value of $\Delta v$ can be chosen to be $\min \left\{V_{a}, V_{b}\right\} / 100 \sim \min \left\{V_{a}, V_{b}\right\} / 10$ in Algorithm DIS_VP.

Let $\mathbb{N}$ be the number of points in the discretization grid of the $u-v$ phase plane given in (10). Then the computational complexity of the algorithm is $O(\mathbb{N})$ in terms of floatingpoint arithmetic operations, since there are twice loop operations in the algorithm with $\mathbb{N}$ as the maximal number of loops, and in each step inside the loop it only needs to perform a fixed number of floating point arithmetic operations. It is clear that $N_{v}(i) \leq V_{\max } / \Delta v$ and $\mathbb{N} \leq V_{\max } N / \Delta v+N$. Since $V_{\max }$ is a fixed value, the computational complexity of the algorithm is $O(N / \Delta v)$. A more detailed analysis of Algorithm DIS_VP will be stated in the next subsection.

### 3.4 Optimality of the algorithm

In this subsection, it will be proved that Algorithm DIS_VP does obtain a globally optimal solution for problem (7) under constraints (8) as $\Delta u$ and $\Delta v$ approach to 0.

The method to prove the optimality is similar to that used in $[1,2,3,8]$. The phase plane $(u, v)$ and the VLC are used to construct a solution for the minimum time control problem. The algorithm is analyzed in the same phase plane and then the optimality is shown.

Using (2), the $x$ and $y$ acceleration constraints can be rewritten to be the constraints of $v^{\prime}$ :

$$
\left\{\begin{array}{l}
f_{1}(u, v) \leq v^{\prime} \leq g_{1}(u, v)  \tag{12}\\
f_{2}(u, v) \leq v^{\prime} \leq g_{2}(u, v)
\end{array}\right.
$$

Let $f=\max \left\{f_{1}, f_{2}\right\}, g=\min \left\{g_{1}, g_{2}\right\}$. Then the constraints (12) lead to

$$
\begin{equation*}
f(u, v) \leq v^{\prime} \leq g(u, v) \tag{13}
\end{equation*}
$$

where $f(u, v), g(u, v)$ are piecewise continuously differentiable functions of $u, v$. The inequality (13) shows that $v^{\prime}$ has an upper and lower bound at any point on the phase plane $(u, v)$ under the VLC.

When $\Delta u$ and $\Delta v$ approach to 0 , it can be seen that step 3 in Algorithm DIS_VP searches for the current maximal $v^{\prime}$ under all the constraints. Although only a finite number of values for the velocity is found, it can be considered that a velocity curve $v(u)$ is computed in this proof when $\Delta u$ and $\Delta v$ approach to 0.

In steps $2-4$, the segments of the velocity curve are either under the VLC or equal to $V_{\text {lim }}(u)$. If the velocity curve segment is under the VLC, it satisfies $v^{\prime}=g(u, v)$. If the segment is equal to $V_{\text {lim }}(u)$, there are two cases: $V_{\text {lim }}(u)$ is a feasible solution in step 3 , which means $f(u, v) \leq V_{\text {lim }}^{\prime}(u) \leq g(u, v)$; or there has no solution in step 3 , which means $V_{\text {lim }}^{\prime}(u) \leq f(u, v) \leq g(u, v)$. Together with the two cases, $V_{\text {lim }}^{\prime}(u) \leq g(u, v)$ satisfies when the velocity curve segment is equal to $V_{\lim }(u)$.

The analysis of steps $5-7$ is similar. Step 6 searches for the current minimal $v^{\prime}$ with all the constraints. If the velocity curve segment is under the VLC, it satisfies $v^{\prime}=f(u, v)$; if the segment is equal to $V_{\text {lim }}(u)$, it satisfies $f(u, v) \leq V_{\text {lim }}^{\prime}(u)$.

Now it is clear that the complete velocity curve consists of three types of segments (Fig.3(b) is used to illustrate): the segments which satisfy $v^{\prime}=g(u, v)$ (see Fig.3(b) segments $(1)(3)(6))$, the segments which satisfy $v^{\prime}=f(u, v)$ (see Fig.3(b) segments (2)(4)(7)), and the feasible segments which are parts of the VLC curve $V_{\text {lim }}(u)$ (see Fig.3(b) segment (5)). If the velocity curve segment is equal to $V_{\lim }(u)$, it satisfies the $x$ and $y$ acceleration constraints since it satisfies $V_{\text {lim }}^{\prime}(u) \leq g(u, v)$ and $f(u, v) \leq V_{\text {lim }}^{\prime}(u)$. Then all the segments of the velocity curve satisfy the $x$ and $y$ acceleration constraints and are under the VLC.

Hence, to prove the optimality, it only needs to show that the velocity curve given by Algorithm DIS_VP is higher than any other velocity curve on the phase plane $(u, v)$, which satisfies constraints (8). In order to prove this, it needs the following result.

Comparison Theorem (p.25, [27]): Let $y, z$ be solutions of the following differential equations

$$
y^{\prime}=F(x, y), z^{\prime}=G(x, z)
$$

respectively, where $F(x, y) \leq G(x, y), a \leq x \leq b$, and $F$ or $G$ satisfies Lipschitz's condition. If $y(a)=z(a)$, then $y(x) \leq z(x)$ for any $x \in[a, b]$.

Using the comparison theorem, it can be proven that the algorithm obtains a globally optimal solution. Let $\hat{v}$ be any feasible solution for (8) and $v$ be the solution given by Algorithm DIS_VP.

Fig.3(b) is used to illustrate the proof. In segment (1) in Fig.3(b), there are $\hat{v}(0)=v(0)$ and

$$
v^{\prime}=g(u, v), \hat{v}^{\prime} \leq g(u, \hat{v}), u \in\left[0, u_{1}\right]
$$

$g(u, v)$ satisfies Lipschitz's condition since it is piecewise continuously differentiable. From the comparison theorem, it can be shown that $\hat{v} \leq v, u \in\left[0, u_{1}\right]$.

In segments (3) and (6) in Fig.3(b), there are $\hat{v}\left(u_{2}\right) \leq v\left(u_{2}\right), \hat{v}\left(u_{5}\right) \leq v\left(u_{5}\right)$ since $v\left(u_{2}\right), v\left(u_{5}\right)$ are on the VLC. The condition $y(a)=z(a)$ can be changed to $y(a) \leq z(a)$ in the comparison theorem. The result will not change according to the proof of the comparison theorem. Then

$$
\hat{v} \leq v, u \in\left[0, u_{1}\right] \cup\left[u_{2}, u_{3}\right] \cup\left[u_{5}, u_{6}\right]
$$

In segment (7) in Fig.3(b), there are $\left.\hat{v}\right|_{\tilde{u}=0}=\left.v\right|_{\tilde{u}=0}$, and

$$
\frac{d}{d \tilde{u}} v(1-\tilde{u})=-f(1-\tilde{u}, v(1-\tilde{u})), \frac{d}{d \tilde{u}} \hat{v}(1-\tilde{u}) \leq-f(1-\tilde{u}, \hat{v}(1-\tilde{u})), \tilde{u} \in\left[0,1-u_{6}\right]
$$

by making the change of variable $\tilde{u}=1-u .-f(1-\tilde{u}, v(1-\tilde{u}))$ satisfies Lipschitz's condition since $f(u, v)$ is piecewise continuously differentiable. From the comparison theorem, it can be shown that

$$
\hat{v}(1-\tilde{u}) \leq v(1-\tilde{u}), \tilde{u} \in\left[0,1-u_{6}\right]
$$

which is equivalent to $\hat{v} \leq v, u \in\left[u_{6}, 1\right]$.
In segments (2) and (4) in Fig.3(b), the proof is similar to segments (3) and (6). Then

$$
\hat{v} \leq v, u \in\left[u_{1}, u_{2}\right] \cup\left[u_{3}, u_{4}\right] \cup\left[u_{6}, 1\right]
$$

Together with $\hat{v} \leq v, u \in\left[u_{4}, u_{5}\right]$, it can be shown that $\hat{v} \leq v, u \in[0,1]$. From

$$
\frac{\sigma(u)}{v(u)} \leq \frac{\sigma(u)}{\hat{v}(u)}
$$

then

$$
\int_{0}^{1} \frac{\sigma(u)}{v(u)} d u \leq \int_{0}^{1} \frac{\sigma(u)}{\hat{v}(u)} d u
$$

which proves the optimality of the algorithm.

## 4 Feedrate smoothing and fitting

In this section, we will show how to obtain a near-time-optimal smooth velocity function from the sequence of velocity values obtained in section 3 .

It is known that the velocity found with Algorithm DIS_VP is a discretization of the velocity curve found with the methods in $[1,2,3,8]$, which is piecewise differentiable. So its acceleration profile has discontinuities at a finite number of parametric values, which will cause vibrations and then large contouring errors. From (1), when the parametric tool path has at least $C^{2}$ continuity, the acceleration discontinuity points are just the discontinuity points of $v^{\prime}$ (or $\left.q^{\prime}\right)$. In this case, one method to reduce vibrations is smoothing the velocity curve.


Figure 4: Feedrate smoothing around the velocity derivative discontinuity.

In the proof of optimality of Algorithm DIS_VP in section 3.4, it is shown that the velocity curve consists of three parts: the segments which satisfy $v^{\prime}=g(u, v)$, the segments which satisfy $v^{\prime}=f(u, v)$, and the segments which are parts of $V_{\text {lim }}(u)$. Then, every discontinuity point of $v^{\prime}$ is either the intersection of any two parts of the above three, or the derivative discontinuity of the VLC. The first kind of discontinuities are easy to find throughout the process of Algorithm DIS_VP. The locating of the second kind of discontinuities is not direct. This case will be dealt with later.

First, the case that $v^{\prime}$ suddenly decreases at a point is considered. To find these points, it just needs to add steps $1^{\prime}, 3^{\prime}$ and $6^{\prime}$ after steps 1,3 and 6 respectively in Algorithm DIS_VP:

1'. Initialization: $\operatorname{flag}(i)=0, i=0, \ldots, N$
3'. If $v_{i}<N_{v}(i) \Delta v$ and $v_{i+1}=N_{v}(i+1) \Delta v$, set $\operatorname{flag}(i+1)=1$.
$6^{\prime}$. If $v_{i}^{*}<v_{i}$ and $v_{i-1}^{*}=v_{i-1}$, set $\operatorname{flag}(i-1)=1$; if $v_{i-1}^{*}<v_{i-1}$ and $\operatorname{flag}(i-1)=1$, set $\operatorname{flag}(i-1)=0$.
In the forward pass of Algorithm DIS_VP, step 3' marks the points where the segments which satisfy $v^{\prime}=g(u, v)$ intersect the VLC with $\operatorname{flag}(i+1)=1$ at $u_{i+1}$. In the reverse pass, step $6^{\prime}$ marks the points where the segments which satisfy $v^{\prime}=f(u, v)$ intersect the forward velocity curve and removes the marks where the forward velocity curve is updated by the reverse velocity curve.

Suppose $\operatorname{flag}(k)=1$, that is, $v^{\prime}$ suddenly decreases at parametric $u_{k}$. Choosing an appropriate small positive integer $l$, the velocities computed by Algorithm DIS_VP at parametric $u_{k-l}, \ldots, u_{k+l}$ are decreased to obtain a finite rate of change of $v^{\prime}$ (or $q^{\prime}$ ) (see Fig.4). With the approximation of $q^{\prime}$ and $q^{\prime \prime}$ by

$$
q_{i}^{\prime}=\frac{q_{i}-q_{i-1}}{u_{i}-u_{i-1}}, q_{i}^{\prime \prime}=\frac{q_{i}^{\prime}-q_{i-1}^{\prime}}{u_{i}-u_{i-1}},
$$

solve the linear programming problem to obtain the new $q_{i}$ :

$$
\begin{equation*}
\min \sum_{i=k-l}^{k+l}\left(v_{i}^{* 2}-q_{i}\right) \tag{14}
\end{equation*}
$$

subject to

$$
\left\{\begin{array}{l}
0 \leq q_{i} \leq v_{i}^{* 2}, i=k-l, \ldots, k+l  \tag{15}\\
-A_{x} \leq \frac{1}{\sigma}\left(\frac{x^{\prime}}{\sigma}\right)^{\prime}\left(u_{i}\right) q_{i}+\frac{x^{\prime}}{2 \sigma^{2}}\left(u_{i}\right) q_{i}^{\prime} \leq A_{x}, i=k-l, \ldots, k+l+1 \\
-A_{y} \leq \frac{1}{\sigma}\left(\frac{y^{\prime}}{\sigma}\right)^{\prime}\left(u_{i}\right) q_{i}+\frac{y^{\prime}}{2 \sigma^{2}}\left(u_{i}\right) q_{i}^{\prime} \leq A_{y}, i=k-l, \ldots, k+l+1 \\
-J \leq q_{i}^{\prime \prime} \leq J, i=k-l, \ldots, k+l+2
\end{array}\right.
$$

where $v_{i}^{*}$ are the velocities computed by Algorithm DIS_VP, $J$ is an appropriate limit of $q^{\prime \prime}$.

Note that the second and third constraints in (15) are discrete version of constraints (2), which guarantee that the acceleration on each axis is confined. The fourth constraint in (15) is used for smoothing the velocity.

The new velocities at parametric values $u_{k-l}, \ldots, u_{k+l}$ satisfy all the original constraints and have eliminated the discontinuity of $q^{\prime}$ at $u_{k}$ in the sense of discrete model.

Usually, the small positive integer $l$ can be predetermined (for example, $l=N / 100$ ). It is clear that the above linear programming always has a solution when the $q^{\prime \prime}$ bound $J$ is large enough. Since for $i=k-l, \ldots, k+l+2$,

$$
\left|q_{i}^{\prime \prime}\right| \leq \frac{2 \max _{k-l-1 \leq i \leq k+l+2}\left|q_{i}^{\prime}\right|}{\min _{k-l \leq i \leq k+l+2}\left(u_{i}-u_{i-1}\right)} \leq \frac{4 \max _{k-l-2 \leq i \leq k+l+2}\left\{q_{i}\right\}}{\min _{k-l-1 \leq i \leq k+l+2}\left(u_{i}-u_{i-1}\right)^{2}}
$$

the initial value of $J$ can be chosen to be

$$
\frac{4 \max _{k-l-2 \leq i \leq k+l+2}\left\{v_{i}^{* 2}\right\}}{\min _{k-l-1 \leq i \leq k+l+2}\left(u_{i}-u_{i-1}\right)^{2}}
$$

Then $J$ is decreased by using dichotomy and the above linear programming is solved every time, until an acceptable solution is obtained.

In the case that $v^{\prime}$ suddenly increases at $u_{k}$, which is also easy to find throughout the process of Algorithm DIS_VP as above, a velocity adjusting interval [ $u_{k-l_{1}}, u_{k+l_{2}}$ ] can be chosen to cover this point, the preceding and the next $v^{\prime}$ discontinuity point. Then the linear programming above is solved together with the three discontinuities. If the discontinuity is on the VLC and its position is not known, the velocity adjusting interval can be chosen to cover this VLC segment as well.

The feedrate smoothing with linear programming will not increase the complexity of the algorithm since the linear programming has efficient polynomial-time algorithms [28] with complexity $O\left(n^{3.5}\right)$, and the dimension of the problem $n=2 l+1 \approx N / 50$ is quite small compared with $N$. So, the total computational complexity of the whole procedure is the same as that of Algorithm DIS_VP.

For the interpolation process, the sequence of velocity points should be fitted into a feedrate function. Sencer et al [12] expressed the feedrate function in a cubic B-spline form. Ernesto and Farouki [17] specified the square of the feedrate as a Bernstein-form polynomial. In this paper, the A-spline [29] is adopted to fit the the velocity points into a smooth curve. It is based on a piecewise function composed of a set of polynomials, each of degree three


Figure 5: The butterfly curve and its control points.
at most. Then the feedrate $v(u)$ along the tool path $\vec{r}(u)$ is obtained, which is a cubic spline with $C^{1}$ continuity. With an acceptable curve fitting error, the feedrate function is near-time-optimal.

We finally remark that a time-optimal smooth velocity function to the feedrate planning problem under confined acceleration and chord error does not exist. In Section 3.4, it is shown that a time-optimal velocity function exists under confined acceleration and chord error, which achieves maximal value at any point. Also see $[1,2,3,8]$. When we want to smooth the time-optimal solution, at any discontinues point, the velocity function can be approximated by a smooth one with any precision and there does not exists an optimal one. See Figure 4 for an illustration. Therefore, a near-time-optimal solution is the best we can have for the problem.

## 5 Experimental results

In this section, we will present the experimental result. The butterfly curve from [25] is used to illustrate the algorithm. It is a cubic NURBS curve (see Fig.5) with 51 control points and has $C^{2}$ continuity since each knot has multiplicity 1.

The constraints are set to be $V_{\max }=120 \mathrm{~mm} / \mathrm{s}, A_{x}=A_{y}=800 \mathrm{~mm} / \mathrm{s}^{2}, \varepsilon=1 \mu \mathrm{~m}, T=$ $2 m s$, where $T$ is the sampling period of the CNC machine. For discretization, $N^{\prime}=$ $300,500,1000$ and $\Delta v=0.01,0.02 \mathrm{~mm} / \mathrm{s}$ are chosen respectively in this example. The executing times of Algorithm DIS_VP with different $N^{\prime}$ and $\Delta v$ are listed in Table 1 (CPU: Intel Core2 Duo, 2.93GHz; programming software: Microsoft Visual C++ 6.0). From Table 1, we can see that the executing time of Algorithm DIS_VP is approximately proportional to $O\left(N^{\prime} / \Delta v\right)$, which confirms the computational complexity analysis of the algorithm in the last paragraph of section 3.3.

The discretization with $N^{\prime}=1000, \Delta v=0.01 \mathrm{~mm} / \mathrm{s}$ is adopted to show the results of the algorithm. The total number of refined tool path segments is $N=1452$ in Algorithm DIS_VP. In Fig.6, the dotted curve is the VLC computed by (6), and the solid curve is the optimal velocity given by Algorithm DIS_VP.

Fig. 7 shows the detail of the velocity smoothing given by linear programming in section

Table 1: Executing times of Algorithm DIS_VP with different $N^{\prime}$ and $\Delta v$.

| $N^{\prime}$ | 300 | 300 | 500 | 500 | 1000 | 1000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta v(\mathrm{~mm} / \mathrm{s})$ | 0.02 | 0.01 | 0.02 | 0.01 | 0.02 | 0.01 |
| Velocity Planning (s) | 0.043 | 0.085 | 0.067 | 0.134 | 0.128 | 0.255 |



Figure 6: Dotted curve: VLC; Solid curve: velocity given by Algorithm DIS_VP.
4. The dotted curve is the original optimal velocity. The solid curve is the smoothed velocity.

Then the velocity points sequence is fitted into a cubic spline with 229 cubic polynomials. In Fig.8(a)(b), the points are the sequence of velocity points, and the solid curve is the fitted velocity curve. Fig.8(b) shows the detail of Fig.8(a).

The CNC system used in the experiment is GJ-210M (see Fig.9), which is a commercial product of Shenyang Lantian CNC Corporation. Since the butterfly curve consists of 48 segments of cubic rational curves, together with the 229 segments of the feedrate function, there are at most 276 segments with different curve expressions or feedrate functions. A new


Figure 7: Dotted curve: the optimal velocity; Solid curve: the smoothed velocity.


Figure 8: The velocity points and the fitted velocity curve.

G-code is designed for cubic NURBS curves in the CNC system GJ-210M:

G66.5 |  | $x_{0}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $y_{0}$ | $y_{1}$ | $y_{2}$ | $y_{3}$ |
|  | $d_{0}$ | $d_{1}$ | $d_{2}$ | $d_{3}$ |
|  | $v_{0}$ | $v_{1}$ | $v_{2}$ | $v_{3}$ |
|  | $u_{1}$ | $u_{2}$ |  |  |

which means on the segment $\left[u_{1}, u_{2}\right]$, the curve is

$$
x(u)=\frac{x_{0}+x_{1} u+x_{2} u^{2}+x_{3} u^{3}}{d_{0}+d_{1} u+d_{2} u^{2}+d_{3} u^{3}}, y(u)=\frac{y_{0}+y_{1} u+y_{2} u^{2}+y_{3} u^{3}}{d_{0}+d_{1} u+d_{2} u^{2}+d_{3} u^{3}}
$$

and the feedrate function is

$$
v(u)=v_{0}+v_{1} u+v_{2} u^{2}+v_{3} u^{3} .
$$

By employing Taylor's expansion of $u(t)$ at $t=t_{k}$ and neglecting high-order terms, the second-order Taylor interpolation algorithm [18, 24] is adopted in the controller:

$$
\begin{equation*}
u_{k+1}=u_{k}+\frac{v}{\sigma}\left(u_{k}\right) T+\left(\frac{v}{\sigma}\right)^{\prime} \frac{v}{\sigma}\left(u_{k}\right) \frac{T^{2}}{2} \tag{16}
\end{equation*}
$$

Detailed analysis of parameter computation can be found in $[25,26]$.


Figure 9: The CNC system used in the experiment.

Fig. 10 shows the simulation results: the feedrate, the $x$ and $y$ accelerations, and the chord error, respectively. The machining time ( 5.17 s ) is much shorter than the machining time ( 8.05 s ) given by the algorithm proposed in [23] for the same curve and velocity, acceleration and chord error constraints. It should be noted that even though the real jerk constraint has not been considered in this paper, the acceleration on each axis is continuous.

## 6 Conclusion

The algorithm proposed in this paper is computationally more efficient than the analytical solving methods used in the phase plane analysis approaches when the parametric functions for the tool path are complex. Computing the expression of the VLC and switching points are avoided. It also does not need to integrate the accelerations. The constraints are more easy to be generalized in this algorithm. This discrete velocity search algorithm just need to compute a velocity reachability function at each step, and the computational complexity of the algorithm is $O(M / \Delta v)$ in terms of floating-point arithmetic operations. Comparing with the existing discrete algorithms using nonlinear programming techniques, this algorithm can give time-optimal solution with confined acceleration and chord error. Using a linear programming scheme and velocity curve fitting to remove the sudden jumps occurring in the acceleration of the time-optimal feedrate solution, a near-time-optimal solution with continuous accelerations is obtained. Simulation and experiment results show the feasibility and applicability of the feedrate planning algorithm.
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