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Abstract —We present efficient algorithms for two all-to-all communication operations in message-passing systems: index (or all-to-
all personalized communication) and concatenation (or all-to-all broadcast). We assume a model of a fully connected message-
passing system, in which the performance of any point-to-point communication is independent of the sender-receiver pair. We also
assume that each processor has k ≥ 1 ports, through which it can send and receive k messages in every communication round. The
complexity measures we use are independent of the particular system topology and are based on the communication start-up time,
and on the communication bandwidth.

In the index operation among n processors, initially, each processor has n blocks of data, and the goal is to exchange the i th
block of processor j with the j th block of processor i. We present a class of index algorithms that is designed for all values of n and
that features a trade-off between the communication start-up time and the data transfer time. This class of algorithms includes two
special cases: an algorithm that is optimal with respect to the measure of the start-up time, and an algorithm that is optimal with
respect to the measure of the data transfer time. We also present experimental results featuring the performance tuneability of our
index algorithms on the IBM SP-1 parallel system.

In the concatenation operation, among n processors, initially, each processor has one block of data, and the goal is to
concatenate the n blocks of data from the n processors, and to make the concatenation result known to all the processors. We
present a concatenation algorithm that is optimal, for most values of n, in the number of communication rounds and in the amount of
data transferred.

Index Terms —All-to-all broadcast, all-to-all personalized communication, complete exchange, concatenation operation, distributed-
memory system, index operation, message-passing system, multiscatter/gather, parallel system.

——————————   ✦   ——————————

1 INTRODUCTION

ollective communication operations [2] are communica-
tion operations that generally involve more than two

processors, as opposed to the point-to-point communication
between two processors. Examples of collective communica-
tion operations include: (one-to-all) broadcast, scatter, gather,
index (all-to-all personalized communication), and concate-
nation (all-to-all broadcast). See [13], [16] for a survey of col-
lective communication algorithms on various networks with
various communication models.

The need for collective communication arises frequently in
parallel computation. Collective communication operations
simplify the programming of applications for parallel comput-
ers, facilitate the implementation of efficient communication
schemes on various machines, promote the portability of

applications across different architectures, and reflect concep-
tual grouping of processes. In particular, collective communi-
cation is used extensively in many scientific applications for
which the interleaving of stages of local computation with
stages of global communication is possible (see [12]).

This paper studies the design of all-to-all communication
algorithms, namely, collective operations in which every
processor both sends data to and receives data from every
other processor. In particular, we focus on two widely used
operations: index (or all-to-all personalized communication)
and concatenation (or all-to-all broadcast).

The algorithms described here are incorporated into
the Collective Communication Library (CCL) [2], which
was designed and developed for the new IBM line of scal-
able parallel computers. The first computer in this line,
the IBM 9076 Scalable POWERparallel System 1 (SP1),
was announced in February 1994.

1.1 Definitions and Applications

INDEX: The system consists of n processors p0, p1, º, pn-1.
Initially, each processor pi has n blocks of data B[i, 0],
B[i, 1], º, B[i, n - 1], where every block B[i, j] is of size
b. The goal is to exchange block B[i, j] (the jth data
block of processor pi) with block B[j, i] (the ith data
block of processor pj), for all 0 £ i, j £ n - 1. The final
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result is that each processor pi, for 0 £ i £ n - 1, holds
blocks B[0, i], B[1, i], º, B[n - 1, i].

CONCATENATION: The system consists of n processors p0, p1,
º, pn-1. Initially, each processor pi has a block of data
B[i] of size b. The goal is to make the concatenation of
the n data blocks, namely, B[0] B[1] � B[n - 1],
known to all the n processors.

Both the index and concatenation operations are used
extensively in distributed-memory parallel computers and
are included in the Message-Passing Interface (MPI) stan-
dard proposal [24]. (The index operation is referred to as
MPI_Alltoall in MPI, while the concatenation is referred
to as MPI_Allgather in MPI.) For example, the index op-
eration can be used for computing the transpose of a ma-
trix, when the matrix is partitioned into blocks of rows (or
columns) with different blocks residing on different proc-
essors. Thus, the index operation can be used to support
the remapping of arrays in HPF compilers, such as re-
mapping the data layout of a two-dimensional array from
(block, *) to (cyclic, *), or from (block, *) to (*, block). The
index operation is also used in FFT algorithms [22], in
Ascend and Descend algorithms [26], in the Alternating
Direction Implicit (ADI) method [21], and in the solution
of Poisson’s problem by the Fourier Analysis Cyclic Re-
duction (FACR) method [28], [23], or the two-dimensional
FFT method [8]. The concatenation operation can be used
in matrix multiplication [19] and in basic linear algebra
operations [12].

1.2 Communication Model
We assume a model of a multiport fully connected mes-
sage-passing system. The assumption of full connectivity
means that each processor can communicate directly with
any other processor and that every pair of processors are
equally distant. The assumption of multiple ports means
that, in every communication step (or round), each proces-
sor can send k distinct messages to k processors and simul-
taneously receive k messages from k other processors, for
some k ≥ 1. Throughout the paper, we assume 1 £ k £ n - 1,
where n is the number of processors in the system. The
multiport model generalizes the one-port model that has
been widely investigated. There are examples of parallel
systems with k-port capabilities for k > 1, such as the
nCUBE/2, the CM-2 (where k is the dimension of the hyper-
cube in both machines), and transputer-based machines.

Such a fully connected model addresses emerging trends
in many modern distributed-memory parallel computers
and message-passing communication environments. These
trends are evident in systems such as IBM’s Vulcan [6],
MIT’s J-Machine [10], NCUBE’s nCUBE/2 [25], Thinking
Machines’ CM-5 [29], and IBM’s 9076 Scalable POWERparallel
System 1, and in environments such as IBM EUI [1], PICL
[14], PARMACS [17], Zipcode [27], and Express [31]. These
systems and environments generally ignore the specific
structure and topology of the communication network and
assume a fully connected collection of processors, in which
each processor can communicate directly with any other
processor by sending and receiving messages. The fact that
this model does not assume any single topology makes it

general and flexible. For instance, this model allows the
development of algorithms that are portable between dif-
ferent machines, that can operate within arbitrary and dy-
namic subsets of processors, and that can operate in the
presence of faults (assuming connectivity is maintained). In
addition, algorithms developed for this model can also be
helpful in designing algorithms for specific topologies.

We use the linear model [13] to estimate the commu-
nication complexity of our algorithms. In the linear
model, the time to send an m-byte message from one
processor to another, without congestion, can be mod-
eled as T = b + mt, where b is the overhead (start-up
time) associated with each send or receive operation, and
t is the communication time for sending each additional
byte (or any appropriate data unit).

For convenience, we define the following two terms in
order to estimate the time complexities of our communica-
tion algorithms in the linear model:

• C1: the number of communication steps (or rounds)
required by an algorithm. C1 is an important meas-
ure when the communication start-up time is high,
relative to the transfer time, of one unit of data, and
the message size per send/receive operation is
relatively small.

• C2: the amount of data (in the appropriate unit of
communication: bytes, flits, or packets) transferred in
a sequence. Specifically, let mi be the largest size of a
message (over all ports of all processors) sent in
round i. Then, C2 is the sum of all the mis over all
rounds i. C2 is an important measure when the start-
up time is small compared to the message size.

Thus, in our fully connected, linear model, an algorithm
has an estimated communication time complexity of T =
C1b + C2t. It should be noted that there are more detailed
communication models, such as the BSP model [30], the
Postal model [3], and the LogP model [9], which further
take into account that a receiving processor generally com-
pletes its receive operation later than the corresponding
sending processor finishes its send operation. However,
designing practical and efficient algorithms in these models
is substantially more complicated. Another important issue
is the uniformity of the implementation. For example, in the
LogP model, the design of collective communication algo-
rithms is based on P, the number of processors. Optimal algo-
rithms for two distinct values of P may be very different. This
presents a challenge when the goal is to support collective
communication algorithms for processor groups with various
sizes while using one collective communication library.

1.3 Main Contributions and Organization
We study the complexity of the index and concatenation
operations in the k-port fully connected message-passing
model. We derive lower bounds and develop algorithms
for these operations. The following is a description of our
main results:

• Lower bounds: Section 2 provides lower bounds on
the complexity measures C1 and C2 for both the con-
catenation and the index operations.
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For the concatenation operation, we show that any
algorithm requires C nk1 1≥ +log  communication

rounds and sends C b n
k2

1≥ -a f  units of data.

For the index operation, we show that any algo-
rithm requires C nk1 1≥ +log  communication rounds

and sends C b n
k2

1≥ -a f  units of data. We also show

that, when n is a power of k + 1, any index algorithm
that uses the minimal number of communication
rounds (i.e., C1 = logk+1 n) must transfer
C nbn

k k2 1 1≥ + +log  units of data. Finally, we show that,
in the one-port model, if the number of communica-
tion rounds C1 is O(log n), then C2 must be W(bn log n).

• Index algorithms: Section 3 describes a class of effi-
cient algorithms for the index operation among n
processors. This class of algorithms is designed for
arbitrary values of n and features a trade-off be-
tween the start-up time (measure C1) and the data

transfer time (measure C2). Using a parameter r,

where 2 £ r £ n, the communication complexity
measures of the algorithms are C nr

k r1
1= - log

and C b nr
k

n
r r2

1£ - log . Note that, following our

lower bound results, optimal C1 and C2 cannot be ob-
tained simultaneously. To increase the performance of
the index operation, the parameter r can be carefully
chosen as a function of the start-up time b, the data
transfer rate t, the message size b, the number of
processors n, and the number of ports k. Two special
cases of this class are of particular interest: One case
exhibits the minimal number of communication
rounds (i.e., C1 is minimized to logk n+1  by choosing
r = k + 1), and another case features the minimal
amount of data transferred (i.e., C2 is minimized to

b n
k
-1  by choosing r = n). The one-port version of the

index algorithm was implemented on the IBM’s SP-1
to confirm the existence of the trade-off between C1

and C2. It should be noted that, when n is a power of
two, there are known algorithms for the index opera-
tion which are based on the structure of a hypercube
(see [5], [20], [18]). However, none of these algorithms
can be easily generalized to values of n that are not
powers of two without losing efficiency. The idea of a
trade-off between C1 and C2 is not new and has been
applied to hypercubes in [5], [18].

• Concatenation algorithms: Section 4 presents algo-
rithms for the concatenation operation in the k-port
model. These algorithms are optimal for any values of
n, b, and k, except for the following range: b ≥ 3, k ≥ 3,
and (k + 1)d - k < n < (k + 1)d, for some d. (Thus, if b = 1
or k = 1, which covers most practical cases, our algo-
rithm is optimal.) In this special range, we achieve ei-
ther optimal C2 and suboptimal C1 (one more than the

lower bound logk n+1 ), or optimal C1 and suboptimal

C2 (at most b - 1 more than the lower bound b n
k
-1a f ).

• Pseudocode: Appendices A and B provide pseudo-
code for the index and concatenation algorithms, re-
spectively, in the one-port model. Both the index
and concatenation operations were included in the
Collective Communication Library [2] of the Exter-
nal User Interface (EUI) [1] for the 9076 Scalable
POWERparallel System (SP1) by IBM. In addition,
these one-port versions of the algorithms have been
implemented on various additional software plat-
forms including PVM [15], and Express [31].

2 LOWER BOUNDS

This section provides lower bounds on the complexity
measures C1 and C2 for algorithms that perform the con-
catenation and index operations. Proposition 2.1 was
shown in [13]. We include it here for completeness.

2.1 Lower Bounds for the Concatenation Operation

PROPOSITION 2.1. In the k-port model, for k ≥ 1, any concatenation
algorithm requires C1 1≥ +logk n  communication rounds.

PROOF. Focus on one particular processor, say, processor p0.
The concatenation operation requires, among other
things, that the data block B[0] of processor p0 be
broadcast among the n processors. With k communica-
tion ports per processor, data block B[0] can reach at
most (k + 1)d processors in d communication rounds.

For (k + 1)d to be at least n, we must have d nk≥ +log 1

communication rounds. �

PROPOSITION 2.2. In the k-port model, for k ≥ 1, any concatena-

tion algorithm transfers C b n
k2

1≥ -a f  units of data.

PROOF. Each processor must receive the n - 1 data blocks of
the other n - 1 processors, the combined size of which
is b(n - 1) units of data. Since each processor can use
its k input ports simultaneously, the amount of data
transferred through one of the input ports must be at

least b n
k
-1a f . �

2.2 Lower Bounds for the Index Operation

PROPOSITION 2.3. In the k-port model, for k ≥ 1, any index algo-
rithm requires C nk1 1≥ +log  communication rounds.

PROOF. Any concatenation operation on an array B[i], 0 £ i < n,
can be reduced to an index operation on B[i, j], 0 £ i,
j < n, by letting B[i, j] = B[i] for all i and j. Thus, the
proposition follows from Proposition 2.1. �

PROPOSITION 2.4. In the k-port model, for k ≥ 1, any index algo-

rithm transfers C b n
k2

1≥ -a f  units of data.

PROOF. Similar to the proof of Proposition 2.3, the proposi-
tion follows from Proposition 2.2. �
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2.3 Compound Lower Bounds for the Index
Operation

Here, we provide additional lower bounds for the index
operation. These lower bounds characterize the measure C1

as a function of C2 and vice versa. Theorems 2.5 and 2.7

show that when C1 is optimized first, the lower bound on

C2 becomes an order of O(logk+1 n) higher than the “stand-
alone” lower bound given in Proposition 2.4. Then, Theo-
rem 2.6 shows that when C2 is optimized first, the lower

bound on C1 becomes (n - 1)/k as opposed to logk n+1 .
Finally, Theorem 2.9 gives a more general lower bound for
the one-port case.

THEOREM 2.5. If n = (k + 1)d, for some integer d ≥ 0, then any

index algorithm that uses exactly C1 = logk+1 n communi-
cation rounds must transfer at least C nbn

k k2 1 1= + +log
units of data.

PROOF. Let n = (k + 1)d. In order to finish the algorithm in

exactly logk+1 n = d rounds, the number of processors

having received data from a given processor, say pi,
must grow by a factor of k + 1 in every round. This
defines a unique structure of the spanning tree Ti,

which is rooted at pi, that is a generalized version of

the binomial tree used to distribute the n - 1 data
blocks of processor pi among the other n - 1 proces-

sors. Denote by ,j the number of processors at level j

in tree Ti rooted at processor pi. One may use induc-

tion to show that l j j
d jk= e j . Now, the total amount of

data Di that is injected into the network over the

edges of the binomial tree Ti rooted at pi is given by

D b j b j d
j k b

k
k dni j

j

d
j

j

d

= = F
H
I
K = +

= =
Â Âl

0 0
1 ,

where the last equality step can be derived by differ-
entiating both sides of

d
j k kj

j

d
dF

H
I
K = +

=
Â

0

1b g

and then multiplying both sides by bk. Now, clearly,

C
D
nk

bn
k d

bn
k ni

k
i

n

2 1
0

1

1 1≥ = + = + +
=

-

Â log .               �

THEOREM 2.6. Any algorithm for the index operation that trans-

fers exactly C b n
k2

1= -a f  units of data from each processor

requires C n
k1

1≥ -  communication rounds.

PROOF. In the index operation, each processor has n - 1 data
blocks that it needs to send to the other n - 1 processors.

If each processor is allowed to transfer at most b n
k
-1a f

units of data per port over all rounds, then it must be the

case that the jth data block of processor pi is sent directly

from processor pi to processor pj. (That is, each data
block is sent exactly once from its source to its destina-
tion, and no processor can forward data blocks of other
processors.) In this case, each processor must send n - 1
distinct messages to the other n - 1 processors. Any such
algorithm must require C n

k1
1≥ -  rounds. �

THEOREM 2.7. Any index algorithm that uses C1 = Èlogk+1 n˘
communication rounds must transfer at least
C nbn

k k2 1 1= + +W logd i  units of data.

PROOF. It is sufficient to prove the theorem for b = 1. Con-
sider any algorithm that finishes the index operation
in d = C1 (minimum) rounds. We show that the algo-

rithm executed a total of W(n2 logk+1 n) data transmis-
sions (over all nodes), thus, there is a port that trans-
mitted W n

k k n+ +1 1logd i  units of data.

We first concentrate on the data distribution from a
given source node v to all other n - 1 nodes. Any such
algorithm can be characterized by a sequence of d + 1
sets, S0, S1, �, Sd, where Si is the set of nodes that have
received their respective data by the end of communi-
cation round i. Thus, S0 = {v}, |Sd| = n, and Si contains
Si-1 , plus nodes that received data from nodes in Si-1

in the ith communication rounds. Let xi = |Si|.

Clearly, xi £ xi+1 £ (k + 1)xi, because each node in Si can
send data to at most k other nodes under the k-port
model.

Next, we assign weights to the nodes in the sets,
Sis, where the weight of a node u in Si represents the
path length (or the number of communication rounds
incurred) from v to u in achieving the data distribu-
tion. The weights can be assigned based on the fol-
lowing rule. If a node u appears first in Si due to a
data transmission from node w in Si-1 , then the
weight of u is the weight of w plus one. Note that,
once a node is assigned a weight, it holds the same
weight in all subsequent sets.

By Lemma 2.8, we know that there are at most

f
j fke j  nodes of weight f in Sj. Our goal is to give a

lower bound for the sum of the weights of the n
nodes in Sd. Without loss of generality, we can as-
sume that the sum of the weights is the minimum
possible.

Let X k kf
d f d

f

d
= = +

=Â e j b g1
0

. By the choice of d,

n X n k£ < +1b g .
Let Y kf

d f

f

d

=
=

-Â e j0

12 . Since, for

f k kd
f
d f

k d f
d d f£ - £ -

-
2

11, e j e j ,

Y k X k nd£ + = + <-1
1 1 1b g .
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Thus, the algorithm must use all the possible nodes
with weights less than d 2 .

To bound the sum of the weights ,we need a lower
bound on

Z f d
f k f

f

d

= F
H

I
K

=

-

Â .
0

12

For f d£ -2 1, f
d fke j  is monoton in f. Thus, at least

n/2 of the nodes have weight at least d 2 1 2-d i .

That is, Z = W(nd).
Summing over all origins, the total number of

transmissions is at least nZ = W(n2 d). Thus, at least
one port has a sequence of

C
n
k d

n
k nk2 11=

F
HG

I
KJ = +

F
HG

I
KJ+W W log

 data transmissions. �

LEMMA 2.8. There are no more than f
j fke j  nodes of weight f in Sj

(defined in the proof of Theorem 2.7).

PROOF. We prove by induction on j. There is clearly no more
than one node of weight zero and k nodes of weight
one in S1. Assume that the hypothesis holds for j - 1.

Note that Sj contains up to f
j fk-1e j  nodes of weight f

that appeared with the same weight in Sj-1, plus up to

k kf
j f
-
- -

1
1 1e j  nodes that receive data at communication

round j from nodes with weight f - 1 in Sj-1. The claim

holds for j since

j
f k k

j
f k

j
f kf f f-F

H
I
K + -

-
F
H

I
K = F

H
I
K

-1 1
1

1 .                �

THEOREM 2.9. When k = 1, any algorithm for the index operation
that uses C1 = O(log n) communication rounds must
transfer C2 = W(bn log n) units of data.

PROOF. Assume that there is an algorithm with C1 £ c log n

for some constant c ≥ 1. Consider the binomial distri-

bution j
c nloge j. Let h be the minimal ,, such that

j
c n

j
nloge j ≥

=

+Â 0

1l
. One can show that any algorithm

that finishes in c log n rounds must have the following
property. For every j such that 1 £ j £ h, there exist

j
c nloge j messages from each node that travel at least j

hops in the network. Notice that, in this property,
each message can only be counted once for a given j.
Therefore, the average number of hops a message has
to travel for each node is h/2, if h £ log n, or log n/2, if
h ≥ log n. Since h must be W(log n) from Lemma C.1 in
Appendix C, we have C2 = W(bn log n). �

3 INDEX ALGORITHMS

This section presents a class of efficient algorithms for the
index operation. First, we provide an overview of the algo-
rithms. Then, we focus on the communication phase of the
algorithms for the one-port model. Next, we describe two
special cases of this class of algorithms. Then, we generalize
the algorithms to the k-port model. And finally, we com-
ment on the implementation and performance of this class
of algorithms.

3.1 Overview
The class of algorithms for the index operation among n
processors can be represented as a sequence of processor-
memory configurations. Each processor-memory configu-
ration has n columns of n blocks each. Columns are la-
beled from 0 through n - 1 (from left to right in the fig-
ures) and blocks are labeled from 0 through n - 1 (from
top to bottom in the figures). Column i represents proces-
sor pi, and block j represents the jth data block in the
memory offset. The objective of the index operation, then,
is to transpose these columns of blocks. Fig. 1 shows an
example of the processor-memory configurations before
and after the index operation for n = 5 processors. The
notation “ij” in each box represents the jth data block ini-
tially allocated to processor pi. The label j is referred to as
the block-id.

All the algorithms in the class consist of three phases.
Phases 1 and 3 require only local data rearrangement on
each processor, while Phase 2 involves interprocessor
communication.

PHASE 1. Each processor pi independently rotates its n data
blocks i steps upwards in a cyclical manner.

PHASE 2. Each processor pi rotates its jth data block j steps
to the right in a cyclical manner. This rotation is im-

Fig. 1. Memory-processor configurations before and after an index operation on five processors.
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plemented by interprocessor communication.

PHASE 3. Each processor pi independently rotates its n data
blocks i steps downwards in a cyclical manner.

Fig. 2 presents an example of these three phases of the
algorithm for performing an index operation among n = 5
processors.

The implementation of Phases 1 and 3 on each proces-
sor involves only local data movements and is straight-
forward. In the sequel, we focus only on the implementa-
tion of Phase 2. Different algorithms are derived depend-
ing on how the communication pattern of Phase 2 is de-
composed into a sequence of point-to-point communica-
tion rounds.

3.2 The Interprocessor Communication Phase
We present the decomposition of Phase 2 into a sequence of
point-to-point communication rounds, assuming the one-
port model and using a parameter r (for radix) in the range
2 £ r £ n.

For convenience, we say that the block-id of the jth data
block in each processor after Phase 1 is j. Consider the
rotation required in Phase 2. Each block with a block-id j in
processor i needs to be rotated to processor (i + j) mod n.
The block-id j, where 0 £ j £ n - 1, can be encoded using
radix-r representation using w nr= log  digits. For con-

venience, we refer to these w digits from zero through w - 1
starting with the least significant digit. Our algorithm for
Phase 2 consists of w subphases corresponding to the w

digits. Each subphase consists of at most r - 1 steps, corre-
sponding to the (up to) r - 1 different non-zero values of a
given digit. In subphase x, for 0 £ x £ w - 1, we iterate Step 1
through Step r - 1, as follows:

• During Step z of subphase x, where 1 £ z £ r - 1 and
0 £ x £ w - 1, all data blocks, for which the xth digit of

their block-id is z, are rotated z ◊ rx steps to the right.
This is accomplished in a communication round by a
direct point-to-point communications between processor
i and processor (i + z ◊ rx) mod n, for each 0 £ i £ n - 1.

For example, when r is chosen to be 3, the fifth block
will be rotated two steps to the right during Step 2 of
Subphase 0, and later rotated again three steps to the right
during Step 1 of Subphase 1. This follows from the fact
that 5 is encoded into “12” using radix-3 representation.

Note that, after w subphases, all data blocks have been
rotated to the correct destination processor as specified by
the processor id. However, data blocks are not necessarily
in their correct memory locations. Phase 3 of the algorithm
fixes this problem.

The following points are made regarding the performance
of this algorithm.

• Each step can be realized by a single communica-
tion round by packing all the outgoing blocks to the
same destination into a temporary array and send-
ing them together in one message. Hence, each
subphase can be realized in at most r - 1 communi-
cation rounds.

• The size of each message involved in a communica-
tion round is at most b n

r  data.

• Hence, the class of the index algorithms has complex-
ity measures C r nr1 1£ -a f log  and

C b r nn
r r2 1£ -a f log ,

where r is chosen in the range 2 £ r £ n.

3.3 Two Special Cases
The class of algorithms for the index operation in the one-
port model contains two interesting special cases:

1) When r = 2, the derived algorithm requires

Fig. 2. An example of memory-processor configurations for the three phases of the index operation on five processors.
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C n1 2= log

communication rounds, which is optimal with respect
to the measure C1. Also, in this case,

C b nn
2 2 2£ log ,

which is optimal (to within a multiplicative factor) for
the case when C n1 2= log . Fig. 3 shows such an ex-
ample with r = 2 and n = 5. The shaded data blocks are
the ones subject to rotation during the next subphase.

2) When r = n, the derived algorithm transfers C2 = b(n - 1)
units of data from each node, which is optimal with
respect to the measure C2. The value of C1 in this case
is C1 = n - 1, which is optimal for the case when C2 =
b(n - 1).

Hence, r = 2 should be chosen when the start-up time of the
underlying machine is relatively significant, and the product
of the block size b and the per-element transfer time is rela-
tively small. On the other hand, r = n should be chosen when
the start-up time is negligible. In general, r can be fine-tuned
according to the parameters of the underlying machines to
balance between the start-up time and the data transfer time.

3.4 Generalization to the k-Port Model
We now present a modification to the index algorithm
above for the k-port model. Phase 1 and Phase 3 of the algo-

rithm remain the same. In Phase 2, we still have
w nr= log  subphases as before, corresponding to the w

digits in radix-r representation of any block-id j, where 0 £
j £ n - 1. In each subphase, there are, at most, r - 1
“independent” point-to-point communication steps that
need to be performed. Since these point-to-point communi-
cation steps are independent, they can be performed in par-
allel, subject to the constraint on the number of parallel in-
put/output ports k. Thus, every k of these communication
steps can be grouped together and performed concurrently.
Therefore, each subphase consists of at most r

k
-1  commu-

nication steps. The complexity measures for the index algo-
rithm under the k-port model, therefore, are
C nr

k r1
1£ - log  and C b nr

k
n
r r2

1£ - log , where r can

be chosen in the range 2 £ r £ n. To minimize both C1 and

C2, one clearly needs to choose r, such that (r - 1) mod k = 0.

3.5 Implementation
We have implemented the one-port version (k = 1) of the
index algorithm on an IBM SP-1 parallel system. (The IBM
SP-1 is closer to the one-port model in the domain of the
multiport model.) The implementation is done on top of the
point-to-point message-passing external user interface
(EUI), running on the EUIH environment. At this level, the
communication start-up, b, measures about 29 msec, and the

Fig. 3. An example of memory-processor configurations for the index algorithm on five processors, which has an optimal C1 measure.
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sustained point-to-point communication bandwidth is
about 8.5 Mbytes/sec, i.e., t < 0.12 msec/byte.

Fig. 4 shows the measured times of the index algorithm
as a function of message size with various power-of-two
radices r on a 64 node SP-1. As can be seen, the smaller ra-
dix tends to perform better for smaller message sizes, and
vice versa.

Fig. 5 compares the measured times of the index algo-
rithm with r = 2, r = n = 64, and optimal r among all power-
of-two radices, respectively, on a 64 node SP-1. The break-
even point of the message size between the two special
cases of the index algorithms (i.e., r = 2 and r = n) occurs at
about 100 to 200 bytes. The index algorithm with optimal
power-of-two radix, as expected, is the best overall choice.

Fig. 6 shows the measured times of the index algorithm
as a function of radix for three different message sizes: 32
bytes, 64 bytes, and 128 bytes. As the message size in-

creases, the minimal time of the curve tends to occur at a
higher radix.

When comparing these measured times with our predicted
times based on the linear model, we find big discrepancies
quantitatively, but relatively consistent qualitatively. Note that
we are mainly interested in the qualitatively behavior of the
index algorithm on a general message-passing system. We
believe the quantitative differences between the measured
times and the predicted times are due to the following factors:

1) There are various system routines running in the
background that have a higher priority than the user
processes.

2) We do not model the copy time incurred by the func-
tion copy, pack, and unpack (see the pseudocode in
Appendix A).

3) We do not model the congestion behavior of the SP-1.
4) There is a slowdown factor, somewhere between one

and two, from the linear model to the send_and_receive
model.

If we model the congestion behavior as a fixed multi-
plicative factor of tc and assume the system routines have
a fixed slowdown factor of the overall time, then the total
time for the index operation can be modeled as

T = g1C1ts + g2C2tc + g3.

4 CONCATENATION ALGORITHMS

There are two known algorithms for the concatenation op-
eration in the one-port model. The first is a simple folklore
algorithm which consists of two phases. In the first phase,
the n blocks of data from the n processors are accumulated
to a designated processor, say processor p0. This can be
done using a binomial tree (or a subtree of it when n is not a
power of two). In the second phase, the concatenation re-
sult from processor p0 is broadcast to the n processors using
the same binomial tree. This algorithm is not optimal since
it consists of C n1 2= log  communication rounds and

Fig. 4. The measured time of the index algorithm as a function of mes-
sage sizes on a 64 node SP-1.

Fig. 5. The measured times of the index algorithm with r = 2, r = n = 64,
and optimal r among all power-of-two radices, respectively, on a 64
node SP-1.

Fig. 6. The measured times of the index algorithm as a function of radix
for various message sizes on a 64 node SP-1.
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transfers C2 = 2b(n - 1) units of data. The second known
concatenation algorithm is for the case when n is a power of
two and k = 1 (see [20]). This algorithm is based on the
structure of a binary hypercube and is optimal in both C1 and

C2. For a given k ≥ 1, this algorithm can be generalized to the
case where n is a power of k + 1 by using the structure of a
generalized hypercube [4]. However, for general values of n,
we do not know of any existing concatenation algorithm that
is optimal in both C1 and in C2, even when b = k = 1.

In this section, we present efficient concatenation algo-
rithms for the k-port communication model that, in most
cases of n and k, are optimal in both C1 and C2. Throughout
this section, we assume that k is in the range 1 £ k £ n - 2.
Notice that, for k ≥ n - 1, the trivial algorithm that takes a
single round is optimal.

The main structure that we use for deriving the algorithms
is that of circulant graphs. We note here that circulant graphs
are also useful in constructing fault-tolerant networks [7].

DEFINITION. A circulant graph G(n, S) is characterized by two
parameters: the number of nodes n, and a set of offsets S.
In G(n, S), the n nodes are labeled from 0 through n - 1,
and each node i is connected to node ((i - s) mod n) and
to node ((i+s) mod n) for all s Œ S (see [11]).

The concatenation algorithm consists of d rounds. Let

d nk= +log 1 , that is, (k + 1)d-1 < n £ (k + 1)d. Also let n =

n1 + n2, where n1 = (k + 1)d-1 and 1 £ n2 £ kn1. The rounds
of the algorithm can be divided into two phases. The first
phase consists of d - 1 rounds, at the end of which every
node has the concatenation result of the n1 - 1 nodes that
precede it in the numbering (in a circulant sense). The
second phase consists of a single round and completes the
concatenation operation among the n nodes.

4.1 The First d - 1 Rounds
For the first d - 1 rounds, we use a circulant graph G(n, S),
where

S = S0 < S1 < � < Sd-2,

Si = {(k + 1)i, 2(k + 1)i, º, k(k + 1)i}.

We identify the n processors with the n nodes of G(n, S),
which are labeled from 0 through n - 1.

The communication pattern related to broadcasting the
data item of each node can be described by a spanning
tree. Let Ti denote the spanning tree associated with the
data item B[i] of node i (namely, Ti is rooted at node i). We
describe the spanning tree associated with each node by
specifying the edges that are used in every communica-
tion round. The edges associated with round i are called
round-i-edges. First, we describe the tree T0, and then we
show how tree Ti, for 1 £ i £ n - 1, can be derived from
tree T0.

We start with an initial tree T0 which consists only of
node 0. In round 0, we add edges with offsets in S0 to T0
to form a partial spanning tree; the added edges are the
round-0-edges. (That is, in round 0, we add the set of

edges {(0, 1), (0, 2), �, (0, k)}.) In general, in round r,
where 0 £ r £ d - 2, we add edges with offsets in Sr to the
current partial spanning tree to form a new larger partial
spanning tree. It is easy to verify that, after d - 1 rounds,
the resulting tree spans the first n1 nodes starting from
node 0, namely, nodes 0 through n1 - 1. Fig. 7 illustrates
the process of constructing T0 for the case of k = 2 and n = 9.

Next, we use tree T0 to construct the spanning trees Ti, for
1 £ i £ n - 1. We do this by translating each node j in T0 to
node (j + i) mod n in Ti. Also, the round id associated with
each tree edge in Ti (which represents the round during
which the corresponding communication is performed) is the
same as that of the corresponding tree edge in T0. Fig. 8 il-
lustrates tree T1 for the case of k = 2 and n = 9. It is easy to see
that T1 was obtained from T0 by adding one (modulo nine) to
the labels of the nodes in T0.

Fig. 7. The two rounds in constructing the spanning tree rooted at node 0
for n = 9 and k = 2.

Fig. 8. The two rounds in constructing the spanning tree rooted at node
1 for n = 9 and k = 2. They can be derived by translating node ad-
dresses of the spanning tree rooted at node 0 in Fig. 7.

The concatenation algorithm in each node is specified by
the trees Ti, for 0 £ i £ n - 1, as follows:

In round i, for 0 £ i £ d - 2, do:

• For all 0 £ j £ n - 1, if data item B[j] is present at the
node, then send it on all round-i-edges of tree Tj.

• Receive the corresponding data items on the round-i-
edges of all the n trees.

THEOREM 4.1. After d - 1 rounds of the above algorithm, every
node i, for 0 £ i £ n - 1, has the n1 data items B[j], where
i ≥ j ≥ i - n1 + j + 1 (mod n). Also, during these d-1
rounds, the measure C2 is optimal:



1152 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS,  VOL.  8,  NO.  11,  NOVEMBER  1997

C
b
k n2 1 1= -c h .

PROOF. The spanning trees Ti, for 1 £ Ti £ n - 1, are derived
from T0 by shifting the indices in a cyclic manner.
Hence, it suffices to focus on the spanning tree T0. No-
tice that the algorithm can be implemented in a k-port
model, since, in every round i, we use only the set of
offsets Si, which consists of k offsets. Also, the tree T0 is
a spanning tree for the nodes pi, where 0 £ i £ n1 - 1, be-
cause every i in this range can be represented using a
set of distinct offsets from S. Hence, after d - 1 rounds
of the algorithm, the data items are distributed ac-
cording to the claim of the theorem.

Next, we need to prove that C2 associated with the
d - 1 rounds is as claimed. By induction on i, it fol-
lows that, before round i, any node has at most (k + 1)i

distinct data items. Hence, in round i, any node sends
at most (k + 1)i data items on any given edge. Thus,

C b k k k
b
k nd

2
2 2

11 1 1 1 1£ + + + + + + + = --b g b g b g c hL .

However, by the lower bound argument, we have
C nb

k2 1 1≥ -c h , and the claim follows. �

4.2 The Last Round
Before round d - 1, the last round of the algorithm, we have
the following situation: Every node i had broadcast its mes-
sage to the n1 - 1 nodes succeeding it in the circular graph
and had received the broadcast message from the n1 - 1
nodes preceding it in the circular graph. Consider tree T0
just before the last round. The first n1 nodes (nodes 0
through n1 - 1) are included in the current tree, and the re-
maining n2 nodes still need to be spanned. We bring the
following proposition.

PROPOSITION 4.2. The last round can be performed with

C bn
k2

2= , for any combination of n, b, and k, except for the

following range: b ≥ 3, k ≥ 3, and (k + 1)d - k < n < (k + 1)d,
for some d.

The proof of this proposition is somewhat complicated,
and we only give the main ideas here. The basic idea is to
transform the scheduling problem for the last round of the
algorithm into a table partitioning problem. (In the sense
that, if the table partitioning problem can be solved, then
we have an optimal algorithm by deriving an optimal
schedule for the last round.) The table partitioning prob-

lem is defined as follows. Let a = bn
k

2 . Given a table of b

rows and n2 columns, we would like to partition the table

into disjoint k areas, denoted by A1, A2, …, Ak, such that

• the column-span of Ai, for all 1 £ i £ k, is at most n1,
where the column-span of Ai is defined as Ri - Li + 1 if
Ri and Li are the rightmost and leftmost columns, re-
spectively, touched by Ai; and

• the number of table entries in Ai, for all 1 £ i £ k, is at
most a.

If a solution can be found to the table-partitioning
problem, then a schedule for the last round can be de-

rived as follows. Each of the n2 table columns corre-
sponds to one of the n2 nodes yet to be spanned, and
each of the b table rows represents one byte. Table ele-
ments in the same area, say Ai, will use the same offset,
which is determined by the index of the leftmost column
touched by Ai.

It can be shown that a straightforward algorithm for
partitioning the table satisfies the above two conditions for
any combination of n, b, and k, except for the following
range: b ≥ 3, k ≥ 3 and (k + 1)d - k < n < (k + 1)d, for some d.
For instance, Table 1 presents a partitioning example for
n1 = 3, n2 = 7, b = 3, and k = 3, which fall in the optimal range
of n. The area covered by Ai is marked by the number i. From
this table, one can derive the following scheduling for the
last round:

• The sum of the weighted edges with offset 3 (in area
A1) is 7. Thus, node p3 receives three bytes from p0,
node p4 receives three bytes from p1, and node p5 re-
ceives one byte from p2.

• The sum of the weighted edges with offset 5 (in area
A2) is 7. Thus, node p5 receives two bytes from p0,
node p6 receives three bytes from p1, and node p7 re-
ceives two bytes from p3.

• The sum of the weighted edges with offset 7 (in area
A3) is 7. Thus, node p7 receives one byte from p0, node
p8 receives three bytes from p1, and node p9 receives
three bytes from p2.

After rotation, to generate n spanning trees, each of which
is rooted at a different node, each node i needs to send
seven bytes to nodes (i + 3) mod n, (i + 5) mod n, and (i + 7)
mod n, and receive seven bytes from nodes (i - 3) mod n,
(i - 5) mod n, and (i - 7) mod n.

THEOREM 4.3. The above concatenation algorithm attains optimal

C nk1 1= +log  and C b n
k2

1= -a f  for any combination of

n, b, and k, except for the following range: b ≥ 3, k ≥ 3, and

(k + 1)d - k < n < (k + 1)d, for some integer d.

PROOF. By combining Theorem 4.1 and Proposition 4.2, we

have C nb
k

bn
k

b n
k2 1

11 2= - + = -c h a f , which matches

the lower bound of C2 in Proposition 2.2. �

Fig. 9 presents an example of the concatenation algo-
rithm for k = 1 and n = 5. Note that, to simplify the pseudo-
code included in Appendix A, we actually grow the span-
ning tree Ti using negative offsets. That is, in both the figure

TABLE 1
AN EXAMPLE OF THE TRANSFORMED PROBLEM FOR n1 = 3 (p0

THROUGH p2), n2 = 7 (p3 THROUGH p9), b = 3 (BYTES), AND k = 3
(PORTS)



BRUCK ET AL.: EFFICIENT ALGORIITHMS FOR ALL-TO-ALL COMMUNICATIONS IN MULTIPORT MESSAGE-PASSING SYSTEMS 1153

and in the pseudocode, left-rotations are performed instead
of right-rotations.

REMARK. For the nonoptimal range of n, it is easy to achieve opti-
mal C2 at the expense of increasing C1 by one round over the
lower bound. It is also easy to achieve optimal C1 and subop-
timal C2, where C2 is at most b - 1 more than the lower
bound.

APPENDIX A
PSEUDOCODE FOR THE INDEX ALGORITHM

This appendix presents pseudocode for the index algorithm
of Section 3 when k = 1. This pseudocode sketches the im-
plementation of the index operation in the Collective
Communication Library of the EUI [1] by IBM. In the pseu-
docode, the function index takes six arguments: outmsg is
an array for the outgoing message; blklen is the length in
bytes of each data block; inmsg is an array for the incoming
message; n is the number of processors involved; A is the
array of the n different processor ids, such that, A[i] = pi;
and r is the radix used to tune the algorithm. Arrays outmsg
and inmsg are each of length blklen * n bytes. Other routines
that appear in the code are as follows: Routine copy(A, B, len)
copies array A of size len bytes into array B. Routine
getrank(id, n, A) returns the index i that satisfies A[i] = id.
The routine mod(x, y) returns the value x mod y in the
range of 0 through y - 1, even for negative x. The function

send_and_recv takes six arguments: the outgoing message;
the size of the outgoing message; the destination of the out-
going message; the incoming message; the size of the in-
coming message; and the source of the incoming message.
The function send_and_recv is supported by IBM’s Mes-
sage Passing Library (MPL) [1] on SP-1 and SP-2, and the
recent MPI standard [24]. It can also be implemented as a
combination of blocking send and nonblocking receive.

In the following pseudocode, lines 3 and 4 correspond to
Phase 1, lines 5 through 20 correspond to Phase 2, and lines
21 through 23 correspond to Phase 3. In Phase 2, there are w
subphases, which are indexed by i. During each subphase,
each processor needs to perform the send_and_recv opera-
tion r - 1 times, except for the last subphase, where each
processor performs the send_and_recv operation only

n rw- -1 1 times. Lines 7 through 11 take into account the

special case for the last subphase. The routine pack is used
to pack those blocks that need to be rotated to the same
intermediate destination into a consecutive array. Specifi-
cally, pack(A, B, blklen, n, r, i, j, nblocks) packs some selected
blocks of array A into array B; each block is of size blklen in
bytes; those blocks, for which the ith digit of the radix-r
representation of their block ids are equal to j, are selected
for packing; and value of the number of selected blocks is
written to the argument nblocks. The routine unpack(A, B,
blklen, n, r, i, j, nblocks) is defined as the inverse function of

Fig. 9. An example of the one-port concatenation algorithm with five processors.
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pack where B becomes the input array to be unpacked and
A becomes the output array.

Function index (outmsg, blklen, inmsg, n, A, r)

(1) w = Èlogr n˘
(2) my_rank = getrank (my_pid, n, A)
(3) copy (outmsg, tmp[(n - my_rank) * blklen], my_rank *

blklen)
(4) copy (outmsg [my_rank * blklen], tmp, (n - my_rank) *

           blklen)
(5) dist = 1
(6) for i = 0 to w - 1 do
(7)         if (i == w - 1) then
(8) h n dist=
(9)         else
(10) h = r
(11)         endif
(12)         for j = 1 to h - 1 do
(13) dest_rank = mod (my_rank + j * dist, n)
(14) src_rank = mod (my_rank - j * dist, n)
(15) pack (tmp, packed_msg, blklen, n, r, i, j,

           nblocks)
(16) send_and_recv ( �packed_msg, blklen *

nblocks, A [dest_rank],
packed_msg, blklen *
nblocks, A [src_rank])

(17) unpack (tmp, packed_msg, blklen, n, r, i, j,
 nblocks)

(18)         endfor
(19)         dist = dist * r
(20) endfor
(21) for i = 0 to n - 1 do
(22)         copy (tmp [mod (my_rank - i, n) * blklen], inmsg

    [i * blklen], blklen)
(23) endfor
(24) return

APPENDIX B
PSEUDOCODE FOR THE CONCATENATION
ALGORITHM

This appendix presents pseudocode for the concatenation
algorithm of Section 4 when k = 1. This pseudocode
sketches the implementation of the concatenation operation
in the Collective Communication Library of the EUI [1] by
IBM. In this pseudocode, the function concat takes five ar-
guments: outmsg is an array for the outgoing message; len is
the length in bytes of array outmsg; inmsg is an array for the
incoming message; n is the number of processors involved;
and A is the array of the n different processor ids, such that,
A[i] = pi. Array inmsg is of length len * n bytes. The function
concat sends and receives messages using the
send_and_recv routine. The routines copy, getrank,
send_and_recv, and mod were defined in Appendix A.

In the following pseudocode, each processor first initial-
izes some variables and copies its outmsg array into a tempo-
rary array temp (lines 1 through 5). Then, each processor per-
forms the first d - 1 rounds of the algorithm (lines 6 through
12). Then, each processor performs the last round of the algo-

rithm (lines 13 and 16). Finally, each processor performs a
local circular shift of the data such that all data blocks in its
inmsg array begin with the block B[0] (lines 17 and 18).

Function concat (outmsg, len, inmsg, n, A)

(1) d = Èlog2 n˘
(2) my_rank = getrank (my_pid, n, A)
(3) copy (outmsg, temp, len)
(4) nblk = 1
(5) current_len = len
(6) for r = 0 to d - 1 do
(7)          dest_rank = mod (my_rank - nblk, n)
(8)          src_rank = mod (my_rank + nblk, n)
(9)         send_and_recv ( �temp, current_len,

       A [dest_rank],temp [current_len],
        current_len, A [src_rank])

(10)          nblk = nblk * 2
(11)          current_len = current_len * 2
(12) endfor
(13) current_len = len * (n - nblk)
(14)          dest_rank = mod (my_rank - nblk, n)
(15)          src_rank = mod (my_rank + nblk, n)
(16)          send_and_recv (temp, current_len,

        A [dest_rank], temp [current_len],
         current_len, A [src_rank])

(17) copy (temp, inmsg [len * my_rank],
           len * (n - my_rank))

(18) copy (temp [len * (n - my_rank)], inmsg,
           len * my_rank)

(19) return

APPENDIX C
PROOF OF A LEMMA

LEMMA C.1. Let c and m be integers such that 2 £ c £ m. Then, if

j
cm m

j

h e j ≥
=Â 2

0
, then h ≥ min(m/64, m/8 log c).

PROOF. Assume, for the sake of contradiction, that the
lemma does not hold. First, note that the lemma holds
if h ≥ m/64, so it must be the case that h < m/64. Also,

note that 0 1 2cm me j = < , so h ≥ 1 and m > 64. Therefore,

h + 1 £ 2m £ cm. Because h < m/64 £ cm/128, the terms

in the summation j
cm m

j

h e j ≥
=Â 2

0
 are monotonically

increasing, so

2 1 1
0

m h

j

h
cm
j h cm

j h cm h£ F
H

I
K £ + F

H
I
K £ +

=
Â b g b ga f !

Note that h! ≥ hh+1/2/eh, so

m £ log (h + 1) + h log (cm) + h log e - (h + 1/2) log h

     £ (h + 1) log (cm) + h log e - h log h.

Because h < m/64 £ m/(2 log e),

m/2 £ h (log (cm) - log h) + log (cm).

Because log (cm) £ 2 log m £ m/4, it follows that m/4 £
h (log (cm) - log h). Let h = m/x and note that x > 64, so
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m/4 £ (m/x)(log c + log x), which implies that x £ 4 log
c + 4 log x and x - 4 log x £ 4 log c. Note that x ≥ 8log x,
so x/2 £ x - 4 log x £ 4 log c. Therefore, x £ 8log c and h
= m/x ≥ m/8 log c, which is a contradiction. �
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