
Received May 21, 2019, accepted June 3, 2019, date of publication June 14, 2019, date of current version July 12, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2923018

Efficient and Secure Image Encryption
Algorithm Using a Novel Key-Substitution
Architecture

YANJIE SONG, ZHILIANG ZHU , (Member, IEEE), WEI ZHANG, HAI YU, AND YULI ZHAO
Software College, Northeastern University, Shenyang 110819, China

Corresponding author: Zhiliang Zhu (zzlswc@163.com)

This work was supported in part by the National Natural Science Foundation of China under Grant 61374178, Grant 61402092, and Grant

61603182, in part by the Fundamental Research Funds for the Central Universities under Grant N171704004, in part by the Online

Education Research Fund of MOE Research Center for Online Education, China (Qtone Education) under Grant 2016ZD306, and in part

by the Ph.D. Start-Up Foundation of Liaoning Province, China, under Grant 201501141.

ABSTRACT Recently, many chaos-based image encryption algorithms have been proposed. Most of them

adopt the traditional confusion-diffusion framework. Multiple encryption rounds or one round of complex

encryption is typically executed in these schemes to realize high security. However, these operations

will reduce the computational efficiency. To overcome these issues, we propose a novel key-substitution

encryption architecture (KSA). Under the proposed KSA, we design a key scheming for updating the

initial keys using the plain-image and develop a new substitution method for encrypting various types of

images. The simulation results and security analysis demonstrate the superior security and high efficiency

of the proposed image encryption algorithm using the KSA (KSA-IEA), which executes only one round of

encryption.

INDEX TERMS Encryption architecture, key scheming, plaintext sensitivity, high efficiency, image

encryption.

I. INTRODUCTION

In the modern society, digital images have played an increas-

ingly important role because they are easy to understand

and provide vivid description. Protecting the security of

digital images should be considered because many images

contain secret or private information. Various traditional

encryption algorithms have been proposed, such as Data

Encryption Standard (DES), International Data Encryption

Algorithm (IDEA) and Advanced Encryption Standard

(AES). However, digital images contain substantial amounts

of content, hence, the efficiency of conventional ciphers

is low and they are not suitable for encrypting images.

Therefore, many image encryption algorithms that use other

encryption techniques have been proposed for realizing rea-

sonable encryption performance.

There are various types of image encryption algo-

rithms, for example, algorithms that are based on Latin

square [1]–[3], on Sudoku matrix [4], on DNA [5]–[8],

The associate editor coordinating the review of this manuscript and
approving it for publication was Sedat Akleylek.

on quantum [9]–[13], on waves [14], [15], on electro-

cardiograph (ECG) signals [16] and on chaos [17]–[26].

Most image ciphers adopt the traditional confusion-diffusion

structure that was proposed by Fridrich [27]. Under this

structure, confusion is performed to change the pixel posi-

tions and the diffusion operation is employed to alter the

pixel values. Fig. 1 illustrates this classical encryption

architecture.

Chaos-based image ciphers have attracted researchers’

attention due to the fundamental characteristics of chaotic

systems, such as ergodicity, sensitivity to initial conditions

and unpredictability. The existing chaos-based image cryp-

tosystems can be classified into two categories.

In the first category [17]–[21], multiple rounds of

confusion-diffusion are executed to realize high security,

where the same encryption operation is repeated in each

round. In [17], a novel image encryption algorithm is pro-

posed by combining a new two-dimensional Sine Logistic

modulation map (2D-SLMM) with a chaotic magic trans-

form (CMT), in which two encryption rounds are per-

formed. Simulation results demonstrate that the proposed
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FIGURE 1. Fridrich image encryption architecture.

algorithm has a high security level and can resist vari-

ous attacks. In [18], an image encryption scheme that is

based on the two-dimensional Logistic-adjusted-Sine map

(2D-LASM) is presented and two rounds of confusion-

diffusion are executed. According to the security analysis,

this scheme has strong resistance against various security

attacks. In [19], an image encryption algorithm with two

rounds of permutation and diffusion operations is pro-

posed, and it is based on a new two-dimensional Logistic-

modulated-Sine-coupling-Logistic chaotic map (LSMCL).

The results of theoretical analyses and simulations support

the security and validity of the proposed algorithm. In [20],

three rounds of new digit-level permutations are combined

with three rounds of high-speed diffusion operations to

encrypt an image. Simulation results demonstrate that this

encryption algorithm realizes high security and efficiency.

In [21], an image cryptosystem that is based on simultaneous

permutation and diffusion is proposed. Under two encryp-

tion rounds, the proposed cipher has satisfactory robustness

against various types of attacks.

In the encryption algorithms in the second cate-

gory [22]–[26], only one round of confusion-diffusion is

implemented and the security is improved via complex

operations. In [22], a novel encryption system that is based

on a new one-dimensional chaotic system is proposed, and

its excellent performance in resisting various attacks is

demonstrated experimentally. In [23], a new image encryp-

tion scheme with the complex pre-modular, permutation and

diffusion is presented, in which the keystream that is used for

encryption depends on the plain-image. The results of numer-

ical experiments and a security analysis demonstrate that this

cipher is secure. In [24], chaotic confusion and pixel diffu-

sion are designed based on an improved one-dimensional

chaotic system and SHA-256 is employed to generate the

initial conditions. The simulation results demonstrate the high

encryption performance of the proposed image encryption

algorithm. In [25], a novel image encryption algorithm that

is based on a new two-dimensional chaotic map is pro-

posed by using bit-level confusion and diffusion simulta-

neously, in which the initial values of the chaotic system

are updated according to the obtained ciphertext. According

to the performance analysis, this algorithm realizes satis-

factory encryption performance and high efficiency. In [26],

an encryption algorithm for color images that is based on a

new four-dimensional chaotic system is proposed. The results

of simulations and a security analysis demonstrate that the

proposed image encryption algorithm performs well in terms

of security, robustness and efficiency.

Under the conventional confusion-diffusion framework,

multiple encryption rounds or one round of complex encryp-

tion is typically executed in these chaos-based image encryp-

tion algorithms to realize good encryption performance.

However, according to our analysis, they provide inadequate

security or have low encryption efficiency. In this paper,

we propose a novel key-substitution architecture (KSA)-

based image encryption algorithm (KSA-IEA), which exe-

cutes only one encryption round. The proposed KSA-IEA can

avoid the security and efficiency problems that are discussed

above.

Our main contributions are as follows:

(1) To overcome the problems of the traditional confusion-

diffusion structure, we present a new key-substitution

encryption architecture that improves the security and

encryption efficiency.

(2) A novel key scheming that is based on weighted summa-

tion is designed for enhancing the sensitivity to slight

changes in the plain-image and the resistance against

known/chosen plaintext attacks.

(3) We propose a new substitution method, in which ran-

dom grouping, S-box construction, S-box allocation and

random substitution are implemented to encrypt the

plain-image to realize satisfactory encryption perfor-

mance.

(4) The proposed image encryption algorithm is evaluated

under only one encryption round and its superior encryp-

tion performance is demonstrated.

The remainder of this paper is organized as follows:

Section II introduces the proposed key-substitution architec-

ture. Section III describes the proposed image encryption

algorithm. Section IV presents the simulation results and the

security analysis. Section V presents the conclusion of this

paper.

II. KEY-SUBSTITUTION ARCHITECTURE (KSA)

In this paper, we propose a novel key-substitution

encryption architecture that enhances the security of the
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FIGURE 2. Proposed key-substitution encryption architecture.

cryptosystem and reduces the computational complexity.

The KSA includes two main stages: key scheming and sub-

stitution. Unlike the traditional confusion-diffusion frame-

work, we use a simple key scheming that is based on

chaos instead of the diffusion operation to provide sensi-

tivity to changes in the plain-image so that the KSA-based

image encryption algorithm can resist known/chosen plain-

text attacks. In the substitution phase, the values of all

pixels are changed using the chaos-based S-box. The com-

putational efficiency can be enhanced. Under the proposed

KSA, one round of encryption can yield satisfactory encryp-

tion performance. Fig. 2 illustrates this novel encryption

architecture.

A. KEY SCHEMING

Key scheming can establish a close relationship between

the plain-image and the initial key by using the plaintext

information to update the initial key such that the initial key

will be changed according to the plain-image. In the image

encryption algorithm based on chaos, the chaotic system is

highly sensitive to the initial key. If the initial key is altered

as plain-image changes are made to the plain-image, then the

corresponding key stream will be changed and, hence, will

yield a different cipher-image. Therefore, key scheming can

provide plaintext sensitivity for the chaotic image encryp-

tion algorithm. The stronger the plaintext sensitivity of the

key scheming is, the better the encryption performance of

the cryptosystem is. An excellent key scheming can make

the cryptosystem highly sensitive to the plain-image with

one round of encryption via a simple operation for resisting

known/chosen plaintext attacks, hence, multiple rounds of

encryption operations or one round of complex encryption

operations can be avoided and the encryption efficiency can

be enhanced.

The most basic unit of an image is a bit, hence, a plain-

image is altered by changing one or more of its bits. However,

the bits in the same bit-plane for a plain-image have the

same weight and the weights of the bits in different bit-planes

are proportional. Therefore, key scheming may provide the

lower plaintext sensitivity, for example, via summation over

all pixels [28], [29].

We propose a novel key scheming based on weighted

summation (KS-WS), which can avoid the problems that

are described above. The corresponding equation is as

follows:

W1 × I ×W2

=
[

w1 w2 · · · wM
]

×











I1 IM+1 · · · I(N−1)M+1

I2 IM+2 · · · I(N−1)M+2

...
...

. . .
...

IM I2M · · · IMN











×











wM+1

wM+2

...

wM+N











= SWI , (1)

where I represents the plain-image of size M × N and SWI
is the weighted summation. We employ a chaotic system to

construct two different pseudo-random vectors, which are

denoted as W1 of size 1 × M and W2 of size N × 1.

According to Eq. (1), each bit in the plain-image I has a

different pseudo-random weight and there is no proportional

relationship between the weights of bits. If one or more bits of

the plain-image I are changed, the weighted summation SWI
will also change. Therefore, the weighted summation SWI can

be used to update the initial key to provide strong plaintext

sensitivity.

In this paper, the Logistic system [30] is selected and its

equation is presented as Eq. (2).

zn+1 = µzn(1 − zn), zn ∈ (0, 1), (2)

where the Logistic system is chaotic if µ ∈ [3.5699465, 4]

and the state value satisfies z ∈ (0, 1).

B. SUBSTITUTION

Substitution has low computational complexity and can

change the pixel values. However, the distribution of pixel

values remains nonuniform because substitution is equivalent

to scrambling the items of the histogram. Thus, traditional

substitution cannot provide resistance to statistical analy-

sis attacks. In this paper, we propose a novel substitution

method (SM) that overcomes this problem.

The proposed SM consists of three main steps: random

grouping, S-box construction and random substitution. First,

we use a chaotic system to randomly divide the plain-image

into multiple groups for substitution and the encrypted pixels

are returned to their original positions. Via this approach,

the correlation between adjacent pixels can be eliminated

and the encryption order of the pixels is unknown to the
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FIGURE 3. Block diagram of the proposed KSA-IEA.

attackers. Second, we construct a chaotic S-box that reduces

the storage and transmission space due to the intrinsic prop-

erties of chaos. Finally, we randomly allocate the constructed

S-boxes to each group to execute the substitution, which can

reduce the number of the constructed S-boxes. For realizing

the uniform distribution of the cipher-image, a new random

substitution method is presented in Eq. (3).

c(i) =

{

S1(p(i) ⊕ S2(γ )), i = 1

S1(p(i) ⊕ S2(c(i− 1))), i 6= 1,
(3)

where p(i) and c(i) represent the ith plaintext and ciphertext,

S1 and S2 are the allocated S-boxes, and the pseudo-random

integer γ ∈ [0, 255] makes S2(γ ) pseudo-random. In this

random substitution method, each plaintext p(i) is converted

into a random value by executing a Xor operation with a

pseudo-random value S2(γ ) (or S2(c(i − 1))) prior to substi-

tution, hence, the output c(i) of the S-box S1 is also a random

value. Thus, we will obtain the cipher-image with a uniform

distribution. Via the proposed SM, the image encryption algo-

rithm can realize satisfactory encryption performance.

III. IMAGE ENCRYPTION ALGORITHM USING

KEY-SUBSTITUTION ARCHITECTURE (KSA-IEA)

In this paper, we propose a novel KSA-based image encryp-

tion algorithm, namely, KSA-IEA, which includes two main

methods KS-WS and SM, and executes only one encryption

round. In the SM, we design three steps random grouping

method (RGM), S-box construction method (SCM) and ran-

dom substitution method (RSM) for encrypting various types

of images. A block diagram of the encryption process is

presented in Fig. 3 and the process is described in detail as

follows.

A. KEY SCHEMING BASED ON WEIGHTED SUMMATION

(KS-WS)

On the basis of Sec. II-A, we design a key scheming, namely,

KS-WS, for updating the initial keys using the plain-image to

obtain the updated keys, which can provide strong sensitivity

to the slight changes in the plain-image. The process for an

M × N grayscale image I is described as follows:

Step 1: Iterate the Logistic system with the weighting key

(zk , µk ) via Eq. (2) and discard the first 500 values

to obtain two pseudo-random weighting vectors:W1

of size 1 ×M andW2 of size N × 1.

Step 2: Calculate the weighted summation SWI using the

weighting vectorsW1,W2 and the plain-image I via

Eq. (1).

Step 3: Update the initial key z0 with the fractional part of

SWI via Eq. (4) to obtain the updated key z.

z = mod(z0 + (SWI − floor(SWI )), 1). (4)

B. SUBSTITUTION METHOD (SM)

1) RANDOM GROUPING METHOD (RGM)

In a block cipher, the plain-image is often divided into image

blocks to be encrypted using the same operation. However,

the correlation between adjacent pixels in the image block

is high and the pixel grouping is known to the attacker,

which will reduce the security of the encryption algorithm.

Thus, we design a random grouping method, namely, RGM,

for overcoming the above issues. First, we employ chaotic

sequences to group the pixels randomly. Second, the current

group of pixels is encrypted using the previous group of

the ciphertext. Finally, the encrypted pixels are returned to

their original positions to produce the final cipher-image. The

designed RGM can eliminate the correlation between adja-

cent pixels.Meanwhile, the pixel grouping and the encryption

order of the pixels are both unknown to the third party.

Therefore, the security can be enhanced by our RGM. The

steps of the proposed RGM are as follows:

Step 1: Update the initial key (z01, µ01) via KS-WS to obtain

the updated key (z1, µ1).

Step 2: Generate a 1 × M pseudo-random sequence R by

iterating the Logistic system with (z1, µ1) and dis-

carding the first 500 values. Then, abandon 30 val-

ues successively to obtain a 1 × N pseudo-random

sequence C and three pseudo-random values,

namely, Sr , Sc and D.

VOLUME 7, 2019 84389
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FIGURE 4. Proposed RGM.

Step 3: Sort R and C in ascending order to obtain the row

index sequence R′ and the column index sequence

C ′.

Step 4: Calculate the start point position (S ′
r , S

′
c) and the

direction D′ via Eq. (5).











S ′
r = mod(floor(Sr × 1014),M ) + 1

S ′
c = mod(floor(Sc × 1014),N ) + 1

D′ = mod(floor(D× 1014), 8).

(5)

Step 5: Read the pixel positions according to R′, C ′, (S ′
r , S

′
c)

and D′.

Step 6: Divide all pixels into G = min(M ,N ) groups (each

group includes E = max(M ,N ) pixels and PI rep-

resents the grouped plaintext of sizeG×E) based on

the pixel index sequence that was obtained in Step 5.

Fig. 4 illustrates the process of RGM. According to this

figure, there are eight directions and the directions yield

various random groups. For example, in the first subfigure,
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the row index and the column index are read from the start

position in right-bottom order in the right direction. The

detailed read order is shown in this subfigure. According to

Step 6, every four pixel indices are grouped together to yield

four groups, so the pixels in each group and the encryption

orders of the pixels are achieved. Unlike the first subfigure,

the read order of the second subfigure is the left direction,

so different groups and pixel encryption orders are obtained.

2) S-BOX CONSTRUCTION METHOD (SCM)

In mathematics, an n×n S-box receives n bits as input and can

output n bits. It is a nonlinear mapping S: {0, 1}n → {0, 1}n,

where {0, 1}n represents the vector space of n elements from

GF(2). GF(2) is the Galois field of two elements, and it is

the smallest field. In a block cipher, an S-box as an essential

component can provide nonlinear confusion to realize a high

level of randomness for the cipher-image. A chaotic S-box

is sensitive to the initial key and can reduce the storage and

transmission space due to the intrinsic properties of chaos.

Therefore, we design a simple and efficient S-box construc-

tion method based on chaos, namely, SCM.

In the proposed SCM, we construct 16 S-boxes and the

S-boxes are randomly selected for each group, which can

strengthen the security of the encryption algorithm and

reduce the number of constructed S-boxes. According to the

scenario, the number of S-boxes can be adjusted. The process

of SCM is described in detail as follows:

Step 1: Update the initial key (z02, µ02) via KS-WS to obtain

the updated key (z2, µ2).

Step 2: Generate 16 pseudo-random values {zs1 , zs2 , · · · ,

zδ, · · · , zs16} as the initial keys for constructing

the S-boxes by iterating the Logistic system with

(z2, µ2), where the first 15 values are discarded.

Step 3: Iterate the Logistic system with one of the initial

keys that were obtained by Step 2 and discard the

first 500 pseudo-random values to produce a chaotic

sequence Ŝ1 of size 1 × 256.

Step 4: Sort Ŝ1 in ascending order to obtain the sorted index

sequence Ŝ ′
1 = Ŝ ′

1 − 1 as the initial 1D S-box.

Step 5: Produce two pseudo-random values, which are

denoted as p and q, by abandoning 30 values succes-

sively and convert them into two integers, namely,

p′, q′ ∈ [0, 15], as the parameters of Arnold’s cat

map via Eq. (6).
{

p′ = mod(floor(p× 1014), 16)

q′ = mod(floor(q× 1014), 16).
(6)

Step 6: Divide each position of Ŝ ′
1 into two 4-bit index values

(xi, yi) and calculate the new index values (x ′
i , y

′
i) via

Arnold’s cat map according to Eq. (7). The elements

of Ŝ ′
1 are inserted into their new positions to obtain

the 2D S-box Sδ .
[

x ′
i

y′i

]

=

[

1 p′

q′ p′q′ + 1

] [

xi
yi

]

(mod 16). (7)

Step 7: Repeat Step 3 - Step 6 to obtain 16 S-boxes.

3) RANDOM SUBSTITUTION METHOD (RSM)

According to the introduction of Sec. II-B, we design a

random substitution method, namely, RSM. In our RSM,

the input value of the S-box is changed to a random value

prior to substitution, hence, the output result will be a random

value and the pixel distribution of the cipher-image will be

uniform, which can resist statistical analysis attacks. Mean-

while, we randomly assign two S-boxes to each group. Via

this approach, the diversity of S-box combinations can reduce

the number of constructed S-boxes and enhance the security.

In the proposed RSM, the current group of pixels is encrypted

using the previous group of the ciphertext. The steps of our

RSM are as follows:

Step 1: Update the initial key (z03, µ03) via KS-WS to obtain

the updated key (z3, µ3).

Step 2: Iterate the Logistic system with (z3, µ3) to pro-

duce G × 3 pseudo-random values P by dis-

carding 10 values successively, where the first

500 values are abandoned to eliminate the transient

effect.

Step 3: Obtain three pseudo-random values {pi,1, pi,2, pi,3}

(i ∈ {1, 2, · · · ,G}) from P at a time for calculating

two indices of the S-box, namely, {δi,1, δi,2}, and a

random integer γi via Eq. (8), where CI (i− 1,E) is

the last ciphertext of the previous group.



































































δi,1 =











mod(floor(pi,1 × 1014), 16) + 1, i = 1

mod(mod(floor(pi,1 × 1014), 256)

⊕CI (i− 1,E), 16) + 1, i 6= 1

δi,2 =











mod(floor(pi,2 × 1014), 16) + 1, i = 1

mod(mod(floor(pi,2 × 1014), 256)

⊕CI (i− 1,E), 16) + 1, i 6= 1

γi =











mod(floor(pi,3 × 1014), 256), i = 1

mod(floor(pi,3 × 1014), 256)

⊕CI (i− 1,E), i 6= 1.

(8)

Step 4: Substitute the plaintext of the ith group via Eq. (9)

to obtain the ciphertext, where the function f (x)

converts x into two 4-bit index values, which serve

as the inputs of the S-box.

CI (i, j)

=

{

S
δi,1
1 (f (PI (i, j) ⊕ S

δi,2
2 (f (γi)))), i = 1

S
δi,1
1 (f (PI (i, j) ⊕ S

δi,2
2 (f (CI (i, j− 1))))), i 6= 1.

(9)

Step 5: Repeat Step 3 and Step 4 to obtain the ciphertext and

return the encrypted pixels to their original positions

to obtain the final cipher-image I ′.

C. ENCRYPTION PROCESS

The whole encryption process of the proposed KSA-IEA is

presented in Algorithm 1.
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Algorithm 1 Encryption Process of KSA-IEA

Input: Plain-image I , initial keys (zk , µk ), (z01, µ01), (z02, µ02) and (z03, µ03).

Output: Cipher-image I ′.

1: Update all initial keys (z01, µ01), (z02, µ02) and (z03, µ03) to obtain the updated keys (z1, µ1), (z2, µ2) and (z3, µ3) using

KS-WS with the weighting key (zk , µk );

2: Divide the plain-image I into G = min(M ,N ) groups to obtain the grouped plaintext PI of size G× E (E = max(M ,N ))

using RGM with (z1, µ1);

3: Construct 16 S-boxes Sδ using SCM with (z2, µ2);

4: for i = 1 : G do % Substitute each group using RSM with (z3, µ3)

5: if i = 1 then % Calculate two S-box indices {δi,1, δi,2} and a random integer γi
6: δi,1 = mod(floor(pi,1 × 1014), 16) + 1;

7: δi,2 = mod(floor(pi,2 × 1014), 16) + 1;

8: γi = mod(floor(pi,3 × 1014), 256);

9: else

10: δi,1 = mod(mod(floor(pi,1 × 1014), 256) ⊕ CI (i− 1,E), 16) + 1;

11: δi,2 = mod(mod(floor(pi,2 × 1014), 256) ⊕ CI (i− 1,E), 16) + 1;

12: γi = mod(floor(pi,3 × 1014), 256) ⊕ CI (i− 1,E);

13: end if

14: for j = 1 : E do % Substitute each pixel

15: if j = 1 then

16: CI (i, j) = S
δi,1
1 (f (PI (i, j) ⊕ S

δi,2
2 (f (γi))));

17: else

18: CI (i, j) = S
δi,1
1 (f (PI (i, j) ⊕ S

δi,2
2 (f (CI (i, j− 1)))));

19: end if

20: end for

21: end for

22: Return the pixels of CI to their original positions using RGM to obtain the final cipher-image I ′.

D. DECRYPTION PROCESS

Decryption is the reverse process of encryption. The updated

keys (z1, µ1), (z2, µ2) and (z3, µ3) are transmitted to decrypt

the cipher-image I ′. First, RGM is executed to obtain the

grouped ciphertext. Second, we construct 16 S-boxes via

SCM. Then, each group of ciphertext is substituted using

RSM to obtain the decrypted pixels. Finally, these pixels

are returned to their corresponding positions to obtain the

original image I .

E. KSA-IEA FOR COLOR IMAGES

We also design the KSA-IEA for color images. The encryp-

tion process is similar to the above process, but the KS-WS is

modified to fit the color images. There are three components,

namely, IR, IG and IB, in a color plain-image I . The encryption

algorithm is as follows:

Step 1: Calculate the weighted summations SRWI , S
G
WI , and

SBWI of the three components IR, IG and IB using

the weighting vectors, namely, W1 and W2, that are

generated by (zk , µk ). Then, three pseudo-random

values, namely, wM+N+1, wM+N+2 and wM+N+3,

are multiplied by the three weighted summations

in Eq. (10) to obtain the final weighted summa-

tion SWI , which is used to update all initial keys to

obtain the updated keys, namely, (z1, µ1), (z2, µ2)

and (z3, µ3).

[

wM+N+1 wM+N+2 wM+N+3

]

×





SRWI
SGWI
SBWI



 = SWI .

(10)

Step 2: Combine the three components IR, IG and IB into a

grayscale image Î of size M̂ × N̂ .

{

M̂ = 3M , N̂ = N , M ≤ N

M̂ = M , N̂ = 3N , M > N .
(11)

Step 3: Group the grayscale image Î via RGM with (z1, µ1)

and obtain the grouped plaintext PI of size G × E

(G = min(M̂ , N̂ ), E = max(M̂ , N̂ )).

Step 4: Construct 16 S-boxes S2 via SCM with

(z2, µ2).

Step 5: Substitute the current group of plaintext using

the previous group of ciphertext and the selected

S-boxes via RSM and (z3, µ3) to obtain the cipher-

text CI .

Step 6: Return all encrypted pixels to their original

positions to obtain the encrypted grayscale cipher-

image Î ′.

Step 7: Convert the grayscale cipher-image Î ′ to the final

color cipher-image I ′.
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FIGURE 5. Simulation results of our KSA-IEA.
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TABLE 1. Encryption time (s) of five image encryption algorithms for grayscale images.

The cipher-image I ′ and the three updated keys (z1, µ1),

(z2, µ2) and (z3, µ3) are transmitted to the receiver for

decryption. We can decrypt the cipher-image to recover

the original color image I via the reverse process of

encryption.

IV. SIMULATION AND SECURITY ANALYSIS

A satisfactory image encryption algorithm should have the

ability to resist various types of attacks for grayscale and

color images. In this section, we present the simulation results

of KSA-IEA, which executes only one encryption round,

and compare the proposed KSA-IEA with the CMT-based

image encryption algorithm (CMT-IEA) [17], LSMCL-

based image encryption algorithm (LSMCL-IEA) [19],

one-dimensional-chaotic-system-based image encryption

algorithm (CS-IEA) [22] and hash-function-based image

encryption algorithm (HF-IEA) [24] to analyze the security.

In CMT-IEA, the whole encryption framework is carried

out two encryption rounds to perform the encryption of the

plain-image. In LSMCL-IEA, two rounds of confusion and

two rounds of diffusion are implemented successively to

obtain the cipher-image. In CS-IEA, a novel one-dimensional

chaotic system is utilized in an image encryption algorithm

that is based on the confusion-diffusion structure with only

one encryption round. In HF-IEA, SHA-256 is combined

with chaotic permutation and pixel diffusion to encrypt the

plain-image, where the encryption architecture executes only

one encryption round. These image encryption algorithms

are implemented in MATLAB R2013a on a personal com-

puter with an Intel(R) Core(TM) i7-3667U CPU that runs

at 2.50 GHz and 8 GB of RAM. The initial conditions

of the proposed KSA-IEA are zk = 0.12345678901234,

z01 = 0.23456789012345, z02 = 0.34567890123456 and

z03 = 0.45678901234567 and the control parameters are

µk = µ01 = µ02 = µ03 = 3.99999.

TABLE 2. Encryption time (s) of three image encryption algorithms for
color images.

A. SIMULATION RESULTS

Fig. 5 shows the simulation results (original images and their

histograms, cipher-images and their histograms, decrypted

images) that were obtained by using KSA-IEA to encrypt var-

ious types of plain-images into random-like cipher-images.

The tested plain-images include the 512 × 512 Baboon

grayscale image, the 350 × 512 Clown grayscale image,

the 768 × 512 Bike grayscale image, the 256 × 256 Lena

color image, the 276 × 512 Airplane color image, and the

256×171 Boat color image. According to Fig. 5, it is difficult

to obtain any information of the plain-images from the cipher-

images. The pixel distributions of the cipher-images are uni-

form, hence, the proposed KSA-IEA can resist statistical

analysis attacks. The decrypted images that were obtained via

lossless encryption algorithm KSA-IEA are consistent with

the original images. The simulation results demonstrate that

KSA-IEA has satisfactory encryption performance on various

types of images.

B. SPEED ANALYSIS

The execution time is an important factor in evaluating an

image encryption algorithm. A satisfactory image cipher

should have high computational efficiency. We compare the

proposed KSA-IEA with CMT-IEA [17], LSMCL-IEA [19],
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TABLE 3. NPCR results of five image encryption algorithms for grayscale images.

TABLE 4. UACI results of five image encryption algorithms for grayscale images.

CS-IEA [22] and HF-IEA [24] in terms of the encryption

time for grayscale and color images of size 512 × 512.

These image encryption algorithms are implemented inMAT-

LAB R2013a on a personal computer with an Intel(R)

Core(TM) i7-3667U CPU that runs at 2.50 GHz and 8 GB

of RAM. The evaluated results are presented in Table 1 and

Table 2. Our KSA-IEA, which executes only one encryp-

tion round, is faster than the compared image encryption

algorithms.

C. DIFFERENTIAL ATTACK

We use the Number of Pixels Change Rate (NPCR) and

Unified Average Changing Intensity (UACI) to evaluate the

ability to resist differential attack. The equations for NPCR

and UACI are presented as Eq. (12).






















NPCR =

∑

ijD(i, j)

M × N
× 100%

UACI =
1

M × N





∑

i,j

|C1(i, j) − C2(i, j)|

255



 × 100%,

(12)

where C1 and C2 represent two cipher-images that corre-

spond to the same plain-image. If C1(i, j) 6= C2(i, j), then

D(i, j) = 1; otherwise, D(i, j) = 0. A satisfactory image

encryption algorithm should be sensitive to slight changes in

the plain-image to resist known/chosen plaintext attack. Thus,

we change the least signification bit (LSB) of a pixel in a
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TABLE 5. NPCR and UACI results of three image encryption algorithms for color images.

FIGURE 6. Simulation results of our KSA-IEA for special images. (a) Original cipher-image of all white
image, (b) modified cipher-image of all white image, (c) difference image between (a) and (b),
(d) Original cipher-image of all black image, (e) modified cipher-image of all black image, (f) difference
image between (d) and (e).

grayscale image of size 512 × 512 to generate a modified

plain-image and encrypt the original plain-image and the

modified plain-image using the comparison schemes and our

KSA-IEA with the same initial keys. Table 3 and Table 4 list

the NPCR and UACI results. As can be seen, the results of

the proposed KSA-IEA are close to the ideal values, so this

algorithm can provide high plaintext sensitivity. Meanwhile,

it has been demonstrated that our KSA-IEA has higher effi-

ciency than the compared encryption schemes. Therefore,

the proposed KSA-IEA has superior encryption performance.

We employ the above method to further evaluate the sen-

sitivity to slight changes in color plain-images. Table 5 lists

the average NPCR and UACI results of the three components

in color images of size 512 × 512. It can be observed that

our KSA-IEA is highly sensitive to plaintext and has stronger

resistance against differential attack.

To further demonstrate the ability to resist known/chosen

plaintext attack, two special images of size 512×512, namely,

all black image and all white image, are encrypted by the

proposed KSA-IEA. Meanwhile, the LSBs of the first pixels

in these two special images are both changed to achieve

two modified plain-images, and they are encrypted by our

KSA-IEA. Fig. 6 shows the original cipher-images, the modi-

fied cipher-images and the difference images. It can be found

that the cipher-images of the special images are random, and

the original cipher-images are completely different from the

modified cipher-images. Thus, the proposed KSA-IEA can

resist the known/chosen plaintext attack.

D. CORRELATION ANALYSIS

The neighboring pixels have high correlations due to the high

data redundancy in an image. A satisfactory image encryption

algorithm should have the ability to destroy the correlations

in the horizontal, vertical and diagonal directions. Mathemat-

ically, the correlation coefficient is calculated via Eq. (13).







































ρ =
E[(x − E(x))(y− E(y))]

D(x)D(y)

E(x) =
1

ω

ω
∑

i=1

xi

D(x) =
1

ω

ω
∑

i=1

[xi − E(x)]2,

(13)
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TABLE 6. Correlation coefficients of five image encryption algorithms for grayscale images.

TABLE 7. Correlation coefficients of three image encryption algorithms for color images.

TABLE 8. Information entropy results of five image encryption algorithms for grayscale images.

where x and y represent two adjacent pixel sequences in

three directions, E(x) is the expectation of x and D(x) is

the variance of x. The larger the correlation coefficient

ρ ∈ [0, 1] is, the higher the correlation between pixels

is.

The correlation coefficients along with the horizontal,

vertical and diagonal directions are calculated under CMT-

IEA [17], LSMCL-IEA [19], CS-IEA [22], HF-IEA [24]

and our KSA-IEA. Table 6 and Table 7 list the aver-

age correlation coefficients of 19 grayscale images and

6 color images. The coefficients of the cipher-images

for the proposed KSA-IEA are close to 0, hence, our

KSA-IEA can reduce the correlations of neighboring

pixels.

E. INFORMATION ENTROPY

The cipher-image should have high randomness to guaran-

tee high security. The information entropy is a criterion for

evaluating the randomness of a cipher-image. The equation

is presented as Eq. (14).

H (x) =

MN−1
∑

i=0

p(xi)log
1

p(xi)
, (14)

where xi is the ith pixel value in the cipher-image of size

M×N and p(xi) is the probability of xi. Table 8 and Table 9 list

the information entropy results of four comparable encryption

algorithms and our KSA-IEA for grayscale and color images.

The information entropy values of the proposedKSA-IEA are
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FIGURE 7. Key sensitivity analysis of our KSA-IEA in the encryption process for a grayscale image. (a) zk , (b) z01, (c) z02, (d) z03.

FIGURE 8. Key sensitivity analysis of our KSA-IEA in the decryption process for a grayscale image. (a) Original decrypted image, (b) z1,
(c) z2, (d) z3.

FIGURE 9. Key sensitivity analysis of our KSA-IEA in the encryption process for a color image. (a) zk , (b) z01, (c) z02, (d) z03.

TABLE 9. Information entropy results of three image encryption
algorithms for color images.

closer to the ideal value 8. These simulation results demon-

strate that the cipher-images of our KSA-IEA are random and

cannot leak any useful information to attackers.

F. KEY SPACE AND KEY SENSITIVITY

A satisfactory image encryption algorithm should have a

sufficiently large key space for resisting brute-force attack.

In the proposed KSA-IEA, we encrypt the grayscale/color

images with four initial keys. The keys are all of double data

type, which stores each real number in 64 bits. According to

the IEEE 754-2008 standard and the symmetry of Logistic

system, our key space size is at least 2124 > 2100. It is

demonstrated that our KSA-IEA performs well in resisting

brute-force attack for various images.

The image cryptosystem should be extremely sensitive to

slight changes in the initial keys. We evaluate the key sensi-

tivity of the proposed KSA-IEA in the encryption process and

the decryption process. First, we use four initial keys with a

tiny difference (10−14) to encrypt a plain-image. Fig. 7 shows

the difference images. The cipher-images with modified keys

are differ completely from the original cipher-images. Then,

we use three decryption keys with a tiny difference (10−14)

to recover a cipher-image. The original decrypted image and

the recovered decrypted images are presented in Fig. 8. The
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FIGURE 10. Key sensitivity analysis of our KSA-IEA in the decryption process for a color image. (a) Original decrypted image, (b) z1, (c) z2,
(d) z3.

FIGURE 11. Noise attack analysis of our KSA-IEA. (a) Original plain-image (Lena), (b) decrypted image (Lena), (c) original plain-image
(Baboon), (d) decrypted image (Baboon).

recovered cipher-images are all incorrect. The same experi-

ment is conducted on a color image and the simulation results

are exhibited in Fig. 9 and Fig. 10. We came to the same

conclusion. Therefore, the proposed KSA-IEA is sensitive to

its initial keys in both the encryption and decryption processes

for grayscale and color images.

G. NOISE ATTACK

An image encryption algorithm should have the robustness

to resist the noise attack to achieve the information of plain-

image. In this simulation, we add the Gaussian noises to the

cipher-image to receive the plain-image, where the mean of

the Gaussian distribution is 0 and the variance is 0.000001.

The simulation results are shown in Fig. 11. It can be found

that the main information in the original plain-image can be

observed from the decrypted image. Therefore, the proposed

KSA-IEA is robust and has the resistance against noise attack.

V. CONCLUSION

In this paper, we propose a novel encryption architec-

ture, namely, KSA, that is based on key scheming and

substitution for overcoming the low security and low com-

putational efficiency of the traditional confusion-diffusion

framework. Under this KSA, a new image encryption algo-

rithm KSA-IEA is presented, which uses only one round

of encryption. In this KSA-IEA, a key scheming that is

based on weighted summation is designed for enhancing the

sensitivity to slight changes in the plain-image. In addition,

we also develop a new substitution method that is based on

S-boxes for encrypting various types of images. The proposed

KSA-IEA is evaluated and is compared with several image

encryption schemes under the traditional encryption frame-

work. The simulation results demonstrate that our KSA-IEA

has higher security and efficiency.
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