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Abstract 
 

Resource Scaling is one of the important job in cloud environment while adapting resource configurations due to elasticity mechanism. 

In the view of cloud computing, resource scaling mechanism hold the assurance of QoS (Quality of Service), So, one of the key challeng-

ing task in cloud environment is, resource scaling. Effective scaling mechanism gives an optimal solutions for computational problems 

while achieving QoS and avoiding SLA (Service Level Agreement) violations. To enhance resource scaling mechanism in cloud envi-

ronment, predicting future workload to the each application in different manners like number of physical machines, number of virtual 

machines, number of requests and resource utilization etc., is an essential step. According to the prediction results, resource scaling can 

be done in the right time, while preventing QoS dropping and SLA violations. To achieve efficient resource scaling, proposed approach 

lease advantages of fuzzy time series and machine learning algorithms. The proposed approach is able to reach effective resource scaling 

mechanism with better results. 
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1. Introduction 

Cloud computing is a trending technology in computing area 

where providing resources like computation power, storage, net-

work and applications etc., are delivered as a service through in-

ternet. The main services are Software-as-a-service (SaaS), Plat-

form-as-a-service (PaaS) and Infrastructure-as-a-service (IaaS). 

Apart from these services, delivering services in different catego-

ries, such as network, security, API and test environments etc. In 

the current scenario, information technology organizations re-

quires huge amount of running servers to increase their economy 

which can leads to raised purchase cost of hardware and environ-

mental pollution. The maintenance cost of underutilized resources 

(datacenters, servers etc.) effects on company profits. Additionally, 

extra resources requiring during peak situations to avoid SLA 

violations.  

As per the SLA‟s, cloud service provider should be handle bulk 

requests. This is the main challenge to scale up the cloud infra-

structure based on the workload. In cloud environment, high re-

source configuration (vCPUs and vRAMs) applications have fluc-

tuation resources demands due to maintain massive requests. For 

example, the offer sales days many e-commerce applications such 

as Flipkart, Amazon, e-bay and Snapdeal etc., gets huge requests 

from customers. Sometimes servers will hang due to inefficient 

resources and e-commerce provider‟s loss their goodwill. Hence, 

resource scaling is the important task in cloud computing envi-

ronments. Auto-scaling basically depends on the virtualization 

technique and sometimes delaying to launch new virtual machine 

which can leads reputation loss of cloud providers. Therefore, the 

efficient resource scaling can be achieved by using prediction 

algorithms, to scaling the resources as per the workload behavior. 

The Challenge of estimating future workload of the application, is 

the prediction of correct amount of required resources, has been 

undertook through proactive approaches. Proactive methods esti-

mating the future required resources in a way the resource scaling 

manager has efficient time to scale the cloud resources before 

facing the bottleneck situation. If sudden increase of application 

workload, the resource scaling manager scale up the virtual re-

sources structure according to the predicted future workload of the 

application. On the other hand, based on the workload reduction, 

resource scaling manager will change the allocated resources con-

figuration. So, by using prediction methods, can avoid SLA viola-

tion and can reach QoS‟s.  

The rest of the paper is organized as follows: Section 2 describes 

prediction approaches in different manner such as metrics of the 

applications. Section 3 presents the related work of prediction 

methods. Section 4 describes proposed approach of this paper. 

Finally, the paper is concluded in Section 5. 

2. Prediction Approaches 

The main challenge of the prediction is, to estimate the future 

behavior of the application with respective metrics based on the 

historical information which is collected before. Prediction can be 

done with different metrics of the application [1]. Resource pre-

diction approach must be proactive approach. Normally, in reac-

tive methods, either increasing or decreasing the resources de-

pends on predefined threshold values, which can lead more time 

taking to migrating or launching new virtual machines. Final result 

is provider might lose their customers. In contrast, proactive ap-

proaches combines with learning algorithms to predict future 

workload of the application. With prediction results, resource 

scaling manager make the decisions like either scale-in or scale-

out.  
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The main branches of the prediction are workload and perfor-

mance. Prediction in two manner, is important step for the effi-

cient resource scaling management in cloud environment. Based 

on the future workload, the efficient resource scaling manager 

must be detect the correct amount of resources to satisfy QoS 

parameters like response time, CPU utilization, reliability and 

availability. Figure 1 represents characteristics and challenges of 

the prediction methods. 

The efficiency of prediction model evaluated by the accurate pre-

dicted results. Prediction model should be give accurate outputs 

which are close to the actual values. To improve the accuracy, 

prediction approach analyse the historical data of the application 

and develop the new trained model by using learning algorithms. 

Generally, cloud computing environment able to change their 

resource configuration continuously. So, resources adaptation 

helps to change configuration of resources by using prediction 

results with better results. The different dimensions of the applica-

tions for prediction are as follows. 

 

 SLA violation: Allocating inefficient resources to the appli-

cation leads SLA violation. The result is cloud provider 

might lose their revenues. Identifying this violations, in man-

ner of applications could help to scaling the allocated re-

sources. 

 Number of Users: With this metric information, can decide 

which application have many customers.  

 Resources Utilization: This dimension gives the information 

about amount of resource utilization. This results helps to 

make decisions like whether applications are either in over-

utilization or in under-utilization stage. 

 Number of Requests: Based on incoming requests, prediction 

approach can make decisions to scale the resources. 

 Number of PMs and VMs: The number of allocated resources 

such as virtual machines (VMs) and physical machines (PMs) 

to the applications, gives idea about future needed resources. 

 

Prediction, in manner of different dimensions gives the better 

results rather than considering single dimension of the application. 

 

 

 

 

3. Related Work 

In this section, discusses about prediction models [1] and these 

models are categorized into three types: (i) computational intelli-

gence, (ii) analytical, and (iii) simulation models. The computa-

tional intelligence models are mainly depends on neural networks, 

fuzzy logic and genetic algorithms etc. The Analytical are mainly 

depends on regression models, hidden markov model and queuing 

theory model etc. Few simulation tools used for prediction of re-

sources such as Memory buddies and Overdriver etc. So far, au-

thors proposed many prediction approaches for different aims and 

aspects.  

Dinda et al. [3] developed a simulation toolkit to predict future 

CPU workload of resources according to their CPU usage infor-

mation. The authors used some linear prediction approaches such 

as autoregressive (AR), moving average (MA), autoregressive 

integrated moving average (ARIMA) and autoregressive moving 

average (ARMA) for predicting CPU workload. Based on the 

prediction results, scaling can be done. Nahrstedt et al. [4] pro-

posed a multi resource prediction model to predict the future 

workload of server by finding correlation among other resources. 

This correlation concludes the same resources behavior. Some-

times CPU load increase suddenly due to massive requests, in 

these situations linear prediction approaches cannot gives the ac-

curate results. So, finding correlation among resources helps for 

better results. Guitart et al. [5] proposed a prediction algorithm for 

efficient energy scheduling in virtual machines, infrastructure, 

resource and SLA‟s of a cloud environment. The proposed model 

takes all advantages of exponential smoothing, moving average, 

double exponential smoothing and linear regression. The predic-

tion approaches predicts the results individually, after that, based 

on lowest absolute error, is chosen as the prediction results. 

Estrella et al. [7] proposed prediction model for resource adapta-

tion by integrating different linear prediction models. Proposed 

algorithm used a genetic algorithm to integrating all linear predic-

tion model. The main advantage of their model is, it does not re-

quired training model before scaling. Mainly, their prediction 

approach predicts by integrating the prediction value of dissimilar 

time series prediction models and combining different time series 

by using genetic algorithm. Kumar et al. [6] proposed prediction 

approach to predict the utilization of virtual machines by using ant 

colony approach. Chen et al. [8] addressed a dynamic prediction 

approach to forecast CPU workload of cloud resources. Proposed  

 

 
Fig 1: Prediction Approach: Characteristics and Challenges 
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Fig 2: Proposed Proactive Resource Scaling Model 

 

Model integrated linear and non-linear forecasting models. It con-

sists of two layers, the old values with prediction error rates are 

replaced with new prediction approach values in first layer. To 

replace error rate values, proposed model using exponential 

smoothing, autoregression, weighted nearest models. Zhu et al. [9] 

proposed adaptive prediction approach by using fuzzy clustering 

based fuzzy neural networks. For effective results they used fuzzy 

c-means integrating with subtractive cluster algorithm. 

4. Proposed Approach 

The proposed model, resource scaling can done in the way of pro-

active method. Proposed approach mainly have four components: 

(i) preprocessor, (ii) learning algorithm, (iii) trained model, and (iv) 

scaling decision manager. The main role of the first component is 

to collect the all metrics information (historical data and current 

usage data) from resource monitor and converted into fuzzy time 

series, which are input datasets for learning algorithms. In the 

second phase, all fuzzy time series transformed into group multi-

variate fuzzy time series and transformed as input for learning 

algorithm. In the third phase, trained model gives the output val-

ues for defuzzifier to separate the values according to the respec-

tive metrics and finally it predicts future resource usage. In the 

final phase, based on the prediction results scaling manager make 

the decisions to scale the resources. 

 

Pseudocode: Proactive Scaling Model    

1. Begin 

2. Normalize all historical time series and current usage  

       time series at each point „t‟. 

3. Fuzzy time series as inputs for learning  

       algorithm: F1 (t), F2 (t), F3 (t) … Fn (t). 

4. Develops a learning algorithm for next observation values. 

5. Pass the values to trained model. 

6. At each point of time „t‟, gathered new resources data. 

7. Compare the results with new resources data. 

8. Make the decision such as either scale-in or scale-out 

The goal of the model is to enhance prediction approaches to scale 

resources in advance. Accuracy is the essential for the proposed 

approach.  

Many prediction methods such as autoregression, moving average, 

back-propagation neural network, autoregression integrated mov-

ing average and exponential smoothing etc., are employed to fore-

cast cloud resource workloads. Integration of prediction approach-

es improve the prediction accuracy. Accuracy is one of main re-

quirements while developing efficient resource manager is to 

avoid SLA violation. 

5. Conclusion 

The proposed work mainly concentrate on developing a proactive 

resource scaling model for cloud environment. Proposed model 

addressed comprehensive approach, which consists of four com-

ponents to get the accuracy results. This model take all advantages 

of fuzzy time series approach to transfers information into group 

multivariate time series and learning algorithms to predict the 

forecasting values. Based on forecasting values scaling decision 

manager, change the resource configuration. 
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