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ABSTRACT
Content-based publish/subscribe has gained high popularity
for large-scale dissemination of dynamic content. Yet it is
highly challenging to enable communication-efficient dissem-
ination of content in such systems, especially in the absence
of a broker infrastructure. This paper presents a novel ap-
proach that exploits the knowledge of event traffic, user sub-
scriptions and topology of the underlying physical network
to perform efficient routing in a publish/subscribe system.
In particular, mechanisms are developed to discover the un-
derlay topology among subscribers and publishers in a dis-
tributed manner. The information of the topology and the
proximity between the subscribers to receive similar events
is then used to construct a routing overlay with low com-
munication cost. Our evaluations show that for internet-like
topologies the proposed inference mechanisms are capable of
modelling an underlay in an efficient and accurate manner.
Furthermore, the approach yields a significant reduction in
routing cost in comparison to the state of the art.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Distributed
networks; C.2.4 [Distributed Systems]: Distributed ap-
plications

Keywords
Content-based, Publish/Subscribe, P2P, Underlay, QoS

1. INTRODUCTION
Publish/Subscribe (pub/sub) is an important many-to-

many communication paradigm for building large-scale dis-
tributed applications such as news distribution, service dis-
covery, stock exchange, electronic auction, network moni-
toring, environmental monitoring and others. In a pub/sub
system, messages are not given explicit destination addresses
and are routed according to their content. This enables loose
coupling between the producers (publishers) and consumers
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(subscribers) of information. Publishers inject information
into the system in the form of events without the knowledge
of the relevant set of subscribers. Likewise, subscribers ex-
press their interest in certain events by issuing subscriptions
without the need to know the set of publishers.

In a content-based pub/sub – which provides the most
expressive way to specify events of interest, where subscrip-
tions define restrictions on message content – an important
concern is to route events from the publishers to the rele-
vant subscribers with low delay and message overhead [25].
Traditionally, a dedicated network of brokers is used for the
intermediate routing of events. However, recent systems use
peer-to-peer (in short P2P) model, where subscribers and
publishers arrange themselves in a broker-less overlay net-
work and participate in forwarding events. The efficiency
of event routing in a broker-less environment is very sensi-
tive to the organization of subscriber and publisher peers
in an overlay network. Typically, two approaches are used
for organizing the peers in such systems. The first approach
uses DHT-based overlays [29] to arrange peers. The content-
based filtering is implemented as a separate layer on top of
DHTs [13]. The efficiency of this approach is restricted as
the overlay network is oblivious to the dynamics in the upper
content-based layer [14].

The second approach on the other hand uses the infor-
mation about the event traffic and user subscriptions to or-
ganize peers in semantic (or interest) communities [28, 32,
31], i.e., peers matching similar events are placed in close
proximity in an overlay network. Such a semantic organi-
zation of peers reduces the pure forwarders, i.e., the peers
which participate in forwarding an event without a matching
subscription, and as a consequence results in a decrease of
overall message overhead as well as an improvement in the
average number of overlay hops to deliver events. However,
the overlay-level mechanisms alone may not provide desired
benefits without the knowledge of the underlying physical
network topology (in short underlay). For instance, two
apparently independent overlay paths may share common
underlying physical links [18] and therefore, the selection of
overlay paths solely based on the semantic similarities be-
tween the peers may lead to multiple copies of the same
messages on the shared underlay links resulting in higher
message overhead (bandwidth utilization) and higher end-
to-end delays, as illustrated in the following simple example.

Example 1. Figure 1(a) shows a small scenario where
five subscribers and a publisher are connected to different
routers in an IP ( Internet Protocol) network. The sub-
scribers have non-identical but overlapping subscriptions to
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Figure 1: A simple example illustrating the benefits
of underlay awareness.

a numeric attribute A and thus receive intersecting (or over-
lapping) sets of event messages. The overlay in Figure 1(b)
organizes the subscribers according to the containment rela-
tionship between their subscriptions without the knowledge
of the underlying network, similar to the work of Tariq et
al. [30]. Clearly, no extra message overhead is incurred (to
deliver the events received by each subscriber) at an overlay-
level, each subscriber only receives the matching events and
forwards a subset of those events to its child subscribers.
However, the communication cost in terms of number of
packets (or messages) travelled on each underlay link is high
(i.e., 327 messages are forwarded in total) because overlay
paths induce duplicate messages on common underlay links.
Moreover, the delay penalty, i.e., delay in comparison to the
unicast delay from the publisher, for individual subscribers is
very high, e.g., s4 experience 3.9 times more delay. In con-
trast, the overlay in Figure 1(c) takes into account both the
underlay topology and the containment relationships between
the subscriptions for its organization. Here, the subscriber
s2 has to receive and forward additional events to satisfy the
subscriptions of s3 and s5 resulting in an overhead of 10
overlay-level messages. However, the delay penalty of sub-
scribers is reduced to at most 1.2 and the communication cost
is lowered to 246 underlay messages, which clearly shows that
the semantic arrangement alone is not always beneficial in
reducing message overhead and delay.

In this paper, we present a novel scheme that exploits
the knowledge of event traffic, user subscriptions, and the
router-level topology of the underlying network to construct
an efficient routing overlay, which minimizes the overall cost
of disseminating events in a content-based pub/sub system.
Our main contributions can be summarized as follows. First,
we develop methods to discover the underlay topology among
the peers participating in a pub/sub system. The proposed
methods incur low overhead and maintain the topology in-
formation in a distributed manner by constructing a Topol-
ogy Discovery Overlay (in short TDO) (cf. Section 4). Sec-
ond, we propose different strategies to construct a cost effi-
cient pub/sub routing overlay on a TDO, taking into account

the underlay topology as well as the event traffic matched be-
tween the subscriber peers (cf. Section 5). Finally, through
extensive evaluations, we show that the proposed approach
performs well on Internet-like topologies, by leading to sub-
stantially low routing cost in terms of message overhead and
end-to-end delays (cf. Section 6).

2. SYSTEM MODEL AND PROBLEM FOR-
MULATION

We consider a content-based pub/sub system consisting
of a set of N distinct peers. The peers have unique iden-
tifiers and are connected to the underlying (IP) network
at different points through access links. The underlay is
modelled as an undirected graph GU = (VU , EU ), where
VU = (R ∪ P) represents the set of routers R and peers P,
and EU ⊆ (P ×R) ∪ (R×R) ∪ (R× P) represents the set
of physical links. Each link εui,j = (i, j) ∈ EU from i ∈ VU

to j ∈ VU is associated with a delay value dU (εui,j).
The overlay network is the virtual topology induced by

the peers on the underlay. It can be modelled as a graph
GO = (P, EO), where EO ⊆ P × P is the set of over-
lay links. An overlay link is the point-to-point connec-
tion between two peers p and q, it is mapped to an un-
derlay route consisting of a sequence of physical routers
ri ∈ R and physical links determined by IP routing, i.e.,
〈p, q〉 = {(p, ri), (ri, rj).....(rm, q)}. The delay of an over-
lay link 〈p, q〉 corresponds to the unicast path delay from
peer p to q, i.e., dO(p, q) =

∑
εu∈〈p,q〉 d

U (εu). Note that the

IP network routing is usually asymmetric [18] and there-
fore, the underlay route from a peer p to another peer q
(i.e., 〈p, q〉) may not be the reverse of the route followed
by 〈q, p〉. The methods developed in this paper, work
with asymmetry by treating 〈p, q〉 and 〈q, p〉 as two sepa-
rate overlay links. However, for the ease of presentation,
we assume that the underlay routes are symmetric and
dO(p, q) = dO(q, p). A prefix relation can be defined be-
tween peers w.r.t. the overlay links from a common ances-
tor peer. Let 〈p, q〉 = {(p, rq,1), (rq,1, rq,2), ...., (rq,j , q)} and
〈p, s〉 = {(p, rs,1), (rs,1, rs,2), ...., (rs,j+1, s)} represent over-
lay links of p with q and s respectively. Then 〈p, q〉 is said
to be a prefix of 〈p, s〉 w.r.t. p, denoted by q �p s, iff
rq,i = rs,i, ∀i ∈ {1, ..., j} holds. Moreover, the neighbour-
hood of a peer p in the overlay network is defined as the set
of peers to which this peer has direct point-to-point connec-
tions (overlay links) and is denoted by NG(p).
Peers act as publishers and/or subscribers, and run a

content-based pub/sub protocol to exchange events. The
pub/sub overlay is maintained as a spanning tree T of GO,
i.e., T = (P, EO

T ), where EO
T ⊆ EO. In the following, we

will refer to T as pub/sub overlay or tree. A path in T con-
nects a peer p to another peer q over intermediate peers and
is defined by a set of overlay (tree) links, i.e., path(p, q) =
{〈p, pi〉, 〈pi, pj〉, ..., 〈pm, q〉}. Furthermore, each path is asso-
ciated with a delay value D(p, q) =

∑
〈i,j〉∈path(p,q) d

O(i, j).
The dissemination of an event over T induces routing cost
in terms of delay and message overhead. The routing cost
is influenced by three factors, i) rate of false positives, ii)
stress on physical links, and iii) relative delay penalty.

False positives measure the excess bandwidth consump-
tion (in terms of extra messages) induced by the pub/sub
tree T during the dissemination of events. They are defined
as the rate of events that peers receive and forward with-
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Figure 2: Decomposition into different layers.

out a matching subscription. Let Eξ be the set of last ψ
events published in the system. Each event e ∈ Eξ pub-
lished by a peer pe is delivered to a set of matching (sub-
scriber) peers Se by traversing only those links in T that
lie on the paths between pe and Se. The routing load of a
link 〈i, j〉 ∈ EO

T , denoted by Υ(i, j), is defined as the number
of overlay paths that pass through the link for the dissem-
ination of all the events in Eξ, i.e., Υ(i, j) =

∑
e∈Eξ

|{q ∈
Se : 〈i, j〉 ∈ path(pe, q)}|. Ideally to avoid false positives,
the routing load on each link should be induced by the dis-
semination of only those events that are matched by the
subscriptions of both of its adjacent peers.

The Stress of a physical link (i, j) is defined as the number
of identical copies of a message sent over that link. Similar to
false positives, stress measures the excess bandwidth usage
and is influenced by the organization (topology) of peers in
the pub/sub tree T . Ideally, a message should traverse each
physical link at most once.

Relative delay penalty (in short RDP) measures the addi-
tional delay introduced by the pub/sub tree T on the deliv-
ery of an event from a publisher to all relevant subscribers.
It is defined as the ratio of the delay experienced when send-
ing events using the overlay to the delay experienced when
sending events using the direct unicast path in the under-
lay [15]. The RDP value of 1.0 means that the delay at the
overlay and the underlay is exactly same.

Given a dynamic set of (subscriber and/or publisher)
peers P and continuously evolving event traffic Eξ, our ob-
jective is to maintain a pub/sub tree T such that

1. the stress induced by the pub/sub tree on the links in
the underlay is minimized, and

2. the cost for disseminating events is minimized in
terms of false positives and delay, i.e., cost(T,P) =
min

∑
〈p,q〉∈EO

T
Υ(p, q) dO(p, q).

3. APPROACH OVERVIEW
Meeting the objectives presented in Section 2 amounts to

finding a good trade-off between three contradicting goals:
i) to lower the relative delay penalty (RDP), ii) to reduce the
rate of false positives, and iii) to minimize stress on under-
lay links. For instance, lowering RDP may increase stress on
some links in the underlay. Consider a mesh overlay where
all the peers have point-to-point connections (overlay links)
with each other. In this case, RDP between all pairs of peers

is 1.0, however, the stress on the physical links close to the
peers is very high [15]. Similarly, organizing subscribers (ac-
cording to the similarity of their received events) to avoid
false positives conflicts with the other two goals (cf. Exam-
ple 1).

We therefore propose to solve the problem by decompos-
ing it into two layers, the topology discovery layer and the
routing layer, as shown in Figure 2. The topology discovery
layer focuses on minimizing RDP and link stress without
taking into account the subscriptions of peers and the event
traffic matched by them. This layer maintains a topology
discovery overlay network (TDO), which connects all the
participants of a pub/sub system. In general, TDO can use
any overlay link from EO = P × P. However, to lower the
delay penalty and limit the duplicate packets on the under-
lay, only those overlay links are selected, which minimize
the overlaps between the mapped underlay routes, i.e., min-
imize sharing of underlay links or in other words connect
peers according to their location in the underlay topology
(GU ). Figure 2 shows that the peers are arranged in TDO
such that the underlay routes mapped by the corresponding
overlay links have minimum overlap. For instance, q �p s
and therefore path(p, s) (overlay path from p to s) in TDO
passes through q. Connecting subscribers according to the
underlay topology may induce higher stress on the last mile
links e.g., (s, r) has a stress of 3 in Figure 2. To alleviate this
problem, peers actively monitor the bandwidth of their last
mile links and impose limits on their degrees (neighbours in
TDO).

In general, organizing peers in TDO according to the un-
derlay topology requires tools (or techniques) to infer the
underlay route among all pairs of peers in the system. A
number of underlay route inference tools and techniques are
discussed in Section 4.3. However, these tools are expensive
in terms of time and control traffic. Therefore, the topology
discovery layer employs methods to limit the underlay route
inferences between the peers without much degradation in
the quality of TDO in terms of minimizing stress and RDP.

The routing layer runs on top of the TDO and maintains a
spanning tree to distribute events (using a subset of overlay
links from the TDO), as shown in Figure 2. To reduce the
cost of event routing, the selection of links from the TDO
is based on end-to-end delays between the peers as well as
event traffic consumed or produced by them. In particular,
a core-based approach is employed, whereby a small set of
peers that experience higher routing load and have low delay
paths (in the TDO) act as cores. The remaining non-core
peers connect to their closest cores by using the lowest cost
paths (in terms of dissimilarity of received events and end-to-
end delays) in the TDO. The cost of event routing is sensitive
to the selection of cores and therefore, various core selection
strategies with different performance benefits are developed
with complexity ranging from the use of global knowledge
to only local neighbourhood-based voting mechanisms.

In the subsequent sections, we first describe the construc-
tion of TDO (cf. Section 4) and afterwards present the main-
tenance of a cost efficient pub/sub routing tree on the TDO
(cf. Section 5).

4. TOPOLOGY DISCOVERY OVERLAY
In this section, we tackle the problem of constructing a

topology discovery overlay (TDO) with low stress and RDP.
In particular, we will describe two approaches to maintain



the TDO in a dynamic manner, the landmark approach and
the random walk approach. The landmark approach extends
the work of Kwon et al. [24] on underlay-aware single source
multicast to support multiple sources in a scalable manner,
whereas the random walk approach is more sophisticated,
it overcomes the limitations of the landmark approach and
addresses the trade-off between stress and RDP.

4.1 Landmark Approach
The landmark approach is inspired from the work of Kwon

et al. [24], which addresses underlay-aware overlay creation
with respect to only a single source. However, in a pub/sub
system, every peer can be a publisher and a subscriber at
the same time, and hence the TDO should reflect (discover)
the underlay topology w.r.t. all the peers participating in
the system. For this reason, the direct use of the approach
of Kwon et al. [24] is not suitable and would result in an
overhead of O(N2) underlay route inferences, i.e., detection
of router-level underlay path between all pairs of peers.

It is a known fact that the router-level network forms a
sparse graph [9] and therefore, underlay route inference be-
tween all pairs of peers is not necessary to construct a TDO
that reflects a highly accurate underlay topology among
publishers and subscribers [18]. For this reason, the land-
mark approach selects a small set of kL peers as pivots (or
landmarks), i.e., kL � N , and the underlay topology be-
tween the peers is discovered only with respect to the se-
lected landmarks.

The set of landmarks is fixed and globally known to all
peers in the system. Moreover, landmarks in the set are se-
lected uniformly and independently from each other. Each
peer individually picks a random number ρ in [0, 1] and de-

cides to become landmark if ρ < kL
N

. To estimate the total
number of peers N in a distributed and scalable manner, a
gossip-based aggregation algorithm [16] is used. The same
algorithm serves the purpose of distributing the set of land-
marks among other peers.

The TDO is maintained as a virtual forest of kL logical
trees, where each tree is associated with a landmark. Each
landmark acts as the root of its associated tree while all
other peers (including other landmarks) join the tree.

4.1.1 Joining a Landmark Tree
In order to connect to a tree associated with a landmark

sk, a newly arriving peer sn sends a connection request to
the root of the tree (i.e., sk). On receiving the request, the
root sk discovers the underlay route mapped by the over-
lay link 〈sk, sn〉 by using one of the underlay route inference
techniques described later in Section 4.3. Once the underlay
route for 〈sk, sn〉 is discovered, the peer sn is placed in the
tree such that the newly discovered underlay route has min-
imum overlap with the underlay routes of other members of
the tree. This is accomplished by comparing the underlay
route of 〈sk, sn〉 with the routes of other neighbours (child
peers) at each level of the tree and performing one of the fol-
lowing three mutual exclusive actions [24] until the desired
parent is reached.

Let st be the current peer in the tree which is processing
the connection request from sn. The algorithm deals with
three possible cases as follows:

• Case 1: ∃p ∈ NG(st) : p �sk sn

In this case, the connection request is forwarded to the
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Figure 3: Selection of target peers vs. accuracy of
discovered topology.

peer p as it shares a part of the underlay route from sk to
sn and hence is a more appropriate parent (for sn) than
st. For instance, if 〈sk, p〉 = {(sk, ri), (ri, rj), (rj , p)} and
〈sk, sn〉 = {(sk, ri), (ri, rj), (rj , ro), (ro, sn)}, then placing
sn as a child of p in the tree reduces overlapping among
the underlay links.

• Case 2: ∃p ∈ NG(st) : sn �sk p

In this case, the underlay route of sn is a prefix of the
route mapped by 〈sk, p〉 and hence, sn should become a
child of st and adopt p as its own child.

• Case 3: Neither Case 1 nor Case 2 evaluates to true.

If no prefix relationship can exist between the underlay
routes of sn and the neighbours of st, then sn joins st as
a child.

4.2 Random Walk Approach
The TDO maintained by the landmark approach reflects

the underlay topology among the participating peers with
reasonable accuracy (cf. Figure 3). However, there are some
drawbacks associated with the landmark approach. First,
the stress induced by the TDO on the underlay links close
to the landmark peers is high. Second, the landmark ap-
proach is not very resilient against churn and the failure of
an existing landmark requires all the peers to join a new
landmark tree.

The above drawbacks can be avoided, if the landmarks
are not fixed. Each peer is allowed to infer underlay routes
to kL different peers (termed as target peers) and use the
inferred routes to find a suitable position (to connect) in the
TDO. An important consideration in this regard is how each
peer selects its target peers? Clearly, the selection of target
peers affects the discovery of the underlay topology (among
the peers participating in the TDO) and thereby influences
the stress and RDP. Figures 3(a) and (b) show the impact
of the selection of target peers on the accuracy of discovered
underlay topology. The figures depict the percentage of the
discovered underlay links on GT-ITM Transit-Stub [34] and
BRITE Multi-level [26] topologies, for two target peer se-
lection criteria and the landmark approach. The nearest
and the farthest criteria make use of round trip delays for
the selection of target peers. The figures show that select-
ing kL peers with the lowest delays as targets consistently
performs better than the landmark approach. The farthest
target selection criterion on the other hand performs worst
because the peers with high delays are usually in different



Algorithm 1 Random walk approach

1: upon event Receive(RANDWALK, p, D(p, q), kL , TTL)
at peer q do

2: TTL = TTL −1
3: selectionCriteria()
4: if |NG(q)| > �(q) then
5: peerToRemove = {s1 : ∀a ∈ NG(q) dO(q, s1) > dO(q, a)}
6: trigger Send(DISCONNECT, peerToRemove)
7: if kL > 0 ∧ TTL > 0 then
8: peers[] = randomlySelectNeighbours (NG(q), σ ×

|NG(q)|)
9: for all t ∈ peers do
10: delay= D(p, q) + dO(q, t) − 2× last mile delay of q

11: trigger Send(RANDWALK, t, delay, � kL
|peers| �)

12: procedure selectionCriteria do
13: switch (heuristic) do
14: case DWorst:
15: delay = {dO(q, s2) : ∀a ∈ NG(q) dO(q, s2) > dO(q, a)}
16: case DBest:
17: delay = {dO(q, s1) : ∀a ∈ NG(q) dO(q, s1) < dO(q, a)}
18: case MLink:
19: delay = D(p, q) // Obtained in the RANDWALK

message
20: if dO(q, p) <delay then
21: kL = kL − 1
22: Infer underlay route 〈q, p〉 using tools from Section 4.3.
23: if ∃s1 ∈ NG(q) : s1 �q p then // Case 1
24: trigger Send(CONNECT, s1, p, 〈q, p〉)
25: else if ∃s1 ∈ NG(q) : p �q s1 then // Case 2: Swap

s1 and p
26: NG(q) = {NG(q) \ s1} ∪ p
27: trigger Send(NEWPARENT, s1, p)
28: trigger Send(DISCONNECT, s1)
29: else // Case 3
30: NG(q) = NG(q) ∪ p
31: if p ∈ NG(q) then
32: trigger Send(ACK, p)

Autonomous systems (AS). Inferring underlay routes be-
tween the peers in different AS discover the same backbone
links repeatedly and consequently, the TDO may results in
higher stress on the underlay links as well as an increase in
RDP [19]. The links within a single AS are more diverse
and therefore, peers with low delays should be preferred as
targets.1

The evaluations shown in Figures 3(a) and (b) use global
knowledge to select the peers with lowest delays. However,
finding kL nearest peers of a particular peer accurately in a
distributed system is very expensive [5]. For this reason, our
distributed approach does not focus on finding kL nearest
peers, but rather proposes three simple heuristics to select
the target peers using random walk on the TDO.

A newly arriving peer p joins the TDO by sending the
connection request to any existing peer. The connection
request follows the protocol mentioned in Section 4.1.1 to
find an appropriate place (neighbours in the TDO) for the
new peer. Once joined, the peer p initiates a random walk
(RANDWALK message) on the TDO. The number of peers
visited by the random walk is controlled by the Time-to-
Live (TTL) value and the neighbourhood selectivity factor
(σ). The TTL value determines the number of forwarding
hops, while the selectivity factor (0 < σ ≤ 1) specifies the
percentage of the neighbours to be included in the random
walk at each forwarding hop.

Upon the reception of a random walk (RANDWALK)
message from a peer p, the peer q employs one of the follow-
ing three heuristics to determine its feasibility as a target

1Similar conclusions are drawn by the work of Jin et al. [19].
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to infer the underlay route to p (cf. Algorithm 1, lines 13 -
19 ):

• DWorst Heuristic: This heuristic selects q as a target if
the unicast path delay from q to p (i.e., dO(q, p) ) is lower
than the delay dO(q, a) to any existing neighbour a of q.

• DBest Heuristic: This heuristic is more restrictive than
DWorst and selects q as a target only if dO(q, p) improves
on the existing neighbour of q with the lowest delay.

• MLink Heuristic: This heuristic selects q as a target, if
some underlay links between p and q with lower delays
are not discovered yet, i.e., not mapped by the overlay
paths in the TDO. The peers are arranged in the TDO
according to the prefix relation between their underlay
routes and therefore, existence of undiscovered underlay
links between p and q can be checked by comparing the
delay on the path(p, q) in the TDO (excluding the last mile
delays of the intermediate peers) and the unicast delay
dO(q, p), as shown in Figure 4. A smaller unicast delay
dO(q, p) predicts the existence of undiscovered underlay
links, which if included in the TDO lead to smaller delay
on the path(q, p).

In case peer q is selected as a target, it infers the underlay
route of 〈q, p〉 using tools described in Section 4.3, compares
it with the routes to other neighbours, and follows one of
the three mutually exclusive cases mentioned in Section 4.1.1
(cf. Algorithm 1, lines 22 - 30 ). Following case 2 or 3 results
in the acceptance of peer p as a neighbour of q. However,
accepting peer p as a neighbour may violate the degree con-
straints (i.e., �(q)) imposed by peer q (to avoid bandwidth
bottleneck on the last mile link) and therefore, an existing
neighbour with the highest delay may be selected for discon-
nection (cf. Algorithm 1, lines 4 - 6 ).2 Finally, the random
walk message is forwarded to σ×|NG(q)| randomly selected
neighbours along with the number of remaining targets to
be selected. (cf. Algorithm 1, lines 7 - 11 ).

4.3 Techniques for Underlay Route Inference
Until now, we assume the availability of some tool to infer

the underlay route between the peers. In this section, we
give an overview of different techniques and tools which can
be used for this purpose.

In general, the techniques to infer the underlay route (or
topology) between a pair (or group) of peers mainly fall in

2To avoid partitions in the TDO, each peer additionally
maintains a small set of overlay links to distant peers.



two categories [35]: tomography-based and router-assisted.
The tomography-based techniques only discover the logical
topology between the peers, induce high computation and
communication overhead, and have limited accuracy due to
certain assumptions about the statistical properties of the
underlying network [35, 18]. We therefore propose to use
router-assisted techniques. These techniques take advan-
tage of the router’s response to the Internet Control Mes-
sage Protocol (ICMP) based probe messages to infer the
underlay route between the pair of peers. In particular, a
peer can find the underlay route to other peers using tools,
such as traceroute, tracepath, tcptraceroute etc. These tools
have been extensively used for underlay topology discov-
ery [24, 6]. Recently, many new tools are proposed to over-
come the limitations (e.g., due to load balancing in ISPs [23]
or Multi-protocol Label Switching – MPLS) and increase the
efficiency (especially the probe redundancy) of the standard
tools [7]. A problem with router-assisted techniques is that
roughly 1/3 of routers (termed as anonymous routers) do
not respond to ICMP messages [24, 35, 18]. These anony-
mous routers appear distinct in different underlay routes
and therefore, inflate the discovered underlay topology [18].
Several merging techniques [18, 12] are proposed to detect
and collapse the anonymous occurrences of the same router.
All these techniques are orthogonal to our work in this paper
and can be integrated. Moreover, a reasonable percentage of
routers respond to ICMP messages [24, 35, 18] and thereby
the inferred underlay routes (with distortions induced by
anonymous routers) can still suffice to arrange peers in the
TDO minimizing RDP and stress.

Another possibility is to rely on the data available from
the internet topology discovery projects [10]. Topology serve-
rs such as OSPF [11] can also be used to obtain ISP level
(intra-domain) underlay routes by using simple network man-
agement protocol (SNMP). Moreover, as pointed out by
Kwon et al. [24], the periodic logs of router configuration
can be employed. However, underlay route information ob-
tained from these techniques may not be very accurate due
to dynamic nature of the internet [35].

5. EVENT ROUTING
Until now, we have described the maintenance of the topol-

ogy discovery layer. In this section, we address the problem
of constructing a cost efficient routing tree T on a TDO, ad-
ditionally taking into account the end-to-end delay and the
event traffic matched between the subscriber peers.

The basic idea of our approach is to reduce the distance
(delay) between the peers that consume or produce similar
events by placing them nearby in the routing tree T (or in
other words, to place peers matching dissimilar events away
from each other). Therefore, the first step is to quantify
the (dis)similarities between the peers to produce or con-
sume similar events. Intuitively the similarity between two
peers increases with the increase in overlapping events and
decreases with the non-overlapping event traffic. More pre-
cisely, let Epi and Epj denote the events matched (or pro-
duced) from the set Eξ by the peers pi and pj respectively.
The similarity between peers pi and pj is calculated by using

the Jaccard function3 [32], i.e., sim(pi, pj) =
|Epi

∩Epj
|

|Epi
∪Epj

| . Ac-

cordingly, the dissimilarity between the peers can be derived

3Jaccard function assigns similarities in metric space [4] i.e.,

as: dsim(pi, pj) = [1−sim(pi, pj)]×α. The dissimilarity val-
ues are normalized in the range [0, α], where 0 means that
peers consume/publish exactly same events and α is a pe-
nalization constant.

Consequently, each overlay link in the TDO is weighted
according to the delay (induced by the underlay) as well
as the dissimilarity of its adjacent peers pi and pj to re-
ceive/publish same events, i.e., w(pi, pj) = dO(pi, pj) +
dsim(pi, pj). Similarly, the weight of a path in the
TDO, i.e., path(pi, pn), is defined as: W (pi, pn) =∑

〈i,j〉∈path(pi,pn) w(i, j). The links with smaller weights

w(pi, pj) should be preferred in T to reduce the routing cost.
However, taking into account the weights of the links alone,
for instance, by connecting peers in a minimum (weighted)
spanning tree (MST), may results in a very high routing
cost (cf. Section 6.2). The reason is that the structure of a
tree, i.e., organization of peers, influences the routing load
(defined in Section 2) on each (overlay) link and is therefore
crucial for achieving lower routing cost. Similarly, source-
based trees (i.e., separate shortest weighted path tree for
each publisher peer) are not desirable as they impose seri-
ous scalability issues in terms of control overhead and size
of the routing tables.

We therefore employ a core-based approach to build the
pub/sub routing tree T . The approach selects a small set
of peers, denoted by C, as cores. In general, any peer in
the system can be selected as a core. However, only those
kC peers which have low delay paths in the TDO and par-
ticipate in the dissemination of many events are selected
as cores. The core peers are connected with each other
using the minimum weighted paths in the TDO. A sepa-
rate shortest weighted path tree is maintained by each core
peer c, denoted as SPTc. Each non-core peer p selects one
of the core peers as its relay, denoted as rel(p), such that
W (p, rel(p)) = minc∈C W (p, c), and joins the shortest path
tree rooted at rel(p) (i.e., SPTrel(p)). A path in T between
two peers p and q with different relays is composed of three
sub-paths: from p to rel(p), from rel(p) to rel(q) and, finally
from rel(q) to q.

Clearly, to realize the core-based approach three main is-
sues should be addressed: i) selection of good candidate
peers to act as cores (cf. Section 5.1), ii) discovery and
connection to the closest relays by non-core peers (cf. Sec-
tion 5.2) and, iii) maintenance of the routing tree T in the
presence of dynamics that arise due to changes in the event
traffic and the subscriptions as well as churn/failures of the
core and the non-core peers (cf. Section 5.3).

5.1 Core Selection
The core selection in a distributed environment mandates:

i) election of a leader to decide the set of cores (C) and, ii) a
structure (e.g., tree) to communicate between the leader and
the peers in the system. For this purpose, the peers maintain
a spanning tree, denoted as TC , on the TDO such that the
root of the spanning tree acts as a leader. Maintaining a
distributed spanning tree in dynamic conditions is a well
researched topic [2]. For this reason, we will not discuss the
maintenance algorithm in this paper.

In the following, we present various core selection strate-
gies with the variations in selection criteria, required knowl-
edge and performance under different workload scenarios.

similarities are non-negative, symmetric and obey triangular
inequality.



5.1.1 Strategies Based on Global Knowledge
These strategies assume that the leader has knowledge

about the shortest (weighted) paths between all pair of peers
in the system (All pairs shortest path – APSP). To acquire
APSP knowledge at the leader we used the algorithm of
Kanchi et al. [22]. The Kanchi’s algorithm works on TC and
has a complexity of O(N) message overhead and O(N2) mes-
sage size. Once APSP information is available at the leader,
two different core selection strategies can be employed.

Maximum Path Count (MaxPath): This strategy selects
the peers with higher routing load as cores. In particular,
first kC highest loaded peers which participate in the dis-
semination of most events, i.e., a number of shortest paths
pass through the peers, are selected as cores.

Shortest Path Cost (SPath): This strategy prefers those
peers as cores, whose shortest path trees result in lower
routing cost. More precisely, for each peer p, the weights
along the shortest paths to all other peers are summed (i.e.,∑

∀q∈P W (p, q)) and the first kC peers with the lowest values
are selected as cores.

5.1.2 Strategies Based on Local Knowledge
Maintenance of APSP information (required by the strate-

gies based on global knowledge) utilizes messages of very
large size, i.e., O(N2), especially on the links near the root of
TC [22]. To overcome the problem, we employ voting-based
mechanism where each peer votes for potential candidates
to be selected as cores according to its local knowledge. In
particular, each peer either votes for itself or its neighbour.
The votes are aggregated towards the root (leader) of TC .
To reduce the message size, a small (constant) number of
core candidates with higher votes are kept at each aggrega-
tion step ( each level of TC). Finally, the root selects the kC
peers with the highest votes as cores. Two different voting
strategies are considered.

Closest Neighbour (CNeigh): This strategy promotes peers
which are connected by low delay links and receive events
similar to their neighbours (in the TDO) as cores. In this
strategy, each peer votes for its neighbour with the lowest
weight (i.e., neighbour with low delay and receiving similar
events).

Selection Potential (SPotent): This strategy is inspired
from the centralized heuristic developed by Campos et al. [1]
for the construction of a minimum cost multicast tree. In
this strategy, each peer votes for itself by measuring its po-
tential to be selected as a core. The selection potential of a
peer p is determined by considering three characteristics: i)
number of neighbours in the TDO (i.e., NG(p)) , ii) sum of
weights to all the neighbours ( i.e.,

∑
q∈NG(p) W (p, q)) and,

iii) worst delay to a neighbour (i.e., DW = {dO(p, q) : ∀a ∈
NG(p) dO(p, q) > dO(p, a)}). More precisely, the selection
potential of a peer p is calculated as follows:

NG(p) +
NG(p)

∑
q∈NG(p) W (p, q)

+
1

DW

5.2 Core Discovery and Connection
Once the core peers are selected and distributed by the

leader (root of TC), the next step is to connect all the non-
core peers to their relays (i.e., closest cores) using minimum
weighted paths in the TDO. To accomplish this, each core ci
initiates the construction of a shortest path tree (SPTci) by

Algorithm 2 Core discovery and connection

1: ∀c∈C w(c) = ∞ // Initialization performed at each peer q

2: upon event Receive(CORE SPT, ci, W (ci, q), p ) at peer
q do

3: w(ci) = W (ci, q)
4: Rcv(ci) = Rcv(ci) ∪ p // msg for core ci is received from p
5: if ∀t∈C w(ci) < w(t) then
6: trigger Send(JOIN CORE, ci, p )
7: for all v ∈ NG(q) : v /∈ Rcv(ci) do
8: weight = W (ci, q) + w(q, v)
9: trigger Send(CORE SPT, ci, weight, q , v)

sending CORE SPT message to its neighbours in the TDO.
Upon the reception of a CORE SPT message for SPTci from
a peer p, the peer q checks whether the minimum weight
path to ci improves on the weight of the shortest paths
to other cores. If there is no improvement then the mes-
sage is dropped from further forwarding (to reduce control
overhead), otherwise the peer q joins SPTci by sending join
(JOIN CORE) message to its parent p on SPTci . More-
over, the CORE SPT message for SPTci is propagated to
only those neighbours which have not received it yet (cf. Al-
gorithm 2).

To avoid partitions in T , all the cores should also be con-
nected with each other. During the core selection, the leader
selects a core with the highest votes (similarly highest load or
lowest cost in the case of MaxPath and SPath respectively)
as the root core. All other cores connect to the shortest
path tree of the root core similar to the non-core peers, as
described in Algorithm 2.

5.3 Handling Dynamics
P2P systems are very dynamic in nature and therefore,

complete recalculation of routing tree for every minor change
in the event traffic or the set of peers (P) is not feasible.

A newly arrived peer requests its neighbours on the TDO
to forward the CORE SPT messages and joins the SPT
of the closest core (cf. Algorithm 2, lines 1 - 6 ). Simi-
larly, disconnections (due to leaves/failures) of existing core
and non-core peers are handled locally. A peer p on dis-
covering the disconnection of parent q (which may be core
itself) on SPTrel(p), joins the SPT of the second closest
core. However, if the information about the minimum weight
paths to other cores is not available (due to pruning of
CORE SPT message in Algorithm 2), the peer p requests
its neighbours on the TDO to forward the CORE SPT mes-
sages and joins similar to the arrival of a new peer. More-
over, the CORE SPT message of the selected core is for-
warded to the child peers ( on the SPT of previous rel(p) )
to detect cycles and update weights to the new core.

The dynamic changes in the subscription and event work-
load as well as changes in the TDO due to arrivals/disconnec-
tions of peers, accumulate over time, so that the current
routing tree T becomes suboptimal. In order to adapt to
the changes, the leader of TC periodically starts the core se-
lection process and a new routing tree T is constructed. The
time period for the construction of new routing tree T is a
system parameter, which is specified by the administrator
of the system.

6. PERFORMANCE EVALUATIONS
Experiments are performed using PeerSim [17]. Physical

network topologies are generated using BRITE [26] and GT-
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Figure 5: Evaluations for topology discovery overlay (TDO)

ITM [34] tools. BRITE generates a non-hierarchical Wax-
man topology (in short Wax) with 1640 routers. GT-ITM
generates two layer hierarchy of transit and stub domains (in
short TS) comprising 1584 routers. Up to N = 1024 peers
are used in the experiments, which are connected to random
routers ( stub domain routers for TS topology). The accu-
racy of the topology discovery increases with the increase
in the number of peers (cf. Section 6.1.2) and therefore,
to mimic conservative (strict) settings moderate number of
peers are used in the experiments. The last mile delays
(between the peers and their access routers) are set to be
5− 10% of the average delay between all the routers in the
system. To avoid bandwidth bottlenecks on the last mile
links, the limits on the degree constraints of the peers are
chosen as log2N (denoted as LG1), 2 × log2N (denoted as

LG2) and
√
N (denoted as SQ). Moreover, NC represents

the scenario where no degree constraints are imposed on the
peers. For all the experiments, each peer performs only a
single random walk. Unless otherwise stated, the neighbour-
hood selectivity factor is set to 0.1 and the number of target
peers are chosen as 10.

The content-based schema contains up to 5 integer at-
tributes, where the domain of each attribute is in the range

[0, 10]. Experiments are performed on two different mod-
els for the distributions of subscriptions and events. The
uniform model (in short UD) generates random subscrip-
tions/events independent of each other. The interest pop-
ularity model (in short ZD) chooses five hotspot regions
around which subscriptions/events are generated using the
widely used zipfian distribution. For the experiments, up
to 5000 events are used and each event matches 5% of sub-
scriptions.

6.1 Performance of TDO
We compare our work with two baseline approaches. The

first approach maintains TDO by inferring underlay routes
to kL arbitrary target peers (chosen randomly) and is de-
noted as TarRand. The second approach (denoted asDOnly)
organizes peers in the TDO solely based on their end-to-
end delays to the target peers without using the underlying
topology information.

6.1.1 Influence of Target Peers
Figures 5(a) and (b) show the percentage of discovered

underlay links versus the number of target peers (kL), for
different (target) selection heuristics and degree constraints.



As expected, the percentage of discovered underlay links in-
creases by relaxing the degree constraints, for both types
of topologies and all selection heuristics. Moreover, DBest
heuristic performs slightly better by discovering higher per-
centage of underlay links. It is also worth noting that DBest
and DWorst heuristics show similar results in the absence of
degree constraints. TarRand on the other hand performs
poor, which shows that the proposed heuristics are benefi-
cial for the selection of good target peers. Figures 5(a) and
(b) depict that for transit-stub topologies, the percentage of
discovered underlay links improves by increasing the num-
ber of target peers under all degree constraints. In contrast,
the percentage of discovered links decreases very slightly in
the presence of degree constraints, for waxmann topologies
(Wax). An explanation for such a behaviour lies in the struc-
ture of the topologies. However, in the absence of any degree
constraints, the percentage of discovered underlay links for
Wax improves with the increase in the number of target
peers similar to TS, as shown in Figure 5(b). Nevertheless,
the slight loss in accuracy for Wax in the presence of de-
gree constraints does not effect the corresponding RDP and
Stress. Figure 5(c) plots RDP achieved by the TDO for
different numbers of target peers and selection heuristics.
RDP is measured as the ratio of delay experienced between
all pairs of peers on the TDO to the delay experienced be-
tween them using the direct unicast paths in the underlay.
It is clear from the figure that for Wax topologies, RDP de-
creases slightly with the increase in the number of target
peers. Moreover, RDP is lowered quiet significantly by re-
laxing the degree constraints as expected. For instance, in
the absence of degree constraints and 10 target peers, the
RDP is 1.19 for Wax topologies. Furthermore, DOnly ap-
proach which does not utilize topology information results
in higher RDP.

6.1.2 Effect of Number of Peers Participating in the
System

Figures 5(e) and (f) illustrate the effectiveness of TDO to
lower RDP and minimize stress, for different size of peers
participating in the system. It is clear from the Figure 5(e)
that RDP decreases gradually with the increase in the num-
ber of peers. The reason is that the percentage of access
routers (i.e., routers directly attached to the peers through
the last mile links) increases with the increase in the num-
ber of peers and therefore, the organization of peers in the
TDO resembles underlay topology more accurately, enabling
messages to follow overlay paths which are similar to the
underlay routes (except the last mile links to intermediate
peers in the TDO), decreasing the delay penalty. For the
same reason, only moderate number of peers (up to 1024
) are used in the evaluations. Figure 5(f) shows the im-
pact of the number of peers (participating in the system)
on stress. Clearly, the total stress introduced by the TDO
increases in proportion to the number of participating peers,
since more identical messages traverse physical links when
more peers join the TDO. In order to compare the effective-
ness of the TDO to reduce stress across different peer sizes,
Figure 5(f) plots the ratio of total stress introduced (as a re-
sult of communication between all pairs of peers) by sending
messages on the TDO to the stress introduced when the mes-
sages are routed directly on the underlay. The lower value
of stress ratio represents higher effectiveness in minimizing
stress. Figures 5(e) and (f) show that the performance of all

three selection heuristics becomes almost similar with the
increase in the number of peers and the relaxation of degree
constraints. The DOnly approach which does not take into
account the underlay topology experiences up to 39% higher
RDP and 30% rise in stress.

Figure 5(g) shows the influence of the number of peers on
the control overhead due to the inference (discovery) of un-
derlay routes between the peers. Underlay route inference
techniques are very expensive in terms of computation and
communication cost (cf. Section 4.3) and therefore, number
of underlay route inferences should be minimized. The fig-
ure plots the percentage of underlay route inferences in com-
parison to the naive approach, whereby underlay routes are
discovered between all pairs of peers. The percentage of in-
ferences decreases with the increase in the number of peers
mainly because the number of targets are kept constant.
Figure 5(h) displays the control overhead due to peer joins
during the construction of the TDO. In general, MLink per-
forms slightly more underlay route inferences and produces
higher control overhead. This is because in MLink target
peers are selected according to the difference between the
delays on the paths in the TDO (excluding the last mile de-
lays) and the unicast delays. This may results in TDO con-
nections between arbitrary peers which have high delays or
are not located nearby in the underlay topology and hence,
resolves in comparatively higher number of disconnections
(e.g., when a peer with lower delay sends join message, the
neighbour with the highest delay is disconnected), producing
slightly more underlay route inferences and join messages.

6.2 Performance of Event Routing
We evaluate three aspects of our event routing approach:

i) capability of the proposed core selection strategies to re-
duce cost of event dissemination (routing cost) in compar-
ison to the baseline approaches, ii) impact of increase in
number of cores on the routing cost and the control overhead
and, iii) adaptability to dynamic changes in the workload.

We compare our work against three baseline approaches:
i) random (Rand), ii) similarity-based (Sim), and iii) delay-
based (MST ). The first two are core-based approaches.
Rand selects kC random peers as cores, whereas Sim selects
cores solely based on the similarity between the peers to
produce/consume similar events. The third approach MST
maintains a minimum delay spanning tree for the routing of
events. Moreover, we implement an optimal routing (OPT )
algorithm that uses separate shortest path routing trees for
the dissemination of each published event [25].

6.2.1 Core Selection Strategies
Figure 6(a) shows the routing efficiency of the proposed

core selection strategies and the baseline approaches in com-
parison to OPT. More precisely, the efficiency of a routing
approach (or a strategy) is defined as the ratio of the event
routing cost (cf. Section 2) incurred by the approach (or the
strategy) to the cost of routing events using OPT. To mea-
sure the routing cost around 2000 events are disseminated
in the system. Clearly, a lower value for routing efficiency
means better approach. The figure depicts that SPath per-
forms better than all other strategies mainly because it uses
the global knowledge. However, interestingly SPotent strat-
egy which only exploits the local knowledge to select cores,
performs almost similar to the global knowledge based Max-
Path strategy. Moreover, all the approaches perform consis-
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Figure 6: Evaluations for event routing

tently better in case the subscription/event workload follows
interest popularity model (i.e., ZD). This is because the
subscriptions associated with an interest hotspot consume
similar events and placing such subscriptions nearby in the
routing tree limits event dissemination to a certain region
saving routing cost, whereas for uniformly distributed work-
load the improvement from nearby placement of the sub-
scriptions consuming similar events is relatively small. For
the same reason, Sim achieves better efficiency than Rand
for zipfian workload (ZD), whereas both Sim and Rand per-
form almost same in the case of uniform workload (UD).
Another interesting observation is that MST performs even
worse than Rand. This is because MST only considers the
TDO links with lowest delays, while Rand additionally takes
into account the even traffic consumed by the peers (for con-
necting them to the closest cores) to further reduce the cost
of event dissemination.

6.2.2 Impact of Core Size
Figure 6(b) depicts the influence of the number of cores

on the communication cost to forward subscriptions as well
as route events from the publishers to the interested sub-
scribers. The trend shows that the cost increases with the
increase in the number of cores. This is because all the
cores in C are connected with each other through the short-
est weighted path tree rooted at the core ch with the high-
est votes (cf. Section 5.2). The SPTch may not represents
shortest (weighted) paths between all pairs of cores in C
and therefore, the communication (such as event dissemina-
tion or subscription forwarding) between two peers p and q
with different relays (cores) incurs higher cost due to higher
weight (delay and dissimilarity in event traffic) on the path
between rel(p) and rel(q). Certainly, the communication
cost can be decreased, if the cores are connected with each
other through shortest weighted paths. Figure 6(c) illus-

trates this point by showing that in the presence of APSP
(All pairs shortest weighted paths) between the cores, the
communication cost decreases significantly with the increase
in the number of cores. Clearly, this reduction in cost comes
at the expense of additional control overhead due to the
maintenance of kC shortest weighted path trees. It is worth
mentioning that the cores represent only a small fraction of
peers in the system (i.e., kC � N ) and therefore, control
overhead is much lower in comparison to the maintenance of
APSP w.r.t. all peers in the system. Figure 6(d) depicts the
control efficiency of the proposed core selection strategies
w.r.t. different core sizes. The control efficiency is defined
as the ratio of the complete message traffic generated in the
system to the number of matching events received by the
peers (i.e., events which are matched by the subscriptions
of the peers). The traffic includes all the control overhead
induced in the system during leader election, selection of
cores, maintenance of SPTs to connect peers and cores in the
routing overlay, subscription forwarding and event dissemi-
nation. The control efficiency of 1.0 indicates ideal system,
whereby events are directly delivered to all the peers with
matching subscriptions without incurring any unnecessary
message overhead. Figure 6(d) shows that the control effi-
ciency decreases with the increase in core size, mainly due
to the maintenance of kC shortest path trees. However, the
control efficiency of the proposed core selection strategies is
still better than MST approach. This is because MST does
not take into account the event traffic consumed/produced
by the peers during the construction of routing overlay and
therefore, experiences high control overhead during subscrip-
tion forwarding and event dissemination.

6.2.3 Adaptability to the Changes in Workload
Figures 6(f) and (g) show the behaviour of the system

in the presence of continuously arriving and leaving sub-



scribers. The churn is introduced in the system after the
dissemination of every 100 events. The percentage of churn
is relative to the total number of peers in the system. During
the experiment, SPotent is used as the core selection strat-
egy and subscriptions/events workload is generated using
zipfian distribution (ZD). Nevertheless, similar trends are
observed for other core selection strategies and uniformly
distributed subscriptions/events workload (UD).

Figure 6(f) shows that the cost of event routing increases
as more and more events (up to 2000) are disseminated in
the system. This is because the joins and leaves of peers
(due to churn) are only handled locally to reduce the control
overhead (cf. Section 5.3) and as a consequence, the routing
overlay degrades overtime resulting in higher routing cost.
Figure 6(g) shows the control overhead in terms of the num-
ber of overall messages in the system. A slight increase in the
control overhead for higher percentages of churn is due to the
local handling of peer dynamics, as mentioned above. Af-
ter every 2000 events, complete recalculation of the routing
overlay is initiated by the leader, which significantly lowers
the routing cost, as shown in Figure 6(f). Moreover, Fig-
ure 6(g) depicts that immediately after the leader initiated
recalculation of the routing overlay, the control overhead
rises considerably for a small transient period. However,
the new routing overlay obtained after the transient period
consumes almost identical control traffic.

7. RELATED WORK
Publish/Subscribe Systems: In the recent past, several

content-based pub/sub systems have been proposed with
the aim to provide communication efficient routing of events
from the publishers to the subscribers. Many of these sys-
tems [3, 28, 32] focus on minimizing bandwidth usage by
clustering subscribers according to their interests, without
taking into account the properties of the underlying physical
network. As shown in Example 1, these systems could be
suboptimal w.r.t. the communication overhead and end-to-
end delays.

Few systems [25, 14, 27] consider underlay related QoS
metrics such as end-to-end delay, data rate, loss rate etc., to
optimize pub/sub overlay for efficient routing of events. Ma-
jumder et al. [25] propose an approach that constructs mul-
tiple trees to efficiently distributed events in a content-based
pub/sub system. The construction of each tree is formulated
as a generalized steiner tree problem and an approximation
algorithm is developed to build trees with communication
cost at most poly-logarithmic factor of the optimum. How-
ever, the proposed approach assumes the availability of the
content-based workload (subscriptions and matched events)
and the properties of the underlying network at a central co-
ordinator, which hinders its scalability. Similarly, XPort [27]
targets the construction of an event distribution tree that
can be optimized according to the application-defined per-
formance metrics, e.g., minimize average path delay to the
root. However, XPort mandates that all the publishers are
connected to the root of the event distribution tree.

Nevertheless, some existing pub/sub systems [8] address
reliable delivery of events by explicitly taking into account
the router-level topology of the underlying network. Gen-
erally, these systems rely on the redundancy in the under-
lay paths between publishers and subscribers to provide re-
silience against the network failures. In contrast to our work,
these systems assume that the topology information is some-

how available. Moreover, the QoS metrics such as delay
and bandwidth, which are focused in this paper are not ad-
dressed.

Topology-aware Overlay Networks: Previous research in
the area of Application Layer Multicast (ALM) has shown
that the knowledge of the underlying (router-level) network
topology is beneficial to achieve low physical link stress, low
RDP and high bandwidth data dissemination [18, 21, 20,
24, 36]. Zhu et al. [36] address the problem of constructing
a high bandwidth overlay for ALM. The authors prove that
the problem is NP-hard and propose a distributed heuristic,
which incrementally improves the bandwidth of the ALM
tree by replacing the lower bandwidth overlay links with the
higher bandwidth links. Similarly, Jin el al. [21] develop ap-
proximation algorithms to construct maximum bandwidth
multicast tree (MBMT) and minimum stress multicast tree
(MSMT). However, the approximation algorithms are cen-
tralized and assume the availability of the complete knowl-
edge about the router-level topology of the underlying net-
work. FAT (FAST Application-layer Tree) [20] uses underlay
route inference tools such as traceroute, to discover router-
level underlay topology and build a multicast tree on top
of the discovered topology to achieve high bandwidth and
low RDP. A heuristic, named Max-Delta, is employed to dis-
cover the underlay topology in an efficient and scalable man-
ner. The MLink heuristic proposed in this paper is adopted
from the Max-Delta heuristic. In particular, we modified the
Max-Delta to operate in a completely decentralized environ-
ment and without the use of network coordinate system.

Lastly, a huge amount of graph theory literature is avail-
able on spanning tree related optimization problems [33]
such as Minimum Routing Cost Spanning Tree (MRCT) or
Optimum Communication Spanning Tree (OCRT). Never-
theless, all these theoretical approaches cannot be applied
for event routing in a content-based pub/sub system, be-
cause their focus is to minimize the pairwise distances be-
tween the vertices in the input graph without any consid-
eration to the traffic requirements between those vertices.
Moreover, these approaches are centralized and are not tar-
geted to handle continuously evolving workload as is the case
in P2P-based systems.

8. CONCLUSION
In this paper, we have presented an approach that exploits

the knowledge of event traffic, user subscriptions and the
router-level topology of the underlying physical network to
achieve scalable and communication efficient dissemination
of events in a content-based pub/sub system. For this pur-
pose, we have developed methods to discover underlay topol-
ogy between subscribers and publishers in the system. The
proposed methods construct a Topology Discovery Overlay
(TDO), whereby peers are connected according to the over-
lapping in the underlay routes. Afterwards, the information
of the discovered topology and the proximity between the
peer to receive or produce similar events is used to build an
event routing overlay. In particular, we have proposed dif-
ferent core selection strategies (exploiting global and local
knowledge) to facilitate the construction of a communication
efficient event routing overlay on top of TDO. Our evalua-
tions show that for Internet-like topologies, TDO is capable
of lowering physical link stress and reducing RDP. More-
over, the proposed core-based approach reduces the cost to



disseminate events up to 49% in comparison to the widely
used baseline and related approaches.
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