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Abstract. In this paper, we tackle the problem of performing efficient
co-localization in images and videos. Co-localization is the problem of si-
multaneously localizing (with bounding boxes) objects of the same class
across a set of distinct images or videos. Building upon recent state-
of-the-art methods, we show how we are able to naturally incorporate
temporal terms and constraints for video co-localization into a quadratic
programming framework. Furthermore, by leveraging the Frank-Wolfe al-
gorithm (or conditional gradient), we show how our optimization formu-
lations for both images and videos can be reduced to solving a succession
of simple integer programs, leading to increased efficiency in both mem-
ory and speed. To validate our method, we present experimental results
on the PASCAL VOC 2007 dataset for images and the YouTube-Objects
dataset for videos, as well as a joint combination of the two.

1 Introduction

With the rising popularity of Internet photo and video sharing sites like Flickr
and YouTube, there is a large amount of visual data uploaded to the Internet.
In addition to pixels, these images and videos are often tagged with the visual
concepts they contain, leading to a natural source of weakly labeled data. Recent
research has studied ways of leveraging this data, such as weakly supervised
localization [14], co-segmentation [21, 23, 38], and co-localization [37, 44].

In this paper, we address the problem of co-localization in images and videos.
Co-localization is the problem of localizing (with bounding boxes) the common
object in a set of images or videos. Recent work has studied co-localization in
images with potentially noisy labels [44], and co-localization in videos [37] for
learning object detectors. Building upon the success of a recent state-of-the-art
method [44], we propose a formulation for co-localization in videos that can take
advantage of temporal consistency with temporal terms and constraints, while
still maintaining a standard quadratic programming formulation. We also show
how we can combine both models to perform joint image-video co-localization,
the logical way of utilizing all of the weakly supervised data we have available.

To efficiently perform co-localization in both images and videos, we show how
our optimization problems can be reduced to a succession of simple integer prob-
lems using the Frank-Wolfe algorithm (also known as conditional gradient) [17].
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Image Co-localization Video Co-localization

Fig. 1. In the co-localization problem, our goal is to simultaneously localize the com-
mon object of the same class in a set of images or videos. In videos, we have additional
temporal consistency information we can leverage to make the problem easier.

For image co-localization, this results in simply taking the maximum of a set
of values. For video co-localization, this results in the shortest path algorithm,
which can be efficiently solved using dynamic programming.

To re-iterate, we make two key contributions in this paper.

– Formulation for video co-localization. We present a novel formulation
for video co-localization, extending [44] with temporal terms and constraints.

– Frank-Wolfe algorithm for efficient optimization. We show how the
Frank-Wolfe algorithm [17] can be used to efficiently solve our optimization
problems by solving a succession of simple integer problems.

We present convincing experiments on two difficult datasets: PASCAL VOC
2007 for images [16], YouTube-Objects for videos [37]. We also show results for
joint image-video co-localization by combining our models.

2 Related Work

The co-localization problem is similar to co-segmentation [21–24, 38, 39, 47] and
weakly supervised localization [14, 31, 32, 43, 46]. Compared to co-segmentation,
we seek to localize objects with bounding boxes rather than segmentations, which
allows us to greatly decrease the number of variables in our problem. Compared
to weakly supervised localization, we are more flexible because we do require any
negative images for which we know do not contain our object.

Our work builds upon the formulation introduced in [44] for co-localization
in images, which defines an optimization objective that draws inspiration from
works in image segmentation [42] and discriminative clustering [3, 21, 49, 51].
Extending their work, we introduce a formulation for co-localization in videos
that incorporates constraints and terms that capture temporal consistency, a
key property in videos. We also show how the formulation in [44], as well as
our video extension, are able to be efficiently solved using the Frank-Wolfe al-
gorithm [17, 26]. Also similar is [14], which generates candidate bounding boxes
and tries to select the correct box within each image. However, while they utilize
a conditional random field, we adopt a quadratic programming formulation that
can be relaxed and efficiently solved. Similar discrete optimization approaches
have been shown to work well in various computer vision applications [6, 12, 13].
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Fig. 2. Our co-localization approach starts by generating candidate bounding boxes
for each image/video frame. We then jointly select the correct box in each image/video
frame that contains the common object.

Our work is also closely related to Chari et al. [9] where they efficiently solve a
quadratic program for multi-object tracking using the Frank-Wolfe algorithm.

For video co-localization, most similar is [37], which also tackles the problem of
co-localization in videos by proposing candidate regions and selecting the correct
one from each video. In [37], the authors try to leverage temporal information
by proposing candidate tubes, which suffers from poor performance even with
an optimal learning algorithm. In our formulation, we consider the temporal
information directly in our model. Co-localization in video also shares similarities
to co-segmentation in video, which has recently been studied in [10].

3 Our Approach

We start by briefly describing the co-localization model we use for images [44],
and then show how it can be extended to videos. In both models, we take the
approach of generating a set of candidate bounding boxes in each image/frame,
and then formulating an optimization problem to jointly select the box from
each image/frame that contains the common object, as shown in Figure 2.

3.1 Image Model

Given a set of n images I = {I1, I2, . . . , In}, our goal is to localize the common
object in each image. Using objectness [1], we generate m candidate boxes for
each image that could potentially contain an object, resulting in a set of boxes
Bj for each image Ij ∈ I. Our goal then is to jointly select the box from each
image that contains the common object. To simplify notation, we define the set
of all boxes as B = B1 ∪ B2 . . . ∪ Bn and nb = nm the total number of boxes.

Feature Representation. For each box bk ∈ B, we compute a feature repre-
sentation of the box as xk ∈ R

d, and stack the feature vectors to form a feature
matrix X ∈ R

nb×d. We densely extract SIFT features [29] at every pixel and vec-
tor quantize each descriptor into a 1,000 word codebook. For each box, we pool
the SIFT features within the box using 1× 1 and 3× 3 SPM pooling regions [28]
to generate a d = 10, 000 dimensional feature descriptor for each box.

Model Formulation. We associate with each box bj,k ∈ Bj a binary label
variable zj,k, which is equal to 1 if bj,k contains the common object and 0 oth-
erwise. We denote by z the nb dimensional vector obtained by stacking the zj,k.
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Making the assumption that in each image there is only one box that contains
the common object, we then solve the following optimization problem to select
the best box from each image:

minimize
z

zT (L+ µA)z − zTλ log(m)

subject to z ∈ {0, 1}, ∀Ij ∈ I :

m
∑

k=1

zj,k = 1. (1)

The parameter µ controls the tradeoff between the quadratic terms, while the
parameter λ controls the tradeoff between the linear and quadratic terms. The
constraints enforce that only a single box is selected in each image. We briefly
describe the terms in the objective below, but more details can be found in [44].

Box Prior. The vector m is a prior for each box computed from a saliency
map [35] that represents our belief that a box contains the common object given
only information within the image.

Box Similarity. The matrix L = I −D− 1

2SD− 1

2 is the normalized Laplacian
matrix [42], where D is the diagonal matrix composed of the row sums of S, the
nb × nb pairwise χ2-similarity matrix computed from X . We set the similarity
between boxes from the same image/video to 0. This matrix encourages boxes
with similar appearances from different images/videos to have the same label.

Box Discriminability. The matrix A = 1
nb
(Πnb

(Inb
− Xbox(X

T
boxΠnb

Xbox +

nbκI)
−1XT

box)Πnb
) is the discriminative clustering term [3, 49], where Πnb

=
Inb

− 1
nb
1nb

1Tnb
is the centering projection matrix. This term allows us to utilize a

discriminative objective function to penalize the selection of boxes whose features
are not easily linearly separable from other boxes. Note that since the matrices
L and A are each positive semi-definite, the objective function is convex.

3.2 Video Model

Given a set of n videos V = {V1, V2, . . . , Vn}, our goal is to localize the common
object in each frame of each video. We approach this problem by considering
each video Vi as a collection of temporally ordered frames Ii = {Ii1, Ii2, . . . , Iili},
where li is the length of video Vi and Iij corresponds to frame j of video Vi.
Similar to the image model, we generate a set of m candidate boxes Bij for each
frame of each video using objectness [1]. Our goal then is to select the box from
each frame that contains the common object. Similar to the image model, we
associate with each box bi,j,k ∈ Bi,j a binary label variable zi,j,k, and stack the
variables to obtain z, the nb =

∑n

i=1 lim dimensional vector.
Defining I = {I1, I2, . . . , In} as the set of all frames, we can apply the same

objective function and constraints from the image model to I. The image model
constraints enforce selecting a single box in each frame, and the image model
objective function captures the box prior, similarity, and discriminability within
and across different videos.
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Fig. 3. Given consecutive frames of video, we build a graph between adjacent frames.
Each node in the graph (blue circle) represents a candidate bounding box, and the
directed edges between boxes are defined by a temporal similarity metric that measures
how well the boxes agree in size and position. Note that some edges are removed,
effectively limiting the possible paths through the graph from first to last frame. The
magenta edges represent the optimal path through the frames.

Incorporating Temporal Consistency. In video data, temporal consistency
tells us that between consecutive frames, it is unlikely for objects to undergo
drastic changes in qualities such as appearance, position, and size. This is a
powerful prior that is often leveraged in video tasks such as tracking [2, 4, 19,
33, 36, 45, 50]. In our framework, if two boxes from consecutive frames differ
greatly in their size and position, it should be unlikely that they will be selected
together. Using this intuition, we can define a simple temporal similarity measure
between two boxes bi and bj from consecutive frames as follows:

stemporal(bi, bj) = exp

(

− ‖bcenteri − bcenterj ‖2 −

∥

∥

∥

∥

|bareai − bareaj |

max(bareai , bareaj )

∥

∥

∥

∥

2

)

, (2)

where bareai is the pixel area of box bi and bcenteri are the center coordinates of
box bi, normalized by the width and height of the frame.

With this similarity metric for all pairs of boxes between adjacent frames, we
obtain a weighted graph Gi for each video Vi that connects the boxes within
the video based on temporal similarity, as shown in Figure 3. We threshold
small values of similarity so that dissimilar edges have a weight of 0 and are
thus disconnected. Note that as long as we can obtain a weighted graph, any
similarity metric between two boxes from adjacent frames can be used. This
makes our temporal framework extremely flexible, and allows us to potentially
leverage state-of-the-art methods in object tracking [2, 4, 19, 33, 36, 50].

We collect all the pairwise similarities stemporal between boxes in adjacent
frames into a similarity matrix St, where St(i, j) = stemporal(bi, bj) if bi and bj
are boxes in adjacent frames, and St(i, j) = 0 otherwise. With this matrix, we

can compute the normalized Laplacian U = I − D− 1

2StD
− 1

2 , where D is the
diagonal matrix composed of the row sums of St. This matrix encourages us to
select boxes that are similar based on the temporal similarity metric.
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Intuitively, the boxes we select from each video Vi should respect the corre-
sponding graph Gi, in that the solution should follow a valid path through the
graph from the first frame to the last. For each edge (a, b) in the graph Gi, we
define a binary variable yi,a,b equal to 1 if both a and b are boxes containing
the object and 0 otherwise. More precisely, we require y ∈ {0, 1} to follow the
linear constraints for each video Vi and every box bk (associated with binary
label variable zk) in Vi: zk =

∑

l∈p(k) yi,l,k =
∑

l∈c(k) yi,k,l, where p(k) and c(k)
are the parents and children of box bk in the graph Gi, respectively.

Model Formulation. Combining the temporal terms and constraints together
with the original image model, we obtain the following optimization problem to
select the box containing the common object from each frame of video:

minimize
z,y

zT (L+ µA+ µtU)z − zTλ log(m) (3)

subject to z ∈ {0, 1}, y ∈ {0, 1},

∀Ij ∈ I :

m
∑

k=1

zj,k = 1,

∀Vi ∈ V , ∀k ∈ Vi, zk =
∑

l∈p(k)

yi,l,k =
∑

l∈c(k)

yi,k,l,

where zi are the binary label variables associated with the boxes in video Vi, and
µt weights the temporal Laplacian matrix. The additional constraint forces us to
choose solutions that respect the edges defined by the underlying graphs for each
video, and the additional Laplacian term in the objective function weights these
edges. Note that the additional constraint is required to constrain our solutions,
as the terms in the objective from the image model can still lead us to select
invalid paths if we only had the temporal Laplacian matrix. This formulation
allows us to incorporate temporal consistency into the image model. In the rest
of this paper, we denote by P the set of constraints defined in Eq. (3).

In the next section, we present a tight convex relaxation which can be effi-
ciently optimized using the Frank-Wolfe algorithm [17].

4 Optimization

A standard way of dealing with quadratic programs such as Eq. 3 is to relax the
discrete non-convex set P to its convex hull, conv(P). Standard algorithms such
as interior point methods can be applied but leads to a complexity of O(N3)
which cannot deal with hundreds of videos. We show how it is possible to design
an efficient algorithm by using the specificities of our problem.

A key observation towards designing an efficient algorithm for our problem
is that the constraints defining the set P are separable in each video and are
equivalent, for each video, to the constraints used in the shortest-path algorithm.
This means that if our cost function was linear, we could solve our problem
efficiently using dynamic programming.
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4.1 Frank-Wolfe Algorithm

Given a convex cost function f and a convex set D, the Frank-Wolfe algo-
rithm [17] finds the global minimum of f over D by solving a succession of
linear problems [15, 20]. More precisely, at each iteration k it solves:

minimize
y

yT∇f(zk−1)

subject to y ∈ D. (4)

The solution yk is then used in Frank-Wolfe updates given by:

zk = zk−1 + λ(yk − zk−1), (5)

where λ > 0 is found using a line search (see Algorithm 1 for details). Essentially,
the Frank-Wolfe algorithm considers a linear approximation of the objective
function at each iteration. Although not appropriate for all convex optimization
problems, Frank-Wolfe applied to our optimization formulations results in very
simple linearizations with integer solutions that are easily solved.

Frank-Wolfe Algorithm on Convex Hull. This algorithm does not need
an explicit form for D as long as it is possible to find the solution of a linear
program over D. This is particularly interesting when D is the convex hull of
a set of points C on which it is possible to solve an integer program. Solving a
linear program on D is then equivalent to solving an integer program over C.
This is a particularity of the Frank-Wolfe algorithm that we will exploit in our
video setting.

Video Model. For the video model, the Frank-Wolfe algorithm solves the fol-
lowing problem at each iteration:

minimize
y

yTHzk−1 (6)

subject to y ∈ conv(P).

where H = L + µA + µtU . The cost function and constraints are separable
for each video, and optimizing Eq. (6) results in the standard shortest path
problem (see supplementary material for details) for each video, which can be
solved efficiently using dynamic programming.

Image Model. For the image model, the linearized cost function is separable for
each image, and we can efficiently find the best integer solution for this problem
by computing the score for each box, (L + µA)zk−1, and then simply selecting
the argmin. Note that there is a trade-off between this algorithm and projected
gradient descent in the case of images. While projected gradient descent requires
less iterations to converge, each iteration requires a projection over the simplex,
which is O(N logN) whereas each of our updates is only O(N) (or folded into
the gradient computation with almost no running time cost).

Since the Frank-Wolfe algorithm for images utilizes the same framework as for
videos, an additional advantage is that we can easily learn a shared image/video
model with a single algorithm.
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Data: y0 ∈ D, ε > 0
Result: y∗

Initialization: k = 0, z = y0, S0 = {y0}, α
0 = {1};

while duality gap(z) ≥ ε do

k ← k + 1;
yk ← argminy∈D〈y,∇f(z)〉 (FW direction);

xk ← argmaxy∈Sk−1
〈y,∇f(z)〉 (away direction);

if 〈yk − z,∇f(z)〉 ≤ 〈z − xk,∇f(z)〉 then
dk = yk − z;
γmax = 1;

else

dk = z − xk;
γmax = αk(xk);

end

Line search: γk = minγ∈[0,γmax] f(z + γdk);
Sk, αk ← update active set(dk, γk);
Update z ← z + γkdk;
if f(yk) < f(y∗) then

y∗ ← yk (rounding 1);
end

end

yr ← argmaxy∈D〈y, z〉 (rounding 2);

if f(yr) < f(y∗) then
y∗ ← yr (combining rounding);

end

Algorithm 1. Frank-Wolfe algorithm with away step and rounding

4.2 Implementation Details

In this section, we present some details on our implementation of the Frank-
Wolfe algorithm.

Away Step. We use an accelerated version termed Frank-Wolfe with away
step [48]. The details of this algorithm are given in Algorithm 1. The algorithm
keeps a set of previously seen integer solutions (called active corners) Sk at
each iteration such that the current update z is the sum of the corners in Sk re-
weighted by αk. The set Sk is used to find potentially better directions by moving
“away” from an active corner (away step). This version of Frank-Wolfe has been
shown to have better convergence rates [18, 25]. The definition of the function
update active set from Algorithm 1 is given in the supplementary material.

Line Seach and Duality Gap. In the case of a quadratic function, both the
line search and the duality gap are in closed form (see supplementary material),
which significantly improves the speed of our algorithm [26].

Parallel Computation. Our constraints are separable for each image and
video, allowing efficient parallel computation of the update. Note that this is
a property of any first-order method, including the Frank-Wolfe algorithm. In
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practice, this allows us to be extremely memory efficient, as we can consider
subproblems for each image or video separately.

Rounding. A typical concern with methods based on convex relaxations is
obtaining a solution from the relaxed problem that satisfies the non-convex con-
straints from the original problem. In our case, the rounded solution must belong
to the set P . The most natural way of rounding a solution z is to find the clos-
est element in P given some distance. For the ℓ2 distance, this means solving
miny∈P ‖y− z‖22 which is not possible in general. However, in our case, since the
ℓ2 norm is constant on P (and equal to the total number of frames/images in
the dataset), this projection is equivalent to:

maximize
y∈P

〈y, z〉, (7)

which can be solved efficiently using the shortest-path algorithm for the video
model, and simply taking the argmax in each image for the image model.

Additionally, the particular form of the Frank-Wolfe updates offers another
very natural and inexpensive way of rounding our solution. We can keep track
of the solution to the linear problem defined in Eq. (6) that minimizes the cost
function defined in Eq. (3). Since this solution is in the original set P , it auto-
matically satisfies the constraints.

In practice, we use both rounding methods and keep the one that results in
the lowest value of our cost function, as shown in Algorithm 1.

5 Results

We perform experiments on two challenging datasets, the PASCAL VOC 2007
dataset [16] and the YouTube-Objects dataset [37]. We also combine the two and
present results for joint image-video co-localization. Following previous works in
weakly supervised localization [14] and co-localization [44], we use the CorLoc
evaluation metric, defined as the percentage of images correctly localized accord-

ing to the PASCAL-criterion:
area(Bp∩Bgt)
area(Bp∪Bgt)

> 0.5, where Bp is the predicted box

and Bgt is the ground-truth box. All CorLoc results are given in percentages.

Implementation Details. We set the parameters of our method by optimizing
over a small set of images/videos. For the image model, we set µ = 0.4 and for
the video model, we set µ = 0.6 and µt = 1.8. For both models, we found λ = 0.1
to perform best. Unless otherwise stated, we extracted 20 objectness boxes from
each image. For the video model, we sampled each video every 10 frames, since
there is typically little change in such a short amount of time.

5.1 Running Time and Rounding Experiments

In this section, we evaluate the running time of our algorithm. Our implementa-
tion is coded in MATLAB and we compare to two standard Quadratic Program-
ming (QP) solvers, Mosek and Gurobi, which are coded in C++. All experiments
are done on a single core 2.66GHz Intel CPU with 6GB of RAM.
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Fig. 4. (a) Value of the cost function for 11 videos as a function of the relative duality
gap (log scale). Time comparison between our algorithm and standard QP solvers
(time in log scale of second) for (b) video co-localization and (c) image co-localization.
(d) Comparison of the value of the cost function obtained with our algorithm and a
standard QP solver.

Stopping Criterion. Our stopping criterion is based on the relative duality
gap defined as d = (f − g)/g, where f is our cost function and g is its dual
(see supplementary material for more details). We stop when d is less than some
ε > 0. We consider two values for ε, 10−2 and 10−3. The choice of these values
for ε is motivated by the empirical observation that our cost function remains
almost constant for d < 10−2, as show in 4(a).

Running Time Analysis. In 4(b)(c), we show how our algorithm scales in
the number of videos and images compared to standard QP solvers. For fair
running time comparison, we present the time for both standard QP solvers to
reach a duality gap less than ε = 10−2. When ε = 10−3, our algorithm runs 100
times faster than standard solvers for more than 20 videos. For ε = 10−2, this
factor increases to more than 1000. Typically, for ε = 10−3, solving our problem
with 50 videos takes 3 minutes, and 80 videos takes 7 minutes. The gain in
speed is mostly due to efficiently computed iterations based on a shortest path
algorithm/argmin.
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Table 1. Average CorLoc results and upper bound on PASCAL07

Number of objectness boxes [1] 5 10 15 20

Our method 23.96 24.23 24.28 24.59

Upper bound 51.04 62.22 67.99 71.58

Table 2. CorLoc results on PASCAL07-all compared to previous methods

Method [40](w/ viewpoint) [11](w/ viewpoint) [14](w/ viewpoint) Our method(w/o viewpoint)

Average CorLoc 14 19 23 22

Rounding Quality. In 4(d), we also compare the quality of the solution ob-
tained after rounding in terms of the original cost function. We compare the
relative value of the cost function, (f − f∗)/f∗, where f∗ is the minimum ob-
served value of the cost function. We round the solutions by solving Eq. (7). For
fairness of comparison, we use the solution given by the QP solver for a toler-
ance of ε = 10−10. Compared to the standard QP solver, our algorithm obtains
a significantly better rounded solution in terms of value of the cost function.

Despite numerous advantages of our solver for our specific problem, a limita-
tion of the Frank-Wolfe algorithm with away step in the case of an exponential
number of corner points (as is the case in our problem) is that it converges with
no guarantee of a linear convergence rate.

5.2 Image Co-localization: PASCAL VOC 2007

In [44], the authors show improved co-localization performance on PASCAL07-
6x2, a small subset of PASCAL VOC 2007 divided into specific viewpoints. To
illustrate the benefits of the Frank-Wolfe algorithm, which allows us to efficiently
consider many more images and boxes per image, we co-localize all images not
labeled as difficult for all classes in the PASCAL VOC 2007 dataset [16], which
we denote as PASCAL07. This makes the problem much more difficult as we now
have to co-localize differing viewpoints together and a much larger set of images.
To emphasize the difference in size, the “bicycle-right” class in the PASCAL07-
6x2 dataset has the largest number of images at 50, whereas the “person” class
in the PASCAL07 dataset has 2,008 images. In all experiments performed in [44],
the authors only co-localize a maximum of 100 images at a time due to efficiency
concerns. Results for our method varying the number of extracted candidate
boxes are given in Table 1, and visualizations are shown in Figure 5. We also show
the upper bound on the performance that can be achieved with the candidate
boxes, computed by selecting the box in each image with the highest CorLoc.

Number of Candidate Boxes. As we can see, the performance of our model
increases when we increase the number of candidate boxes. We can also see
that the upper bound becomes much better due to the better recall obtained
with more boxes. This helps to validate the importance of efficient methods for
co-localization, as they allow us to take advantage of more data in our model.
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Fig. 5. Example co-localization results on PASCAL07. From left-right, every two im-
ages belong to the same class. Note that we can see a wide variety of viewpoints because
we consider all images jointly.

Table 3. CorLoc results for video co-localization on the YouTube-Objects dataset

Method aeroplane bird boat car cat cow dog horse motorbike train Average

[37] 51.7 17.5 34.4 34.7 22.3 17.9 13.5 26.7 41.2 25.0 28.5
Our method (image) 18.36 19.35 28.57 32.97 32.77 25.68 38.26 30.14 15.38 21.43 26.29

Our method (image) w/ smoothing 21.26 21.51 30.95 36.26 35.29 25.68 38.26 35.62 15.38 23.21 28.34
Our method (video) 25.12 31.18 27.78 38.46 41.18 28.38 33.91 35.62 23.08 25.00 30.97

[37] - Upper bound 53.9 19.6 38.2 37.8 32.2 21.8 27.0 34.7 45.4 37.5 34.8
Our method - Upper bound 95.17 70.97 91.27 93.41 73.11 89.19 80.00 64.38 83.52 76.79 81.78

Comparisons to Previous Methods. We also show results compared to
state-of-the-art co-localization methods in Table 2 for the PASCAL07-all dataset
[14], which does not consider the “bird”, “car”, “cat”, “cow”, “dog”, and “sheep”
classes. Note that all previous methods utilize additional viewpoint annotations
by dividing the images for each class into separate viewpoints, and co-localizing
each viewpoint separately with viewpoint-specific priors. On the other hand,
our method is run on all of the viewpoints simultaneously, which is a much more
difficult problem. Even in this more difficult scenario, we are able to obtain
comparable results to previous methods.

5.3 Video Co-localization: YouTube-Objects

The YouTube-Objects dataset [37] consists of YouTube videos collected for 10
classes from PASCAL [16]: “aeroplane”, “bird”, “boat”, “car”, “cat”, “cow”,
“dog”, “horse”, “motorbike”, “train”. For each class, bounding box annotations
for the object are annotated in one frame per shot for 100-290 different shots.
We perform video co-localization on all shots with annotations. Results are given
in Table 3, where we compare to the co-localization method of [37], our image
model with and without smoothing, as well as the upper bounds that can be
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Fig. 6. Example co-localization results on YouTube-Objects for our video model (green
boxes) and our image model (red boxes). Each column corresponds to a different class,
and consists of frame samples from a single video.

obtained using both our methods for candidate box generation. Note that bet-
ter results are obtained in [34] using unsupervised motion segmentation, which
works particularly well for this dataset where objects of interest are moving. In
contrast, our method focuses on trying to leverage appearance information across
different videos in conjunction with temporal consistency. Thus, we believe that
our approaches are orthogonal but complementary, and will likely result in even
better performance if combined.

Comparisons to [37]. From our results, we see that we outperform the previous
method of [37] for most classes. In addition, we see that the upper bound we
can achieve with objectness boxes compared to the candidate tube generation
of [7, 37] is much better for all classes. This is likely because object proposals in
the image domain have received a great deal of attention and study [1, 8, 30, 41]
compared to video [5, 7]. For the “aeroplane” and “motorbike” classes however,
we perform much worse. This is likely because the candidate tube extraction
algorithm used in [37] is able to effectively track simple and non-deformable
objects. However, note that our method is actually agnostic to the underlying
candidate region generation algorithm, and we could easily replace our objectness
boxes with candidate tubes.

Comparisons to Image Model. Our video model outperforms the image
model, which illustrates the importance of leveraging temporal consistency. From
the visualizations in Figure 6, we see that the image model often jumps around
throughout a single video. For the “dog” class however, our image model actually
performs much better than our video model. This is likely due to large amounts
of sporadic movement in the “dog” videos caused by both camera movement and
object movement. The simple similarity metric we use for temporal consistency
may not be invariant to such difficult types of motion, and thus the image model
is able to perform better in this case. As noted previously, we can substitute any
similarity metric into our framework, and thus potentially take advantage of
methods in object tracking [2, 4, 19, 33, 36, 50] to further improve performance.
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Table 4. CorLoc results for joint image-video co-localization on YouTube-Objects

Method aeroplane bird boat car cat cow dog horse motorbike train Average

Video only 25.12 31.18 27.78 38.46 41.18 28.38 33.91 35.62 23.08 25.00 30.97
Joint Image+Video 27.54 33.33 27.78 34.07 42.02 28.38 35.65 35.62 21.98 25.00 31.14

5.4 Joint Image-Video Co-localization

Since the classes in the YouTube-Objects dataset are a subset of the PASCAL07
classes, we can combine the images from the corresponding classes in PASCAL07
with the videos in YouTube-Objects to perform joint image-video co-localization.
Results for CorLoc performance on the YouTube-Objects dataset are given in
Table 4. We can see that our performance increases slightly for several classes,
such as “aeroplane”, “bird”, “cat” and “dog”. It is not unexpected that perfor-
mance becomes worse for several classes, as there is an inherent domain adap-
tation problem between images and videos [37, 45]. However, our preliminary
results show that with efficient algorithms for image and video co-localization,
the problem of jointly considering the two domains is viable, and may present
an effective way of taking advantage of all the weakly labeled data available.

6 Conclusions

In this paper, we introduce a formulation for video co-localization that is able to
naturally incorporate temporal consistency in a quadratic programming frame-
work. In addition, we show how the image and video co-localization models that
are presented can be efficiently optimized using the Frank-Wolfe algorithm. Our
experiments on the PASCAL07 and YouTube-Objects datasets illustrate the
benefits of our approach for image, video, and joint image-video co-localization.

For future work, we would like to consider jointly performing domain adaption
to address the joint image-video co-localization problem with dimensionality re-
duction techniques [27]. It would also be interesting to consider ways of handling
multiple objects per image/frame, multiple object classes, and occlusions.
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