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#### Abstract

An efficient initial approximation method for multiplicative division and square root is proposed. It is a modification of the piecewise linear approximation. The multiplication and the addition required for the linear approximation are replaced by only one multiplication with a slight modification of the operand. The same accuracy is achieved. The modification of the operand requires only a bit-wise inversion and a one-bit shift, and can be implemented by a very simple circuit. One clock cycle may be saved, because the addition is removed. The required table size is also reduced, because only one coefficient instead of two has to be stored.


Index Terms-Computer arithmetic, division, initial approximation, linear approximation, reciprocal, square root.

## 1 Introduction

WITH the increasing availability of high-speed multipliers, multiplicative methods have become attractive to the fast division and square root. In general, such methods adopt an initial approximation and improve it by a converging algorithm, e.g., NewtonRaphson method and Goldschmidt's algorithm [1], [2]. Efficient initial approximations reduce the number of iterations of converging algorithms and achieve high-speed division and square root. In this paper, we focus on generating initial approximations for multiplicative division and square root on the mantissa of a floating point number.

For the initial approximation, look-up tables are commonly used. The simplest way is directly reading an initial approximation through table look-up using some most significant bits of an operand as the index [3]. Another efficient method is a piecewise linear approximation, which requires a multiplication and an addition [4]. The two coefficients of the linear function are read out of a look-up table. The approximation is about twice as many bits of accuracy as that achieved by the direct approximation, when the same bits of an operand are used as the index. Therefore, the multiplication and the addition, as well as the increase of the table size, for the approximation are worth the first iteration of a quadratic converging algorithm, such as Newton-Raphson's, which requires two multiplications for division or three multiplications for square root.

In this paper, we propose a new initial approximation method, which is a modification of the piecewise linear approximation. We replace the multiplication and the addition required for the linear approximation by one multiplication with a slight modification of the operand. The same accuracy is achieved. For the modification of the operand, we need only a bit-wise inversion and a one-bit shift of a part of it. These operations are also required in the converging algorithms and can be performed by a very simple circuit.
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One clock cycle may be saved, because the addition is removed. Furthermore, the required table size is also reduced, because only one coefficient instead of two has to be stored.

In the following, we will propose a new initial approximation method for division and for square root, in Sections 2 and 3, respectively. In Section 4, we will compare it with conventional methods.

## 2 Initial Approximation for Division

Newton-Raphson method and Goldschmidt's algorithm are widely used for multiplicative division [1], [2]. They need an initial approximation to the reciprocal of a given divisor $Y=\left[1 . y_{1} y_{2} \cdots y_{n}\right]$, where $1 \leq Y<2$.

The piecewise linear approximation for reciprocal adopts a linear function $-A_{1} \times Y+A_{0}$ [4]. The two coefficients $A_{1}$ and $A_{0}$ are read through table look-up addressed by the $m$ most significant bits of the divisor $Y$, i.e., $\left[y_{1} y_{2} \cdots y_{m}\right]$. The look-up table keeps the coefficients for $2^{m}$ intervals of $Y$. One multiplication and one addition are required.

Differentiating the error function $\epsilon(Y)=-A_{1} \times Y+A_{0}-\frac{1}{Y}$ yields $\epsilon^{\prime}(Y)=\frac{1}{Y^{2}}-A_{1}$. Hence, the positive maximum error is $\epsilon(Y)_{\max }=E\left(\frac{1}{\sqrt{A_{1}}}\right)=A_{0}-2 \sqrt{A_{1}}$. To minimize the worst absolute error in each interval $\left[p, p+2^{-m}\right)$, where $p=\left[1 . y_{1} y_{2} \cdots y_{m}\right]$, the errors at both endpoints, i.e., $\epsilon(p)$ and $\epsilon\left(p+2^{-m}\right)$, should have the same value and should be equal to $-\epsilon(Y)_{\max }$. Consequently, the coefficients should be

$$
\left\{\begin{array}{l}
A_{1}=\frac{1}{p \cdot\left(p+2^{-m}\right)}  \tag{1}\\
A_{0}=\frac{p+2^{-m-1}+\sqrt{p \cdot\left(p+2^{-m}\right)}}{p \cdot\left(p+2^{-m}\right)}
\end{array}\right.
$$

Then,

$$
\begin{aligned}
\epsilon(Y)_{\max } & =A_{0}-2 \sqrt{A_{1}}=\frac{p+2^{-m-1}-\sqrt{p \cdot\left(p+2^{-m}\right)}}{p \cdot\left(p+2^{-m}\right)}< \\
& \frac{1}{p^{2}} \cdot\left(p+2^{-m-1}-p\left(1+\frac{2^{-m-1}}{p}-\frac{2^{-2 m-3}}{p^{2}}+\cdots\right)\right)<\frac{1}{p^{3}} \cdot 2^{-2 m-3},
\end{aligned}
$$

when calculations are carried out with infinite precision. $A_{1}$ and $A_{0}$ satisfy $\frac{1}{4}<A_{1}<1$ and $1<A_{0}<2$, respectively. When $t_{1}$ and $t_{0}$ bits are kept for $A_{1}$ and $A_{0}$, respectively, in the table, $A_{1}$ and $A_{0}$ have the forms $\left[0 . a_{1}^{1} a_{2}^{1} \cdots a_{t_{1}}^{1}\right]$ and $\left[1 . a_{1}^{0} a_{2}^{0} \cdots a_{t_{0}}^{0}\right]$, respectively. The table is of size $2^{m} \times\left(t_{1}+t_{0}\right)$ bits. The total error $\epsilon_{L}$, considering the errors due to storing only $t_{1}$ and $t_{0}$ bits of $A_{1}$ and $A_{0}$, respectively, satisfies

$$
\begin{equation*}
\left|\epsilon_{L}\right|<\frac{1}{p^{3}} \cdot 2^{-2 m-3}+Y \cdot 2^{-t_{1}-1}+2^{-t_{0}-1} \tag{2}
\end{equation*}
$$

The last two terms are from the rounding errors.
Since the upper part of $Y$ is always $p$ in the interval $\left[p, p+2^{-m}\right)$, $-A_{1} \times Y+A_{0}$ can be rewritten as $-A_{1} \times q+A_{0}^{\prime}$ where $q=Y-p(=$ [0.0 $\left.\cdots 0^{0} y_{m+1} y_{m+2} \cdots y_{n}\right]$ ) and $A_{0}^{\prime}=A_{0}-A_{1} \times p$ [5]. $A_{0}^{\prime}$ satisfies $\frac{1}{2}<A_{0}^{\prime}<1$. The total error $\epsilon_{I}$, considering the errors due to storing
only $t_{1}^{\prime}$ and $t_{0}^{\prime}$ bits of $A_{1}$ and $A_{0}^{\prime}$, respectively, satisfies

$$
\begin{equation*}
\left|\epsilon_{I}\right|<\frac{1}{p^{3}} \cdot 2^{-2 m-3}+2^{-m} \cdot 2^{-t_{1}^{\prime}-1}+2^{-t_{0}^{\prime}-2} \tag{3}
\end{equation*}
$$

$t_{1}^{\prime}$ may be about the half of $t_{1}$. When we prepare a dedicated multiplier for initial approximation, its size may be smaller. We refer to this method as improved linear approximation method.

Now, we propose a new initial approximation method. We can find the following relation between $A_{1}$ and $A_{0}$ in (1):

$$
\begin{equation*}
A_{0} \simeq A_{1} \times\left(2 p+2^{-m}\right) \tag{4}
\end{equation*}
$$

Therefore, $A_{1} \times\left(2 p+2^{-m}-Y\right)$ produces almost the same value as $-A_{1} \times Y+A_{0}$. This means that one multiplication $B_{1} \times \hat{Y}$ achieves the same accuracy, where $B_{1} \simeq A_{1}$ and $\hat{Y}=2 p+2^{-m}-Y$.

Since $\hat{Y}=p+2^{-m}-q=\left[1 . y_{1} y_{2} \cdots y_{m} \tilde{y}_{m+1} \tilde{y}_{m+2} \cdots \tilde{y}_{n}\right]+2^{-n}$, where $\tilde{1}=0$ and $\tilde{0}=1$, we can form $\hat{Y}$ by only a bit-wise inversion (complementation) of the lower part of $Y$. (We ignore the last term $2^{-n}$.)

Since the error of $A_{1} \times \hat{Y}$ is

$$
\begin{align*}
& A_{1} \cdot\left(2 p+2^{-m}-Y\right)-\frac{1}{Y} \\
& =\frac{p+2^{-m}-q}{p \cdot\left(p+2^{-m}\right)}-\frac{1}{p+q} \\
& =\frac{1}{p}-\frac{q}{p^{2}} \cdot\left(1+\frac{2^{-m}}{p}\right)^{-1}-\frac{1}{p}\left(1+\frac{q}{p}\right)^{-1}  \tag{5}\\
& =\frac{2^{-2 m-2}}{p^{3}}-\frac{\left(q-2^{-m-1}\right)^{2}}{p^{3}}+O\left(2^{-3 m}\right),
\end{align*}
$$

$B_{1}$ should be

$$
\begin{align*}
B_{1} & =A_{1}-\frac{2^{-2 m-3}}{p^{4}} \\
& \left(=\frac{1}{p \cdot\left(p+2^{-m}\right)}-\frac{2^{-2 m-3}}{p^{4}}\right) . \tag{6}
\end{align*}
$$

We use an $m$-bits-in $t$-bits-out table for $B_{1}$. The table is of size $2^{m} \times t$ bits. The total error $\epsilon_{p}$ considering the rounding error of $B_{1}$ satisfies

$$
\begin{equation*}
\left|\epsilon_{P}\right|<\frac{1}{p^{3}} \cdot 2^{-2 m-3}+Y \cdot 2^{-t-1} \tag{7}
\end{equation*}
$$

The proposed method with an adequate $t$ produces an approximation with the same accuracy as the conventional linear approximations, without addition. Furthermore, the required table size is also reduced, because only one coefficient instead of two has to be stored. The modification of the operand is only a bit-wise inversion. Note that a bit-wise inversion is also required in New-ton-Raphson's and Goldschmidt's iteration for subtracting an intermediate result from 2. Note also that we do not need whole $\hat{Y}$ but need down to about the th position of $\hat{Y}$.

Fig. 1 illustrates an implementation of the proposed method. The required hardware is a ROM of size $2^{m} \times t$ bits and an operand modifier which consists of only $t-m$ inverters. Note that the operand modifier may be a modification of the complementer which is used for the converging algorithms. No other dedicated hardware is required when we use an existing multiplier which is also used for the converging algorithms. When we prepare a dedicated multiplier for initial approximation, its size may be $(t+1)$-bits by $t$-bits.


Fig. 1. An implementation of the proposed method for reciprocal.
We can increase the accuracy of the approximation by adding $B_{0}$ to $B_{1} \times \hat{Y}$, where $B_{0}$ is read from another table indexed by both an upper part of $p$ and that of $q$. Another table look-up and addition are required. We have discussed this method in [6] and [7]. (In
[7], $A_{1}$ is used instead of $B_{1}$.) This method may be efficient in a system which has a multiply-adder.

## 3 Initial Approximation for Square Root

In square root, $\sqrt{X}$ or $\sqrt{2 X}$ is calculated accordingly as the exponent part of the original floating point number is even or odd, where $X=\left[\begin{array}{llll}1 . x_{1} x_{2} & \cdots & x_{n}\end{array}\right]$ and $1 \leq X<2$.

Newton-Raphson method for calculating the square root reciprocal and Goldschmidt's algorithm are widely used for multiplicative square root [1], [2]. They need an initial approximation to the square root reciprocal of a given operand, i.e., $X$ or $2 X$.

The piecewise linear approximation method for square root reciprocal adopts a linear function $-C_{1} \times X+C_{0}$. (When the exponent part is odd, $2 X$ is used instead of $X$.) The two coefficients $C_{1}$ and $C_{0}$ are read through table look-up addressed by the $(m-1)$ most significant bits of $X$, i.e., $\left[x_{1} x_{2} \cdots x_{m-1}\right]$, together with the least significant bit of the exponent part. From similar consideration to the case of reciprocal, $C_{1}$ and $C_{0}$ for the interval $\left[u, u+2^{-m+1}\right.$ ) should be

$$
\left\{\begin{array}{l}
C_{1}=2^{m-1}\left(\frac{1}{\sqrt{u}}-\frac{1}{\sqrt{u+2^{-m+1}}}\right)  \tag{8}\\
\left(=\frac{1}{2 u \sqrt{u}}\left(1-\frac{3 \cdot 2^{-m-1}}{u}+\frac{5 \cdot 2^{-2 m-1}}{u^{2}}-\cdots\right)\right) \\
C_{0}=\frac{1}{2}\left(C_{1} \cdot u+\sqrt{u}+\frac{3}{2}\left(2 C_{1}\right)^{\frac{1}{3}}\right) \\
\quad\left(=\frac{1}{2 \sqrt{u}}\left(3-\frac{3 \cdot 2^{-m-1}}{u}+\frac{7 \cdot 2^{-2 m-3}}{u^{2}}-\cdots\right)\right) .
\end{array}\right.
$$

$C_{1}$ and $C_{0}$ for the interval $\left[2 u, 2 u+2^{-m+2}\right)$ should be the values that obtained by substituting $2 u$ and $m-1$ for $u$ and $m$ in (8), respectively. When $t_{1}$ and $t_{0}$ bits are kept for $C_{1}$ and $C_{0}$, respectively, in the table, $C_{1}$ and $C_{0}$ have the forms $\left[0.0 c_{1}^{1} c_{2}^{1} \cdots c_{t_{1}}^{1}\right]$ and $\left[c_{1}^{0} \cdot c_{2}^{0} \cdots c_{t_{0}}^{0}\right]$, respectively. (We assume $2 C_{1}$ is stored instead of $C_{1}$ for $\left[2 u, 2 u+2^{-m+2}\right.$ ).) The table is of size $2^{m} \times\left(t_{1}+t_{0}\right)$ bits. The total error $\delta_{L}$ considering the rounding errors of $C_{1}$ and $C_{0}$ satisfies

$$
\begin{equation*}
\left|\delta_{L}\right|<\frac{3}{u^{2} \sqrt{u}} \cdot 2^{-2 m-4}+X \cdot 2^{-t_{1}-2}+2^{-t_{0}} \tag{9}
\end{equation*}
$$

The table size for $C_{1}$ may be reduced to about the half, as the case of reciprocal. The approximation function is rewritten as $-C_{1} \times v+C_{0}^{\prime}$ where $v=X-u\left(=\left[0.0 \cdots 0 x_{m} x_{m+1} \cdots x_{n}\right]\right)$ and $C_{0}^{\prime}=C_{0}-C_{1} \times u$. The total error $\delta_{I}$, considering the errors due to storing only $t_{1}^{\prime}$ and $t_{0}^{\prime}$ bits of $C_{1}$ and $C_{0}^{\prime}$, respectively, satisfies

$$
\begin{equation*}
\left|\delta_{I}\right|<\frac{3}{u^{2} \sqrt{u}} \cdot 2^{-2 m-4}+2^{-m+1} \cdot 2^{-t_{1}^{\prime}-2}+2^{-t_{0}^{\prime}-2} \tag{10}
\end{equation*}
$$

Now, we propose a new initial approximation method. We can find the following relation between the two coefficients $C_{1}$ and $C_{0}$ in (8).

$$
\begin{equation*}
C_{0} \simeq C_{1} \times\left(3 u+3 \cdot 2^{-m}\right) \tag{11}
\end{equation*}
$$

Therefore, $2 C_{1} \times \frac{1}{2}\left(3 u+3 \cdot 2^{-m}-X\right)$ can produce almost the same value as $-C_{1} \times X+C_{0}$. This means that one multiplication $D_{1} \times \hat{X}$ achieves the same accuracy, where $D_{1} \simeq 2 C_{1}$ and $\hat{X}=\frac{1}{2} \cdot(3 u+$ $\left.3 \cdot 2^{-m}-X\right)$.

Since
$\hat{X}=u+2^{-m}+2^{-m-1}-\frac{v}{2}=\left[1 . x_{1} x_{2} \cdots x_{m-1} \tilde{x}_{m} x_{m} \tilde{x}_{m+1} \tilde{x}_{m+2} \cdots \tilde{x}_{n}\right]+2^{-n-1}$, where $\tilde{1}=0$ and $\tilde{0}=1$, we can form $\hat{X}$ only by a bit-wise inversion and a one-bit shift. (We ignore the last term $2^{-n-1}$.)

Since the error of $2 C_{1} \times \hat{X}$ is

$$
\begin{align*}
& 2 C_{1} \times \frac{1}{2}\left(3 u+3 \cdot 2^{-m}-X\right)-\frac{1}{\sqrt{X}} \\
& =2^{m-1}\left(\frac{1}{\sqrt{u}}-\frac{1}{\sqrt{u+2^{-m+1}}}\right)\left(2 u-v+3 \cdot 2^{-m}\right)-\frac{1}{\sqrt{u+v}} \\
& =\frac{5 \cdot 2^{-2 m}}{8 u^{2} \sqrt{u}}-\frac{3\left(v-2^{-m}\right)^{2}}{8 u^{2} \sqrt{u}}+O\left(2^{-3 m}\right) \tag{12}
\end{align*}
$$

$D_{1}$ should be

$$
\begin{align*}
D_{1} & =2 C_{1}-\frac{7 \cdot 2^{-2 m-4}}{u^{3} \sqrt{u}} \\
& \left(=\frac{1}{u \sqrt{u}}\left(1-\frac{3 \cdot 2^{-m-1}}{u}+\frac{33 \cdot 2^{-2 m-4}}{u^{2}}-\cdots\right)\right) \tag{13}
\end{align*}
$$

$D_{1}$ for the interval $\left[2 u, 2 u+2^{-m+2}\right.$ ) should be the value that obtained by substituting $2 u$ and $m-1$ for $u$ and $m$ in (13), respectively.

We use an $m$-bits-in $t$-bits-out table for $D_{1}$. The table is of size $2^{m} \times t$ bits. The total error $\delta_{P}$ considering the rounding error of $D_{1}$ satisfies

$$
\begin{equation*}
\left|\delta_{P}\right|<\frac{3}{u^{2} \sqrt{u}} \cdot 2^{-2 m-4}+X \cdot 2^{-t-1} \tag{14}
\end{equation*}
$$

The proposed method with an adequate $t$ produces an approximation with the same accuracy as the conventional linear approximations, without addition. The required table size is reduced. The modification of the operand is only a bit-wise inversion and a one-bit shift which are also required in Newton-Raphson's and Goldschmidt's iteration for subtracting an intermediate result from 3 and dividing it by 2 .

The required hardware is a ROM of size $2^{m} \times t$ bits and an operand modifier which consists of only $(t-m)$ inverters. (Onebit shift may be implemented by wiring.) No other dedicated
hardware is required when we use an existing multiplier which is also used for the converging algorithms.

We can increase the accuracy of the approximation by adding $D_{0}$ to $D_{1} \times \hat{X}$, where $D_{0}$ is read from another table indexed by both an upper part of $u$ and that of $v$ [6].

The piecewise linear approximation may directly produce $\sqrt{X}$ or $\sqrt{2 X}$ with single-precision (24-bit) accuracy. The piecewise linear approximation for square root adopts a linear function $E_{1} \cdot X$ $+E_{0}$. The two coefficients $E_{1}$ and $E_{0}$ for the interval $\left[u, u+2^{-m+1}\right)$ should be

$$
\left\{\begin{align*}
E_{1} & =2^{m-1}\left(\sqrt{u+2^{-m+1}}-\sqrt{u}\right)  \tag{15}\\
& \left.=\frac{1}{2 \sqrt{u}}\left(1-\frac{2^{-m-1}}{u}+\frac{2^{-2 m-1}}{u^{2}}-\cdots\right)\right) \\
E_{0} & =\frac{\sqrt{u}}{2}-E_{1} \cdot \frac{u}{2}+\frac{1}{8 E_{1}} \\
& \left(=\frac{\sqrt{u}}{2}\left(1+\frac{2^{-m-1}}{u}-\frac{2^{-2 m-1}}{u^{2}}+\frac{2^{-2 m-3}}{u^{2}}-\cdots\right)\right.
\end{align*}\right.
$$

$E_{1}$ and $E_{0}$ for the interval $\left[2 u, 2 u+2^{-m+2}\right.$ ) should be the values that obtained by substituting $2 u$ and $m-1$ for $u$ and $m$ in (15), respectively. When $t_{1}$ and $t_{0}$ bits are kept for $E_{1}$ and $E_{0}$, respectively, in the table, the table is of size $2^{m} \times\left(t_{1}+t_{0}\right)$ bits. The total error $\xi_{L}$ considering the rounding errors of $E_{1}$ and $E_{0}$ satisfies

$$
\begin{equation*}
\left|\xi_{L}\right|<\frac{1}{u \sqrt{u}} \cdot 2^{-2 m-4}+X \cdot 2^{-t_{1}-2}+2^{-t_{0}-2} \tag{16}
\end{equation*}
$$

The table size for $E_{1}$ may be reduced to about the half, by the improved linear approximation method.

We can find the following relation between the two coefficients $E_{1}$ and $E_{0}$ in (15):

$$
\begin{equation*}
E_{0} \simeq E_{1} \times\left(u+2^{-m}\right) \tag{17}
\end{equation*}
$$

One multiplication $F_{1} \times \dot{X}$ achieves the same accuracy, where $F_{1} \simeq 2 E_{1} \quad$ and $\quad \stackrel{\vee}{X}=\frac{1}{2}\left(u+2^{-m}+X\right)$. Since $\quad \stackrel{\vee}{X}=u+2^{-m-1}+\frac{v}{2}=$ [1. $\left.x_{1} x_{2} \cdots x_{m-1} x_{m} \tilde{x}_{m} x_{m+1} \cdots x_{n}\right], \stackrel{\vee}{X}$ can be formed only by a bit inversion and a one-bit shift. $F_{1}$ should be

$$
\begin{align*}
F_{1} & =2 E_{1}-\frac{3 \cdot 2^{-2 m-4}}{u^{2} \sqrt{u}} \\
& \left(=\frac{1}{\sqrt{u}}\left(1-\frac{2^{-m-1}}{u}+\frac{5 \cdot 2^{-2 m-4}}{u^{2}}-\cdots\right)\right) \tag{18}
\end{align*}
$$

$F_{1}$ for the interval $\left[2 u, 2 u+2^{-m+2}\right.$ ) should be the value that obtained by substituting $2 u$ and $m-1$ for $u$ and $m$ in (18), respectively.

We use an $m$-bits-in $t$-bits-out table for $F_{1}$. The total error $\xi_{P}$ considering the rounding error of $F_{1}$ satisfies

$$
\begin{equation*}
\left|\xi_{P}\right|<\frac{1}{u \sqrt{u}} \cdot 2^{-2 m-4}+X \cdot 2^{-t-1} \tag{19}
\end{equation*}
$$

The proposed method with an adequate $t$ produces an approximation with the same accuracy as the conventional linear approximations, without addition. The required table size is reduced. The modification of the operand is only a bit inversion and a one-bit shift.

We can increase the accuracy (or reduce $m$ ) by adding $F_{0}$ to $F_{1} \times \stackrel{\vee}{X}$, where $F_{0}$ is read from another table indexed by both an upper part of $u$ and that of $v$ [6].

TABLE 1
Comparison of Initial Approximation Methods for Reciprocal

| Method | Required ROM size (bits) | Required Operations | Accuracy (bits) |
| :---: | :---: | :---: | :---: |
| Linear | $2^{m} \times((2 m+3)+(2 m+3))$ | Mul, Add | $2 m+2$ |
| Improved | $2^{m} \times((m+3)+(2 m+2))$ | Mul, Add | $2 m+2$ |
| Proposed | $2^{m} \times(2 m+3)$ | OM, Mul | $2 m+2$ |
| Modified | $2^{m} \times\left(\frac{5 m}{2}+4\right)+2^{m} \times\left(\frac{m}{2}+1\right)$ | OM, Mul, Add | $\frac{5 m}{2}$ |

Mul: Multiplication, Add: Addition, OM: Operand Modification
TABLE 2
Comparison of Required ROM Size for Double-Precision Division (bits)

| Method | Number of following Newton-Raphson Iterations |  |  |
| :---: | :---: | :---: | :---: |
|  | 3 | 2 | 1 |
| Linear | $2^{3} \times(8+8)=128$ | $2^{6} \times(15+15)=1,920$ | $2^{13} \times(28+28)=448 \mathrm{~K}$ |
| Improved | $2^{3} \times(4+7)=88$ | $2^{6} \times(9+14)=1,472$ | $2^{13} \times(14+27)=328 \mathrm{~K}$ |
| Proposed | $2^{3} \times 8=64$ | $2^{6} \times 14=896$ | $2^{13} \times 28=224 \mathrm{~K}$ |

## 4 Comparison

Table 1 shows a comparison of initial approximation methods for reciprocal, i.e., the (original) piecewise linear approximation ("Linear"), the improved linear approximation ("Improved"), the proposed method ("Proposed"), and the modified version of the proposed method discussed in [6] ("Modified"), with respect to the ROM size, the required operations besides table look-up, and the obtained accuracy. The upper $m$ bits of the divisor $Y$ is used as the index for table look-up. "Modified" requires two tables indexed by different bits of $Y . B_{1}$ is indexed by the same $m$ bits as the other methods and $\frac{5 m}{2}+4$ bits are stored. $B_{0}$ is indexed by the upper $\frac{m}{2}$ bits of both $p$ and $q$ and $\frac{m}{2}+1$ bits are stored [6]. Note that the multiplier for "Improved" may be smaller.

Comparisons for square root reciprocal and for square root are similar to that in Table 1.

The proposed method produces an approximation with the same accuracy as the conventional linear approximations. Since addition is removed, one clock cycle may be saved. Furthermore, the required table size is about the half of that for the original linear approximation, and about the two thirds of that for the improved linear approximation.

Table 2 compares the table size required by "Linear," "Improved," and "Proposed" for double-precision (53-bit) division, with respect to the number of following Newton-Raphson iterations. (We assume that the reciprocal is computed with 54bit accuracy.) Linear approximation methods may directly produce a reciprocal for single-precision (24-bit) division. For this, the proposed method requires a table of size $2^{12} \times 26=104 \mathrm{~K}$ bits.

For double-precision square root, the proposed method for square root reciprocal requires a table of size $2^{6} \times 14=896$ bits when followed by two Newton-Raphson iterations and a table of size $2^{13} \times$ $28=224 \mathrm{~K}$ bits when followed by one iteration. The proposed method for square root directly produces single-precision square root by means of a look-up table of size $2^{10} \times 24=24 \mathrm{~K}$ bits.

## 5 Concluding Remarks

We have proposed a new initial approximation method for multiplicative division and square root. It requires only one multiplication with a slight modification of the operand and produces an approximation with the same accuracy as the conventional linear approximations which require one multiplication and one addition. One clock cycle may be saved, and the required ROM size is also reduced.
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