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ABSTRACT Predicting cardiac disease is considered one of the most challenging tasks in the medical field.
It takes a lot of time and effort to figure out what’s causing this, especially for doctors and other medical
experts. In this paper, various Machine Learning algorithms such as LR, KNN, SVM, and GBC, together
with the GridSearchCV, predict cardiac disease. The system uses a 5-fold cross-validation technique for
verification. A comparative study is given for these four methodologies. The Datasets for both Cleveland,
Hungary, Switzerland, and Long Beach V and UCI Kaggle are used to analyze the models’ performance. It is
found in the analysis that the Extreme Gradient Boosting Classifier with GridSearchCV gives the highest
and nearly comparable testing and training accuracies as 100% and 99.03% for both the datasets (Hungary,
Switzerland & Long Beach V and UCI Kaggle). Moreover, it is found in the analysis that XGBoost Classifier
without GridSearchCV gives the highest and nearly comparable testing and training accuracies as 98.05%
and 100% for both the datasets (Hungary, Switzerland & Long Beach V and UCI Kaggle). Furthermore, the
analytical results of the proposed technique are compared with previous heart disease prediction studies. It is
evident that amongst the proposed approach, the Extreme Gradient Boosting Classifier with GridSearchCV
is producing the best hyperparameter for testing accuracy. The primary aim of this paper is to develop a
unique model-creation technique for solving real-world problems.

INDEX TERMS Heart disease, support vector machine (SVM), logistic regression (LR), gradient boosting
classifier (GBC), GridSearchCV.

I. INTRODUCTION
The availability of various medical data prompts us to con-
sider whether there are any efficient and effective methods
for analyzing this data and deriving potentially innovative and
applied knowledge. One of the most significant difficulties
for data analytics is the diagnosis of various diseases. The
researchers concentrate their efforts in numerous ways, such
as developing high-accuracy prediction models, extracting
if-then rules, and experimenting with new cut-off values
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for key input variables [1]. All directions are essential and
can assist in the case of medical test diagnostic effective-
ness. According to many medical data released by competent
authorities worldwide, the most common cause of heart fail-
ure is myocardial infarction. Cardiovascular disease (CVD)
is becoming increasingly common [2]. As reported by the
WHO, CVDs affected roughly 1.79 crore individuals in 2016,
accounting for 31% of all worldwide mortality. Only heart
attacks and strokes are responsible for 85% of these deaths.
With early diagnosis and good medical care, many lives may
be spared. One of the most significant elements is blood
pressure [3]. Heart disease can strike at any time without
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generating discomfort, and doctors are unable to forecast
these silent assaults [4]. By 2030, the number of deaths due
to cardiovascular disease is expected to climb to 23.3 mil-
lion [5]. The blood veins of the heart carry oxygen, and when
these channels become blocked or restricted, heart disease or
stroke can occur [6]. High blood pressure, high cholesterol,
stress, tension, alcohol usage, sedentary lifestyle, obesity, and
diabetes are all factors that affect the heart. These factors help
in cardiovascular disease diagnosis. The walls of the arteries
thicken when blood pressure rises, causing obstruction and
perhaps increasing mortality [7]. Every human being should
receive correct treatment before their condition progresses;
if a technology exists that can anticipate cardiac disease at
an early stage; it might save a million lives. Heart-related
disorders can be reduced with the use of medical data and
machine learning techniques. Machine learning aids in the
finding of patterns in enormous volumes of data that people
are unable to detect the use of sophisticated technology aids
in the improvement of the current health-care system [8].
A machine learning model learns from the historical data it
receives and then creates prediction algorithms to forecast
the outcome for fresh data that enters the system as input.
The accuracy of these models is determined on the quality
and amount of input data. A vast amount of data will aid in
the development of a better model that precisely predicts the
output [9]. A range of supervised and unsupervised machine
learning methods have been utilized by medical academics to
identify and predict heart diseases. [10]. Themajor goal of the
various academics’ suggested algorithms is to extract patterns
from data and forecast future outcomes. Early detection and
treatment of cardiac disease can help patients avoid death or
lower their mortality rate. Angiography is one of the most
popular procedures for diagnosing aberrant narrowing of a
cardiac artery. SMO, Nave Bayes, and Ensemble methods
were used to evaluate the symptoms, examination, and ECG
characteristics, with an accuracy of 88.5 percent in predicting
the existence of CAD [11]. Artificial intelligence is being
used by governments and corporate health organizations for
a variety of purposes, including lowering operating costs and
increasing patient satisfaction. Lowering the length of stay
and determining the etiology of sickness, among other things
to predict early heart attacks, many data mining classifica-
tion methods were utilized [12]. Finding an ideal solution
is quite difficult without thorough data analysis. The pur-
pose of this study is to get as close to zero prediction error
rates as feasible. Many academics have previously utilized
the dataset that is being examined for this project, which
is accessible in the UC Irvine machine learning repository.
There are 73 distinct characteristics in the dataset. Machine
learning engineers grouped the most optimal qualities from
all relevant attributes and created a 14-attribute dataset [13].
Datamining,machine learning, deep learning, and other auto-
mated methods for diagnosing cardiac disease are already
available. As a result, we’ll present a short review of machine
learning methodologies in this post. To train the datasets,
we leverage machine learning resources. The development

of cardiac disease can be predicted by a number of risk
factors. Risk factors include age, sex, blood pressure,
cholesterol level, family history of coronary artery disease,
diabetes, smoking, alcohol, obesity, heart rate, and chest
discomfort etc.

Currently, information about patients with medical reports
is widely available in databases in the healthcare sector,
and it is rising fast day by day. This unbalanced raw data
is significantly redundant. It necessitates pre-processing in
order to extract important features, reduce training algorithm
execution time, and increase classification efficiency [14].
The current advances in processing capacity and machine
learning reprogramming skills improve these processes and
open up new research prospects in the healthcare sector [15]
particularly in terms of disease early detection, such as car-
diovascular disease and cancer, in order to enhance survival
rates. Machine learning is utilised in a wide range of appli-
cations, from identifying disease risk factors to developing
superior automotive safety systems. To solve the current
restrictions, machine learning provides the most used pre-
diction modelling tools [16]. It has a lot of potential for
transforming massive data and developing prediction algo-
rithms. It uses a computer to learn complicated and non-linear
relationships between attributes by minimising the difference
between projected and observed results [17]. The machine
learns patterns from current dataset features and applies them
to an unknown dataset to predict the outcome. One of the
most effective machine learning prediction algorithms is clas-
sification. When taught with appropriate data, classification
is a supervised machine learning method that is excellent at
identifying the diseases [18].

The main contribution of this research was to use modern
machine learning techniques to construct an intuitive medical
prediction system for the diagnosis of heart disease. Different
types of machine learning classifier algorithms were trained
in this study, including logistic regression (LR), K-nearest
neighbours (K-NN), support vector machine (SVM), and
Gradient Boosting Classifier (GBC) with and without Grid-
SearchCV, to select the best predictive model for accurate
heart disease detection at an early stage.

To achieve the ideal collection of attributes that strongly
influenced the performance of the classifiers when predict-
ing the target class, four model selection strategies were
used, including correlation-based feature subset evaluator and
Gradient Boosting Classifier evaluator. Finally, the whole
attribute set and optimal sets obtained via attribute evaluators
were used to tune the hyperparameter ‘‘GridSearchCV’’ in
the GBC classifier.

One of the most challenging issues in medicine is pre-
dicting cardiac disease. It takes a lot of time and effort to
figure out what’s causing this, especially for doctors and
other medical professionals. Researchers used a range of
algorithms, including LR, KNN, SVM, and GBC, as well as
the GridSearchCV, to predict cardiac disease.

The following is a breakdown of how the paper is struc-
tured: Section II examines previous heart disease research
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FIGURE 1. The suggested model’s flow diagram.

using a variety of machine learning approaches, Section III
explains the database we use and our recommended
model’s approach analysis, and Section IV concludes with
detailed results and comparisons to other methods. Finally,
in Section V, the paper’s conclusion and future study poten-
tial are discussed.

II. REVIEW LITERATURE
In the medical area, a lot of works have been done on dis-
eases prediction systems employing various machine learn-
ing techniques. Vikas Chourasia et al. [19] presented another
work on Early Prediction of Heart Diseases Using Data
Mining Techniques. They used classification and regres-
sion trees, iterative dichotomization, and decision tables,
among other approaches. The approach uses 10-fold cross
validations, with CART achieving the highest accuracy of
83 percent. Alizadeh Sani et al. [20] employed a rule-based
classifier, a cost-sensitive method, and Sequential minimum
optimization to identify coronary artery disease (SMO),
Lakshmana Rao and others [21]. Machine Learning Tech-
niques for Heart Disease Identifying the elements that are
most likely to cause heart disease (circulatory strain, dia-
betes, current smoker, high cholesterol, etc.). As a result,
distinguishing between heart disease and other conditions
is challenging. The severity of cardiac disease in patients
has been determined using a range of data mining and
neural networks. CHD sickness is a difficult idea, and as
a result, it should be addressed with caution. Failure to
recognize the disease early on might have serious conse-
quences for the heart or even result in death. Data bur-
rowing is also used in pharmaceutical research to locate
various sorts of metabolic machine learning, which is a
strategy that allows a framework to learn from prior data
tests and models without having to be actively altered.
Logic becomes reliant on machine learning. To construct an
HD prediction system, Mohan et al. [22] created a hybrid
machine learning technique. He also demonstrated a unique
technique for collecting essential characteristics from data

in order to train and evaluate machine learning classifiers.
They were properly categorized 88.07% of the time.
Olaniyan et al. [23] developed a three-phase strategy for HD
prediction in angina that achieved 88.89 % accuracy using
an artificial neural network technology. Ratnasari et al. [24]
utilised a Gray-level threshold of 150, which was based
on PCA and ROI, to decrease X-ray image features.
A 13-feature dataset was used in the bulk of prior research.
Every study employs the e classification to determine if a
patient has heart disease or not, and one of the most common
trends is that Cleveland is the most commonly used dataset.
Jansosi et al. [25]. UCI machine learning repository-heart
disease data set. School, G’arate-Escamila et al. [26] with the
X2 statistical model, DNN and ANN were applied. The clin-
ical data parameters were utilized to ensure that the forecasts
were accurate, Andres et al. [27] Harvard Medical School is
a prestigious medical school in Boston. Using Hungarian-
Cleveland datasets, several machine learning classifiers were
used to predict heart disease, and PCA was used for dimen-
sionality reduction and feature selection. For feature extrac-
tion, Zhang et al. [28] used an AdaBoost classifier with a
PCA combination, which enhanced prediction accuracy.

III. MATERIALS AND METHODS
The proposed methodology, which includes dataset def-
inition, data pre-processing, machine learning classifiers,
attribute evaluators, and performance measures, is discussed
in this part.

A. PROPOSED METHODOLOGY
The main contribution of this research was to use modern
machine learning techniques to construct an intuitive medical
prediction system for the diagnosis of heart disease. Different
types of machine learning classifier algorithms were trained
in this study, including logistic regression (LR), K-nearest
neighbours (K-NN), support vector machine (SVM), and
Gradient Boosting Classifier (GBC) with and without Grid-
SearchCV, to select the best predictive model for accurate
heart disease detection at an early stage.

To achieve the ideal collection of attributes that strongly
influenced the performance of the classifiers when predicting
the target class, four model selection strategies were used,
including correlation-based feature subset evaluator and Gra-
dient Boosting Classifier with GridSearchCV. Finally, the
whole attribute set and optimal sets obtained via attribute
evaluators were used to tune the hyperparameter ‘‘Grid-
SearchCV’’ in the GBC classifier. The system uses a 5-fold
cross-validation technique for verification. In the comparison
research, these four methodologies were applied. The mod-
els’ performance is evaluated using the Datasets for Cleve-
land, Hungary, Switzerland, and Long Beach V, as well as
the Dataset Heart Disease UCI Kaggle Dataset. The Extreme
Gradient Boosting Classifier with GridSearchCV generated
the highest and nearly comparable accuracy results for both
the hungary, switzerland & Long Beach V and Heart Dis-
ease UCI Kaggle Datasets (100% and 99.03%, respectively).
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FIGURE 2. The heart disease prediction system proposed model.

The optimal hyperparameter for testing accuracy is the
Extreme Gradient Boosting Classifier with GridSearchCV.
Many performance indicators, like as Accuracy, Recall, Pre-
cision, and F1-Score, may be used to evaluate the models’
performance. Previous cardiac prediction studies were com-
pared to the findings. We’d want to develop the model in the
future so that it can be used with a variety of feature selection
techniques; another option is to utilize a GridSearchCV in
conjunction with an Extreme Gradient Boosting Classifier.
The study’s main purpose is to build on past work by invent-
ing a new and distinctive model-creation approach, as well as
tomake themodel relevant and easy to apply in real-world cir-
cumstances. For Cleveland, Hungary, Switzerland, and Long
Beach V, the models’ performance is evaluated using the
GridSearchCV technique with 5-fold cross validation. Our
findings imply that cardiac disease may be consistently pre-
dicted using four machine learning models and optimization
methodologies.

B. METHODOLOGY RECOMMENDED
Creative datasets were acquired, and then the collected
data was pre-processed. The sequential forward selection
approach was used to pick relevant characteristics. The hyper
parameter optimization approaches Grid search were used to
optimize the parameters of Logistic Regression, k-Nearest
Neighbors, Support Vector Machine, and XGBoost. Finally,
the models were tested and analyzed to see if they might
predict cardiac disease. The data in our proposedmodel is val-
idated using 5-fold cross validation. The suggested model’s
flowchart is shown in Fig. 2.

C. DATASET DESCRIPTION
1) CLEVELAND_HUNGARY_SWITSERLAND & LONG BEACH V
HEART DISEASE DATASET AND HEART DISEASE UCI
KAGGLE DATASET
The dataset utilized in this paper comes from [29], which
is a shortened version of [30]. The dataset contains 76

characteristics, including the class attribute, for 1025 patients
from Cleveland, Hungary, Switzerland, and Long Beach V,
however only a subset of 14 are used in this study. The heart
disease prediction dataset has 14 columns, with 13 inde-
pendent components and one dependent target variable. The
target variable is separated into two groups: those who have
heart diseases and those who do not. There are 1025 rows in
all for 918 patients from heart disease UCI Kaggle dataset,
however only a subset of 12 are used in this study. The heart
disease prediction dataset has 12 columns, with 11 inde-
pendent components and one dependent target variable. The
target variable is separated into two groups: those who have
heart disease and those who do not. There are 918 rows in all.
There are no missing values in the dataset. Table 1 contains
a description of the dataset.

2) EXPLORATORY DATA ANALYSIS
To comprehend data insights, some type of data analytics
is required, which allows for a better understanding of data
patterns. The data distribution of the dataset is examined in
the next section. The Cleveland Hungary Switzerland and
Long Beach V heart disease dataset comprises 1025 patient
records from 713 men and 312 women of various ages, with
499 patients (48.68%) having normal cardiac function and
526 patients (51.32%) suffering cardiac diseases. Among the
heart disease patients, there are 300 male patients (57.03%)
and 226 female patients (42.97%). The UCI Kaggle dataset
on heart disease has 918 patient records from 725 men and
193 women of all ages, with 410 patients (44.67%) having
normal cardiac function and 508 patients (55.34 %) having
heart disease. Fig. 3 shows the gender wise distribution,
Fig. 4 the male and female gender distribution (1 = male,
0 = female), Fig. 5 shows the age distribution of patients
with +ve heart diagnosis, Fig. 6 shows how each feature
is connected to the others and aids in determining which
attributes are the most essential in this dataset. The values
that are created here are less reliant on one another.
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TABLE 1. Heart disease dataset attributes and information.

FIGURE 3. Gender wise distribution.

3) METHOD-I LOGISTIC RIGRESSION ANALYSIS
Linear regression is unbounded and the classifier may get
error, for this reason logistic regression is used. The most

FIGURE 4. The male and female gender distribution (1 = male,
0 = female).

straight-forward interpretation of logistic regression which
resides between 0 and 1is given in [32], [33]. The model pre-
dicts the probability of our random variable that is our target
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FIGURE 5. Age distribution of patients with +ve heart diagnosis.

value from the given data [34]. The cost function used in
logistic regression is sigmoid function. In logistic regression,
the linear function is essentially utilized as an input to another

function, such as f in the equation

ŷ = hθ (x) = f
(
θT x

)
where 0 ≤ hθ (x) ≤ 1 (1)

where ŷ = predicted value

XT = [1, x1, x2, x3, . . . . . . . . . xn],

θT = [β0, β1, β2, β3, . . . . . . . . . . . . .βn]

Then⇒ ŷ = θTX

ŷ = β0 + β1x1 + β1x1 + β1x1 + · · · + βnxn

=

∑n

i=0
βnxn = Z (2)

x = independent variable and θ are coefficient to be
learnt [35]. But the linear regression stuff so we need to find
a way to cast the logistic regression problem in a manner
where by at least the expression above can be used thus if
we computed the odds of the outcome as:

Odds =
P

1− P
, 0 ≤ p ≤ 1⇒ P =

Odds
1+ Odds

(3)

We can move a step closer to casting the problem in a contin-
uous linear manner but this is still just having positive values
we need a range of (−∞, +∞). That can be done by getting
the (natural) logarithm of the odds as:

logit (P) = log
P

1− P
= ŷ = θTX

log
P

1− P
= θTX ⇒

P
1− P

= eθ
TX

⇒ P = (1− P)eθ
TX
⇒ P =

1

1+ e−θTX
(4)

4) METHOD-II K-NEAREST NEIGHBORS (KNN)
K nearest neighbors is a straightforward method that main-
tains all existing examples and categorizes new ones using a
similarity metric (e.g., distance functions). KNN has been uti-
lized as a non-parametric approach in statistical estimates and
pattern recognition since the early 1970s.KNN (K-Nearest
Neighbors) is a classifier technique that is based on ‘‘how
similar’’ is a data (a vector) from other [36]. It is one of
several (supervised learning) algorithms used in data mining
and machine learning.

The KNN’s steps are as follows:
• Get info that isn’t classified;
• Calculate the distance (Euclidian, Manhattan, Murkowski,
or Weighted) between the new data and all previously
categorized data.

• Calculate the distance (Euclidian, Manhattan, Murkowski,
or Weighted) between the new data and all previously
categorized data.
– Examine the list of classes with the lowest distance

between them and count how many of each class
appear;

– Takes the class with the most appearances as the
proper class;

– Sorts the new data into the class you choose in step 7;
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FIGURE 6. Heat map to show correlation.

FIGURE 7. Sigmoid function.

Below is a graphic that depicts all of the processes discussed
in this post; you have unclassified data (in red) and all of
your other data (in yellow and purple), each with your class
(A or B). So you calculate the distances between your new
data and all the others to see which ones have the smallest
distance, and then you take 3 (or 6) of the closest data and
see which class appears most frequently. For example, in the
image below, the closest data to the new data are those that are
inside the first circle (inside circle), and there are 3 other data
inside this circle (already classified with yellow), We’ll see

which class is the most prevalent; see, it’s purple, since there
are two purple balls and only one yellow, therefore this new
data, which was previously unclassified, will now be classed
as purple.
• If we chose K = 3, we will have two Class B observa-
tions and one Class A observation. As a result, the red
star is assigned to Class B.

• If K = 6, we have two observations in Class B and four
in Class A. As a result, the red star receives a Class A
classification.
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FIGURE 8. k-Nearest neighbors.

Distance calculation: The distance between two points (your
new sample and all of the data in your dataset) may be
calculated in a variety of ways; as previously said, there are
numerous ways to obtain this value; in this article, we will
utilize the Euclidean distance [37]. The formula for the
Euclidean distance is (5), as shown at the bottom of the
page. Given two feature vectors with numeric values Pi =
(p1, p2, p3, . . . . . . ..pn) andQi=(q1, q2, q3, . . . . . . .qn).
Training examples (Pi,Qi), p1, p2, p3, . . . . . . ..pn

Attribute –value represent of example and q1, q2, q3, . . . . . . .
qn real valued target.

5) METHOD-III SUPPORT VECTOR MACHINE (SVM)
Support Vector Machine (SVM) is a potential machine learn-
ing approach based on statistical learning theory. The sup-
port vector machine (SVM) is a machine that can classify
both linear and nonlinear data. It separates the data into
two categories by generating a linear optimum separating
Hyperplane inside a higher dimension with the use of support
vectors and margins (or classes). The original training data
is transferred onto a higher dimension using an appropriate
nonlinear mapping. Within this, a hyperplane may always be
used to split data from two classes [38]. If f is a classification
function for Support vector machines, then

f : P→ Q, Where P is the Domain (here i.e., data set),

P = [X,Y] ,X = [xi/1 ≤ i ≤ n],Y = [yi/1 ≤ i ≤ n] (6)

The collection of n training tuples with associated class labels
yi is referred to as xi, Each yi can take one of two values:
+1 or −1, which correspond to two different classes as:
yi∈ {+1,−1}
The term ‘‘output set’’ can be used to describe a group of

results as:

Qi= {u/1 ≤ i ≤ n} (7)

The main principle of SVM is to discover the hyper plane
with the greatest margin to distinguish a collection of positive
examples from a set of negative examples, as shown in Fig. 9.
A linear classification of the type is computed using a support
vector machine is as: f(x) = b + wx.

The best hyperplane with the most margins, a linear clas-
sification of the type is computed using the support vec-
tor machine. f(x) = b + w.x, where w is a weight vector,
x denotes a training sample, and b denotes bias.

FIGURE 9. Support vector machine.

The hyperplane that separates the two hyperplanes may be
expressed as f(x)= 0, As a result, any point from one class is
located above the dividing hyperplane satisfies, f(x)> 0 Sim-
ilarly, any point from a different class is below the separating
hyperplane. satisfies, f(x) > 0. The above equations were
used to form the linearly separable set, which satisfied the
inequality, yi (f(x))≥ 1,∀i, Here the margin m is, m = 1

‖w‖2

d (Pi,Qi) =

√
(q1 − p1)2 + (q2 − p2)2 + (q3 − p3)2 + . . . . . .+ (qn − pn)

2

d (Pi,Qi) =

√∑n

i=1
(qi − pi)2 (5)
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TABLE 2. LR model training dataset.

TABLE 3. LR model testing dataset.

TABLE 4. LR model training dataset.

TABLE 5. LR model testing dataset.

Maximizing margin may be represented as an optimization
problem using the above equation:

Min
w,b

1
2
‖w‖2

Subject toyi (w.x+ b) ≥ 1, ∀i (8)

TABLE 6. K-NN model training dataset.

TABLE 7. K-NN model testing dataset.

TABLE 8. K-NN model training dataset.

TABLE 9. K-NN model testing dataset.

The dual Lagrange multiplier can be used to tackle this opti-
mization challenge,

Minα̃9(α̃) = Minα̃
1
2

∑N

i=1

∑N

j=1
yiyj( Exi · Exj)αiαj

−

∑N

i=1
αi (9)
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TABLE 10. SVM model training dataset.

TABLE 11. SVM model testing dataset.

TABLE 12. SVM model training dataset.

The support vectors for linearly separable data are a subset
of the actual training tuples. A dot product exists between the
support vector xi and the test tuple xi in the Lagrangian for-
mulation of the aforementioned optimization problem. Each
Lagrangemultiplier and each training tuple have a one-to-one
connection.

Not all data sets can be separated in a linear fashion.
There may not be a hyperplane that separates the positive and
negative cases. SVMs may also be used to create non-linear
classifiers. The Lagrange multiplier is used to compute the
output of a non-linear SVM

u =
∑N

j=1
yiαjK

(
Exj, Ex

)
− b, (10)

K is the kernel function. In this case, we employed the Radial
Basis Kernel Function (RBF), which is written as follows:

K
(
xi, xj

)
= exp

(
−γ

∥∥xi − xj∥∥2) , γ > 0 (11)

TABLE 13. SVM model testing dataset.

TABLE 14. XGBoost model training dataset.

TABLE 15. XGBoost model testing dataset.

The quadratic form is altered by the nonlinearity, but the dual
objective function 9 is still quadratic in,

minα̃ 9(α̃) = minα̃
1
2

∑N

i=1

∑N

j=1
yiyj(Exi · Exj)αiαj

−

∑N

i=1
αi, 0 ≤ αi ≤ C,

∀i
∑N

j=1
yiαi = 0 (12)

The aforementioned quadratic programming issue is solved
using a sequential minimum optimization approach.

6) METHOD-IV XGBoost CLASSIFIER
The gradient boosted trees technique’s XGBoost (extreme
Gradient Boosting) version is a popular and efficient open-
source implementation. Gradient boosting is a supervised
learning strategy that attempts to properly forecast a target
variable by combining an ensemble of estimates from a vari-
ety of simpler and weaker models. The XGBoost approach
performs well in machine learning competitions due to its
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TABLE 16. XGBoost model training dataset.

TABLE 17. XGBoost model testing dataset.

TABLE 18. Tuning LR model training dataset.

TABLE 19. Tuning LR model testing dataset.

robust handling of a variety of data types, relationships,
and distributions, as well as the variety of hyper parameters
that can be fine-tuned. Regression, classification (binary and
multiclass), and ranking problems may all be solved with
XGBoost [39]. The flow chart XGBoost Classifier flow chart
is shown in Fig. 10.

FIGURE 10. XGBoost Classifier flow chart.

TABLE 20. Tuning LR model training dataset.

TABLE 21. Tuning LR model testing dataset.

7) GRIDSEARCHCV
In virtually all machine learning applications, we train many
models on a dataset and then choose the one that performs
the best. However, for the sake of progress, we cannot state
with certainty that this model is the best for the situation at
hand. As a result, our goal is to improve the model in what-
ever manner we can. One essential feature in these models’
performances is that after we select proper values for these
hyperparameters, the model’s performance can considerably
increase. GridSearchCV [40] may also be used to determine
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TABLE 22. Tuning K-NN model training dataset.

TABLE 23. Tuning K-NN model testing dataset.

TABLE 24. Tuning K-NN model training dataset.

TABLE 25. Tuning K-NN model testing dataset.

optimal values for a model’s hyperparameters. Choosing the
best hyper parameters have a big impact on the performance
model. There are a number of optimization techniques to
choose from, each with its own set of advantages and disad-
vantages. Experiments were done on numerous optimization

TABLE 26. Tuning SVM model training dataset.

TABLE 27. Tuning SVM model testing dataset.

methodologies to discover the ideal hyper parameter com-
bination, which was then used to Logistic Regression,
k-Nearest Neighbors, Support Vector Machine, and XG
Boost. The machine learning model has two types of param-
eters. There are two sorts of parameters: hyperparameters
and model parameters. The User must set random hyper
parameters before training the Machine LearningModel. The
learning process is regulated by the parameters. Different
learning rates or weights are used to govern the learning pro-
cess and find hidden patterns in the data for the same type of
machine learningmodel. To decrease inaccuracy and improve
model accuracy, these hyper parameters are fine-tuned. Using
a trial-and-error method, these parameters are modified until
the ideal hyper parameters are found. Hyper settings that
achieve a balance between overfitting and underfitting are
optimal. The ability to properly explore the search space is
aided by selecting great hyper parameters. To improve the
performance of the Logistic Regression, k-Nearest Neigh-
bours, Support Vector Machine, and XG Boost models, the
Hyper parameters can be modified. Model parameters are
learnt during the training phase. Grid search techniques are
commonly used in hyper parameter optimization. Grid Search
is a well-known method for determining all hyper parame-
ter combinations. The learning rate and the number of lay-
ers are the two most important parameters in Grid Search.
A collection of values is initially determined for each hyper
parameter. In each cycle, the hyper parameter combination
is determined. Finally, the most successful hyper parameter
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TABLE 28. Tuning SVM model training dataset.

TABLE 29. Tuning K-NN model testing dataset.

TABLE 30. Tuning XGBoost model training dataset.

TABLE 31. Tuning XGBoost model testing dataset.

combination is selected and implemented in the learning
process.

8) PERFORMANCE MATRIX
The performance of the two models was assessed using a
confusion matrix. The count of anticipated values that accu-
rately recognised the presence of diseases is known as True

TABLE 32. Tuning XGBoost model training dataset.

TABLE 33. Tuning XGBoost model testing dataset.

TABLE 34. Model training result for Kaggle’s heart disease Cleveland,
Hungary, Switzerland & long beach V dataset.

TABLE 35. Model testing results for Kaggle’s heart disease Cleveland,
Hungary, Switzerland & long beach V dataset.

Positive (tp). The count of expected values properly identi-
fying the absence of diseases is known as a true negative.
The number of anticipated values that are wrongly labelled as

VOLUME 10, 2022 80163



G. N. Ahmad et al.: Efficient Medical Diagnosis of Human Heart Diseases Using Machine Learning Techniques

TABLE 36. Tuned model training results for Kaggle’s heart disease
Cleveland, Hungary, Switzerland & long beach V dataset.

TABLE 37. Tuned model testing results for Kaggle’s heart disease
Cleveland, Hungary, Switzerland & long beach V dataset.

TABLE 38. Model training result for heart disease UCI Kaggle data V
dataset.

TABLE 39. Model testing results for heart disease UCI Kaggle data V
dataset.

positive is known as false positive (fp) (actually when it was
negative). The count of anticipated valuesmistakenly labelled
as negative is known as False Negative (fn) (actually when

TABLE 40. Tuned model training results for heart disease UCI Kaggle data
V dataset.

TABLE 41. Tuned model testing results for heart disease UCI Kaggle data
V dataset.

TABLE 42. Kaggle’s heart disease Cleveland, Hungary, Switzerland & long
beach V dataset.

it was positive). Once the model has been trained, five-fold
cross validation is used to predict and verify the risk of heart
disease. The investigation employed the performance metrics
Accuracy, Recall, Precision, and f-measure score values [22],
[41]–[44].

Accuracy =
tp+ tn

tp+ tn+ fn+ fp
(13)

Recall =
tp

tp+ fn
(14)

Precision =
tp

tp+ fp
(15)

f − measure =
2 ∗ Recall ∗ Precision
Recall + Precision

(16)

IV. EXPERIMENT OUTCOMES
A. SETUP FOR THE EXPERIMENT
The experiments were carried out. in Anaconda3 2021.05
(Python 3.8.8 64-bit) on Lenovo Intel(R) Core (TM)
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TABLE 43. Kaggle’s heart disease Cleveland, Hungary, Switzerland & long
beach V dataset.

TABLE 44. The best hyperparameter of XG BOOST with optimization
technique for Kaggle’s heart disease Cleveland, Hungary, Switzerland &
long beach V dataset.

TABLE 45. Heart disease UCI Kaggle data V dataset.

i3-10110UCPU@2.10GHz 2.59 GHz, Intel (R), RAM 8GB
withWindows10.

B. RESULTS AND ANALYSIS
This study looked at the effect of hyper parameter on the
prediction performance of four different machine learning
models. The ML models Logistic Regression, k-Nearest
Neighbours, Support Vector Machine, and XG Boost were
improved using the hyper parameter optimization approach
GridSearchCV. In the trials, hyper parameter techniques were
used to compare the prediction performance of the four algo-
rithms LR, K-NN, SVM, and XGboost. Each approach is
analysed using different hyper parameters. The findings of
Randomized Search, Grid Search, and other hyper parameter
optimization procedures were compared to those of estab-
lished approaches. Data was taken for training and testing
in proportions of 70% and 30%, respectively. We employed
five-fold Cross Validation in our research. Previous research
has shown that 5-fold cross validation yields a generalized
model while avoiding overfitting.

The presence of heart diseases is represented as one in our
study, whereas the absence of heart disease is represented as

FIGURE 11. Graphical representation of five-fold cross –validation.

TABLE 46. Heart disease UCI Kaggle dataset.

TABLE 47. The best hyperparameter of XG BOOST with optimization
technique for heart disease UCI Kaggle dataset.

zero. We used the Scikit Python package to implement the
three hyper parameter optimization strategies. Scikit-learn
has built-in support for hyperparameter tuning approaches.

C. EXPERIMENTAL RESULT WITH FOUR DIFFERENT
MACHINE LEARNING MODEL TRAINING & TESTING
RESULTS (CLEVELAND, HUNGARY, SWITZERLAND
& LONG BEACH V) AND UCI KAGGLE DATA
The training and testing confusion matrix is used to assess the
Logistic Regression, k-Nearest Neighbours, Support Vector
Machine, and XG Boost algorithms. A 2 × 2 matrix repre-
sents the classifier’s correct and incorrect predictions.

Table [2-17] shows the confusion matrix.
The training and testing confusion matrix is used to assess

Tuning LR, Tuning KNN, Tuning SVM, and Tuning GBC.
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TABLE 48. Comparison with other studies using CH dataset.

TABLE 49. The best hyper parameter of XG BOOST with optimization technique for Kaggle’s heart disease Cleveland, Hungary, Switzerland & long beach V
dataset.

TABLE 50. The best hyperparameter of XG BOOST with optimization technique for heart disease UCI Kaggle dataset.

A 2 × 2 matrix represents the classifier’s correct and erro-
neous predictions. Table [18-33] shows the confusion matrix
using a five-fold cross-validation method.

Table [34-41] shows the experimental results of four alter-
native models for training and testing accuracy, precision,
recall, and F1-score with and without the GridSearchCV
optimization approach.

V. RESULT OF CLASSIFIERS (FIVE-FOLD CROSS
VALIDATION) WITH ALL FEATURES (n = 13) AND
WITH GRIDSEARCHCV FOR KAGGLE’S HEART
DISEASE CLEVELAND, HUNGARY, SWITZERLAND
& LONG BEACH V DATASETS
Through GridSearchCV with five-fold cross validation tech-
nology, all characteristics of the data set are concentrated

on four machine learning classifiers in this examination.
70% of the fivefold CV was utilised to train the classifier,
whereas only 30% was assessed. Finally, the five-fold tech-
nique’s normal measurement result is obtained. A number
of boundary assessments have also passed the classifier. The
Extreme Gradient Boosting Classifier using GridSearchCV
performs well with an accuracy of 99.03% in Tables 42&43
and Figure 10 (Kaggle’s Heart Disease Cleveland, Hungary,
Switzerland, and Long Beach V Dataset). The ‘‘support vec-
tor machine with GridSearchCV’’ accuracy of 98.05% is the
following number. The classifiers Tuned Logistic Regression,
Tuned K-nearest Neighbours, and Tuned XGBoost Classifier
have escalating accuracy of 82.14%, 83.44 %, 98.05 %,
and 99.03 %, respectively, if we discriminate between
classifiers that use GridSearchCV and those that don’t.

80166 VOLUME 10, 2022



G. N. Ahmad et al.: Efficient Medical Diagnosis of Human Heart Diseases Using Machine Learning Techniques

FIGURE 12. Model and hypertuning model testing accuracy.

FIGURE 13. Model of training accuracy.

FIGURE 14. Model of testing accuracy.

The classifiers without GridSearchCV, Logistic Regression,
K-nearest neighbours, Support Vector Machine, and

XGBoost Classifier, on the other hand, have escalating accu-
racy of 81.82%, 90.26%, and 98.05 %, respectively. Except
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FIGURE 15. The best model with and without GridSearchCV.

FIGURE 16. Model of testing accuracy with and without GridSearchCV.

FIGURE 17. Model of testing accuracy with and without GridSearchCV precision, recall, F-1score.

for The Gradient Boosting Classifier with GridSearchCV,
which is the best hyperparameter for measuring accuracy,

as shown in Table-44, only The Gradient Boosting Classifier
and Support Vector Machine have good invisibility for all
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FIGURE 18. Model of training & testing accuracy with and without GridSearchCV precision, recall, F-1score.

FIGURE 19. Model of training & testing accuracy with and without GridSearchCV.

features, at the very least. In the same sequence as the training
and test data sets, Fig. 13 demonstrates the performance of
several classifiers.

A. RESULTS OF VALIDATION
B. RESULT OF CLASSIFIERS (FIVE-FOLD CROSS
VALIDATION) WITH ALL FEATURES (n = 11)
AND WITH GRIDSEARCHCV FOR HEART
DISEASE UCI KAGGLE DATA V DATASET
Through GridSearchCV with fivefold cross-validation tech-
nology, all characteristics of the data set are concentrated
on four machine learning classifiers in this examination.
Only 30% of the fivefold CV was examined, whereas 70%
was utilized to train the classifier. Finally, the fivefold tech-
nique’s normal measurement result is obtained. A number
of boundary assessments have also passed the classifier.

In Table-45& 46 (Heart Disease UCI Kaggle data V Dataset)
Using an accuracy of 88.41%, the Logistic Regression with
GridSearchCV performs well. The ‘‘support vector machine
with GridSearchCV’’ accuracy of 88.41% is the following
number. When we compare classifiers with and without
GridSearchCV, the accuracy of Tuned Logistic Regression,
Tuned K-nearest Neighbors, Tuned Support Vector Machine,
and Tuned XGBoost Classifier is 88.41%, 86.23%, 88.41%,
and 85.51%, respectively. GridSearchCV, Logistic Regres-
sion, K-nearest Neighbors, Support Vector Machine, and
XGBoost Classifier, on the other hand, have accuracy of
88.04%, 88.7 %, 88.41 %, and 83.33 %, respectively. Except
for The Gradient Boosting Classifier with GridSearchCV is
the best Boosting Cla hyperparameter for testing accuracy
show Table-47, only Gradient ssifier and Support Vector
Machine have good invisibility for all features, but at least.
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FIGURE 20. The best model of training and testing accuracy with and without GridSearchCV.

FIGURE 21. The best model of training and testing accuracy with and without GridSearchCV precision, recall, F-1score.

FIGURE 22. The best model of training and testing accuracy with and without GridSearchCV.

Figure 16-19 shows the performance of different classifiers
on the training and test data sets in the same order.

Table-48 compares combined heart disease (CHD)
dataset’s performance to that of the previously published

works. Infinite Latent Feature Selection (ILFS), Sort features
according to pairwise correlations (CFS), Feature Selection
and Kernel Learning for Local Learning-Based Clustering
(LLCFS), and PCA were used by Hung et al. [45]. ILFS
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was the classifier that employed the fewest features and
performed the best computation with 90.65% accuracy. CFS,
LLCFS, and PCA calculated an accuracy of 89.93 %, but
they needed at least 55 features to get there. They used the
Cleveland, Hungarian, and Swiss databases. With a lesser
number of features, we have obtained the improved results
as: accuracies, Precision, Recall, F-1 Score for the combined
heart disease (CHD) datasets.

VI. CONCLUSION
Predicting heart disease is regarded as one of the most dif-
ficult challenges in medicine. Figuring out what’s causing
this takes a lot of time and work, especially for doctors
and other medical specialists. To predict cardiac diseases,
a variety of algorithms, including LR, KNN, SVM, GBC, and
the GridSearchCV, are used in this paper. For verification,
a five-fold cross-validation approach is employed. These four
approaches are used in the comparative study. The Datasets
for Cleveland, Hungary, Switzerland, and Long Beach V and
the Dataset Heart Disease UCI Kaggle are used to assess the
models’ performance. For both the Hungary, Switzerland &
Long Beach V and Heart Disease UCI Kaggle Datasets, the
Extreme Gradient Boosting Classifier with GridSearchCV
produced the highest and roughly identical accuracy results
of 100% and 99.03%, respectively. The Extreme Gradient
Boosting Classifier with GridSearchCV is the best hyper-
parameter for testing accuracy. The results are compared to
those of previous cardiac prediction studies. In this study, four
algorithms are tuned, trained, and tested with four different
models, including logistic regression, K-Nearest Neighbors,
support vector machine, and Extreme Gradient Boosting,
both with and without hyperparameter tuning techniques.
Their accuracies are compared with the existing methods.
By modifying the parameters of XGB with Grid Search test-
ing accuracy obtained is 99.03%. Extreme Gradient Boost-
ing Classifier with GridSearchCV has the greatest testing
accuracy of these four approaches, at 99.03%. Without Grid-
SearchCV, the Extreme Gradient Boosting Classifier has a
testing accuracy of 98.05%. It is evident from table-45 & 47,
figures 20 to 22, the Extreme Gradient Boosting Classifier
with GridSearchCV is the best hyperparameter for testing
accuracy.

In the future, we’d like to improve the model so that it may
be used with several feature selection algorithms. Another
possibility is to utilize a GridSearchCV with a Gradient
Boosting Classifier. Themajor goal of this study is to improve
on previous work by developing a new and unique model-
creation method and to make the model relevant and easy to
use in a real-world situation.
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