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Efficient O(N?) method to solve the Bethe-Salpeter equation
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We present a numerically efficient approach to solve the Bethe-Salpeter equation for the polarization func-
tion. Rather than from the usual eigenvalue representation, the macroscopic polarizability is obtained from the
solution of an initial-value problem. This reduces the computational effort considerably and allows for calcu-
lating excitonic and local-field effects in optical spectra of complex systems consisting of many atoms. As an
example we investigate the optical anisotropy of the monohydride Si(0&1)§2surface. While excitonic
effects influence the surface optical properties considerably, the local-field effect induced changes are minimal.
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[. INTRODUCTION implementation of the density-functional theory in local-
density approximatiofDFT-LDA).13 A multigrid technique
Recent years have seen impressive methodologicas used for convergence acceleration. In order to include
progress in the accurate numerical modeling of optical propelectronic self-energy effects one needs to replace the local
erties from first principlegsee, e.g., Ref.)1It has become exchange and correlation potenti&f(r) in the LDA by the
possible not only to calculate single-particle electronic excinonlocal and energy-dependent self-energy operator
tation energies accurately using tH@W approximation s (r r’;E) (see, e.g., Refs. 14 and)1%or the calculation of
(GWA), but also to solve the Bethe-Salpeter equatB8E) s e use theGW approximation'®17 where the self-energy
for pa_ir excitations ir_1 oyder to account _for excitonic and operator is expressed as the convolufiaiGW of the dy-
local-field (LF) contributions to the optical respon&e. namically screened Coulomb potentl& and the single-
E'g"é’exgg :ggtrlii:(geg gﬂg]erc'g?gu?aﬁt%;sret%u'{ﬁg itnotesrglc\;ﬁ)r:hﬁ article propagato®. Since the calculation of surface optical
relatively few electron-hole pairs. Therefore its application pectra |nvol\_/es a very large numbgr Of. electronlc_ states,
has been limited to bulk semiconductdr& strongly local- however, we introduce further approximations following the
’ g schemes developed by Hybertsen and LBlaed Bechstedt

ized surface statés, small cluster$, or molecules. £ 2129 the G\ ivartic] . btained from th
At the same time, methods of optical spectroscopy ar&' &'~ (h€LW quasiparticie energies are oblained from the
FT-LDA eigenvalues in a perturbative manner by

rapidly gaining importance for materials characterization.
Techniques such as reflectance anisotropy spectroscopy

(RAS) have evolved from experimental methods to charac- 1

terize static surfaces to very powerfin situ diagnostic en(k)P=g,(k)+ it {EﬁkarEﬂ,yk“[sn(k)]—fo,i ,
probes which allow for the monitoring and controlling of Bn.k

surface growth in real time and in challenging environments D

such as in high pressures or under liquiti order to fully
exploit the potential of such methods, however, the accurat@here the self-energy operafbrhas been divided into static
theoretical modeling of the optical properties of large and(st) and dynamic @yn) contributions. Indices & andV*¢
complex systems—such as surfaces—is required. A numbgfdicate diagonal matrix elements with the respective wave
of technical improvements such as optimized schemes to C""kmctions.,Bn « is the linear coefficient in the expansion of
culate the electron-hole interaction in reciprocal spaaad S around the DFT-LDA eigenvalug, (k). The static part
me_tho.dologlcal_ developmentg which allow to obtain the PO~an be further divided into two parts,
larization function from iterative schem@shave been sug-
gested in order to extend the applicability of the BSE to
larger and potentially more interesting systems. 1
In the present work we suggest an alternative approach to 2°(r,r’)= > > k(D) (r[W(rr;0) —ov(r—r’)]
solve the BSE. It is characterized by¥N?) scaling of the nk
operation countwith N being the number of electron-hole
pair statesand allows for the accurate modeling of excitonic - 2 Py k(O (rHYW(rr";0), (2
and LF effects in systems consisting of comparatively many vk
atoms. After a brief description of the proposed methodology
and its test for bulk Si we demonstrate its appllcablllty to representing the Coulomb ho&COH and the screened ex-
large systems by calculating the optical anisotropy of theshanges SEX The 4, , are the DFT-LDA wave functions.
monohydride Si(001)(&1) surface in a wide spectral ySEX¢ontains a sum over the occupied valence statesly.
range. The major bottleneck in th& W calculation is the computa-
Il. METHODOLOGY tion of the spreened intgracticw. An ex.treme_accelefation
can be achieved by using a model dielectric function, for
We start from first-principles pseudopotential calcula-which several functional forms have been suggested. We use
tions, using a massively parallel real-space finite-differencéhe version suggested by Bechstetial!®
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q 12 3q* -1 to go beyond this single-quasiparticle level. The polarization
e(q,p)=1+ { (€x— 1)1+[ +— 5 ] function P including electron-hole attraction and local-field
are(p)|  4kE(p)aFe(p) effects(or electron-hole exchangean be obtained from the

solution of the Bethe-Salpeter equatidar details see, e.g.,

where kg and qrg represent the Fermi and Thomas-FermiRefS' 24-27,

wave vectors_, respectiyelyZ which depend on the electron P=P0+PO(U_—W)P, @
density p. This expression interpolates between the correct _

behaviors at high and low vectors and, by construction, Wherev is the bare Coulomb potential without its long-range
correctly obtains the static dielectric constantder0. This  part andP, represents the polarization function in a random-
rather simple and intuitive model reproduces very well thePhase, or, more precisely, independent-quasiparticle approxi-
random-phase approximation results for semiconduéfors. mation. The macroscopic _polarlzablllty is obtained from the
Together with the LDA-like ansatz of Hybertsen and Ldie Fourier transform of the diagonal part Bf

for approximating the spatial dependence of the screening gf Ahconv?]nient anld nadtural balsis for soflvir:g ﬂ is given d
the inhomogeneous system y the orthonormal and complete set of Bloch functions de-

fined by the Kohn-Sham problem. B, is explicitly ex-
1 pressed in terms of Bloch functions and quasiparticle ener-
W(r,r";0)=={Wr—r’,p(r)]+W'r—r',p(r")]} gies and transformed into Bloch space, the solution of the
2 7 BSE (7) can be written in resolvent representation as

—Th— 11 _
by that of a homogeneous electron 6% Eq.(3) allows for P(ny.np)(ng.n =[H “’](nl,nz)(ng,n4)(fn4 foy)y (8
an analytic solution fok coy. The static Coulomb hole con- \yhere the two-particle Hamiltonian
tribution to the self-energy takes the form of a local poten-

tlal, H(”1v”2)(“3'“4)
-1 _
sconpy—_ Gre) [ 1] are(n) [ 3e. v =(eq — & ) 8(ny . Sy ng + (F,— Fin)
2 € ke(r) Ve,.—1 '

) [ s (100 (15 (1

wherekg andgg are computed at the local densjyr). o
The matrix element& ;% are calculated in Fourier space. X[8(ri—ry)8(rs—ra)v(r{—rs)

In order to accelerate the calculations, only the diagonal el-
ements in the Fourier transform @f are retained. The effect ~O(r1=r3) 8(ra=r)Wrs,rp)] ©)
of local fields on the screening are approximated by usindias been introduced,=0,1 is the occupation number of the
state-averaged electron densities, staten, denoting both band index and wave vector. By per-

forming a matrix inversion for a given frequenay, the
= [ drep(n)] (N2 ©) corresponding polarization is given by E&). However, for
Prk= Pl n ’ any practical calculation this would be computationally far

: : 19 - too expensive, due to the non-Hermiticity and large dimen-
in the calculation okr andqgyg .~ Tests made for Si indicate . F0. The di . b duced by a f £
that rather small deviations, of the order of 0.05 eV, are>©oN OfH. The dimension can be reduced by a factor of 2,

induced by this approximation, at least for bulk crystals Withhowever, if one observes that due to the factdirﬁ{- fne) n
moderate electron-density fluctuations. Finally, the dynamid=d. (8) and (f,,—f, ) in Eq. (9), only pairs containing one
terms By, k andX %" in Eq. (1) are approximated by simple filled and one empty Bloch state contribute to the macro-
integrals of the dielectric functiol?. For the actual calcula- scopic polarization. A further reduction of the dimension by
tions we use Eq(3) together with a single-plasmon-pole a factor of 2 can be achieved when the off-diagonal blocks,
approximation to describe the frequency dependence. Locajyhich couple the Hermitian resonant partfof

field effects are again included using the mean-density ap-

proximation(6). The integrals are numerically evaluated for — HI°% | = (38 —&30) 8,0 Soor i

a dense sampling op and the results forB, «(p) and

39Y(p) are fitted to polynomials. These are then used for a

fast computation of the dynamic contributions to the self-

energy during the actu@ W calculations. For several IlI-V

+2] drldrzl/f:k(rl)%k(rl)v_(rl_rz)

compounds and their surfaces this approximate treatment of X therir(r2) ¢:'k'(r2)
self-energy corrections has been shown to result in excitation
energies which are within about 0.1 eV of the experimental —J' drdr (1) ero(r1)W(rq,r5)
values?!~23
Excitation energies obtained within the quasiparticle for- % ‘//uk(rZ)’/’:'k'(rZ)- (10)

malism describe one-particle excitations, such as those in- )
volved in direct or inverse photoemission experiments. Foand the antiresonant part,[ H®S]*, are neglected. The cou-
the description of the optical absorption, however, one needgling blocks with contributions only from the interaction
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terms involvingW andv are small compared to th@nti-) ) |Ak>s;)1\,(A>\'|

resonant diagonal blocks containing in addition the quasipar- [A-w] 1= ——>—, (13
. . . . ’ E)\_W

ticle transition energies. Apart from special cases, e.g., the A

calculation of plasmon resonances where the mixing of inwhere|A*) andE, are the eigenvectors and eigenvalues of
terband transitions of both positive and negative frequenciethe exciton Hamiltonians

must be included in the calculatioffsthe coupling can be ~ )

neglected in the calculation of optical propertiés.Further HIAM=E,\|AY), S, =(AV|AY), (14

approximations in Eq(10) are the restriction to spin singlets, the diagonal components of the macroscopic polarizability

static screening and direct transitions, i.e., the neglect of MO3,e given by
mentum transfer by photons. Furthermore if umklapp pro-

cesses are neglected, the exciton Hamiltonian can be calcu- M 4e2h? D (ck|vjlvk) AN 2

lated in reciprocal space according to ajj(@)="—q YK 6 sk —ey (k)

Hres % 1 n 1 15
velwrerk Er A0ty Exthlotiy) I

= QP_ QP ’ ’ ’ . . .
(8~ 2kc) Fuur dcor Fue wherev; is the corresponding Cartesian component of the

4 5 1-8 single-particle velocity operator andthe damping constant.

w ca!( o) Kk k'K’ % I - .

+ O > 5 Be,(G)B./, " (G) Here, the contributions of the antiresonant part of the exciton
GG’ |G| Hamiltonian have been formally included, while the cou-

1 , , , pling parts are neglected.

e (kzk'+Gk-k'+G'.0) The calculation of the polarizability using E@15) is
lk—k’+GJ? straightforward, but requires the solution of the eigenvalue

problem(14). For small bulk unit cells the diagonalization of

(11) H can typically be performed within a couple of CPU time
' hours. However, our work aims at determining of optical
properties for large and complex systems. The minimum slab
where the Bloch integral thickness for the calculation of surface optical properties, for
example, is about 12 layers. Typically more than 100
1 points are needed to sample the surface Brillouin zone.
Bkk’,(G): _f dru¥(r)e'®uy e (r) (120  About two valence and conduction bands per atom need to
nn Q be taken into account in order to cover a spectral region of
o . several eV. The dimension of the exciton Hamiltonisin
over t_he periodic partsi of the Bloch wave functlon_s has —N .N.-N, is therefore about f0 .. 10, already for the
been introduced anf) denotes the volume of the unit cell. relatively small unit cell of an unreconstructed surface. Even
The calculation of the Hamiltonian according to E§il)  with today’s powerful supercomputers, the diagonalization of

is computationally very demanding even for bulk systemsmatrices of this size, which scales @§N3), is prohibitively
due to the raniN of the Hamiltonian itself, as well as due to g|ow.

the double sum oves andG,, which needs to be performed Therefore, we formulate the calculation of the

for each single matrix element. The number of pair states ig,-dependent polarizability as an initial-value problem. If a

proportional to the number of valence bards, conduction  yector|u!) of dipole moments with elements
bandsN., and the numbeN, of mesh points ik space,

xBX% (G)BY ¥ (G")

cc’

N=N,-N.-Ny. In order to speed up the calculations, we i <Ck|vj|vk> 16
therefore replace the inverse dielectric matrix by the same 'U‘v‘?k_gc(k)—,gv(k) (16)
diagonal model dielectric function of Bechste@®), which . .
has been used in the calculation of the self-energy oper'-s introduced, Eq(15) takes the form
ator. The influence of the off-diagonal elements is again 27,2 .
approximated by using state-dependent electron densities a}\f(w)= ) 2 |<MJ|AA>|2(W
in Eqg. (3), which were calculated using the mean-density A A oy
approximation(6). 1

After the Hamiltonian has been calculated, one needs to +E+h—'}' (17

\Th(w+iy)

determine the frequency-dependent polarizability. The rank
of H depends on the spectral region that is studied. It is' NiS is equivalent to the Fourier representation
typically of the order of 16 even for small bulk unit cells. 46242 (o o o

The large number of pair states excludes the straightforward|{ (w)= q iJ dte @I E(t)) = (ul| E(1)*},
evaluation of Eq(8). The usual approach therefore consists 0

of transforming the calculation of the resolvent into an effec- _ (18)
tive eigenvalue problem, which is then solved by where the time evolution of the vectpg!(t)) is driven by
diagonalizatiorf:® In detail, using the spectral representationthe pair Hamiltonian
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10 o eigenvalue problem

0.1 4

Re <u | &(t)> [arbitrary units]
o

0 5 10 15 20
t [fs]

4 T

1000 N 10000

) ) FIG. 2. Time evolution of the polarizabilit§’(u|&(t)) calcu-
FIG. 1. CPU time needed to solve the BSE for bulk Si as aNjated for bulk Si according to Eq$19) and (20).

eigenvalue and as an initial-value problem on a single-processor
Pentium PC dependent on the dimenshom N, -Nc-Ny of the ex- quencies. The imaginary part of the corresponding
citon Hamiltonian. frequency-dependent dielectric function is shown in Fig. 3.
Here the influence of electronic self-energy effects calculated
in the GWA and of excitonic and local-field effects obtained
from the solution of the BSE are shown separately. Com-
pared to the DFT-LDA spectrurfi.e., the spectrum in the
approximation of independent Kohn-Sham partiglethe
18(0)) = w). (20) self-energy corrections lead to a blueshift of the characteris-
tic peaks corresponding to thg andE, critical point ener-
The equivalencésee also Ref. 3@can be shown by integrat- gies. The line shape is only slightly affected. However, simi-
ing |§(t)>:eﬁtliﬁ|ﬂ> and exploiting the spectral representa- lar to previous work$;® a strong redistribution of oscillator
tion as in Eq.(13). We have also verified numerically that Strength from thé&, peak and partially from the high-energy
Egs.(17) and (18) lead to exactly the same spectrdhiThe ~ Peak at about 5.5 eV to thE; energy accompanied by a
latter formula, however, requires much less computationa$light redshift is observed upon solving the BSE. However,
resources. We solve the initial-value problem defined by Eqgthe calculated peak positions still occur at energies that are
(19) and (20) using the central-difference methésee, e.g., about 0.2 eV too h_i_gh_. Our cglculations were performed at
Ref. 32 which obtaing&(t; . »)) from |&(t)) and|&(t;,,)) the theoretical equilibrium lattice constant of 5.378 A. That

d, _ Al
i g€ 0)=HAlE (1) 19

and the initial vector elements are given by

by an explicit scheme, leads to an increase of the energy splitting between occupied

and empty states by about 0.1 eV compared to calculations at

- L&t 2)) — | E(t)) the experimental lattice constant. In addition, temperature
HI&(tivg))=ih AT : (21)  effects in the measured spectrifmmesult in a redshift by

about 0.05 eV* This shift is not included in the zero-
This procedure only requires one matrix-vector multiplica-temperature calculations, which use, however, a broadening
tion per time step. The stability of the difference sché@®  parametery=0.15 eV in order to account for the finite num-
requires thatAt<#/||H||. The upper limit of the Fourier ber ofk points. Thus, despite the numerous simplifications
integral (18) can be truncated, due to the exponengiat'.  used in the present approach, the solution of the BSE for
Therefore, the number of time steps, i.e., matrix-vector mul-
tiplications, is nearly independent of the dimension of the
system and governed by. The order of 18 time steps are
typically required using a broadening paramefer0.1 eV. 40
The operation count for this method scales thusJgsl?),
compared toO(N3®) for the matrix diagonalization. The 3
crossover point for CPU time usage of both methods in ourg 5
implementation is reached for a number of electron-hole pair
states as low as about 2000 for a single proce&see Fig.

o bl el
L L L e e
w

1). Moreover, the matrix-vector multiplications can be easily o Eor DFTLDA L oW LF +Ex ]

distributed on several processors of a parallel computer

whereas the parallelization of matrix diagonalization is less 2 3 45 4 & 6 2 3 4 5 6
Energy [eV] Energy [6V] Energy [eV]

effective, due to the large amount of data transfer across
processors. FIG. 3. Dielectric function(imaginary pant of bulk Si calcu-

As an example, the time-dependent polarizability calcuiated within the DFT-LDA, inGW approximation, and from the
lated for bulk Si is plotted in Fig. 2. It is reminiscent of the BSE (GW+LF and excitonic effecsin comparison with the ex-
interference of two oscillators with different resonance fre-perimental data from Ref. 3@lotted ling.
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bulk Si yields an optical spectrum in nearly perfect agree- LLLLELL I RLELR LRI LRRY RLLRN LR
ment with experiment. The experimental results are seem- —
ingly even better reproduced than in previous calculatfons, Experiment

where the screening has been fully included. That is simply
related to the fact that the approximations made here allow
for a better convergence of the technical parameters. The
discrepancies between experiment and theory discussed in
Refs. 2 and 35, for example, are related to the insufficient
k-point sampling®® The optical spectra shown in Fig. 3 were GW
calculated using a mesh of 40@0points uniformly distrib- I
0.025

GW+LF+EX

RAS

uted in the whole bulk Brillouin zone.

Ill. APPLICATION TO THE MONOHYDRIDE /
Si(001) (2X 1) SURFACE DFT-LDA
pon oo looe b
Surfaces are complex systems and usually need to be de- 1 2 3 4 5
scribed by slabs containing several dozen atoms. In some Energy [eV]

special cases, e.g., for Si(111X2) or Ge(111)(X1) . .
surface$;’ certain surface optical features are solely deter- FIG. 4. RAS spectra calculate@vithin the DFT-LDA, in the
mined by a few surface bands within the region of the fun-GW approximation, in the GWA with the effects of local fields
damental gap. More often, however, and in particular if aincluded, and in GWA with the effects of local fields and the
wide spectral range is considered, surface-modified bu"glectron-hole attraction incIud}edor the monohydride Si(001)(2
states also contribute to the surface optical response. This is1) surface are compared with the measured data from Ref. 38.
the case for the hydrogenated((l1) surface, where the . . L
dimer-related surface states have been removed from the fuffEParates the mat_erlal slabs in [B61] d|rect|o_n. Apart from .
damental gap region and the characteristic spectral featurdde atoms of the INnermost two Iayers, Wh'.Ch were kept in
appear at the energies of the bulk critical points. ConsetheIr ideal bulk p93|t|9ns, aI.I atoml.c coordinates are fully
quently, a large number of electron-hole pairs need to b elaxed. Foulk points in the irreducible part of the surface

included in the calculation. Therefore. this surface is a suitBillouin zone are used for the self-consistent calculation of
able test case for our method. ’ the ground-state charge density. For the calculation of the

The nominal (2 1) reconstructed 801) surface typi- surface optical properties we use 200 uniformly distribikted

cally has both (X 1) and (1x 2) reconstructed domains, the points. Further numerical details of the DFT-LDA calcula-

optical anisotropy of which cancels. In order to obtain glions are I|If<e ;2(1)55 In (;)usr (?(;izwou? Woérlﬁwor;] theﬂoptical
single-domain surface, and in order to minimize at the samEESPOnse o $111):H and S{00]) surfaces.™"The reflec-

time optical anisotropies due to surface st¥pShioda and aNCe anisotropy for normglly incidgnt !ight poliized paral-
van der Weide used electromigration to prepare an atomie€! to the[110] and[110] directions is given by~
cally flat, single-domain monohydride-terminated08il)(2

x 1) surface® Its measured normal-incidence surface optical Ar 87w a['io](w)— aFlSlO](w)
anisotropy T(“’ e ep(w)—1 : (23
ﬂ _om M120;~ '[110] 29 Here ajhs(w) with j=[T10],[110] is the diagonal tensor
(w)= f (110~ " {110] (22) component of the averaged half-slab polarizability and

ep(w) is the bulk dielectric function. The spectra resulting
is shown in Fig. 4. Here11g)(w) andr;;0)(w) denote the from the evaluation of Eq(23) using the half-slab polariz-
complex reflectivities for light polarized parallel and perpen-abilities and bulk dielectric functions obtained within the
dicular, respectively, to the dimer row of the majority do- independent-particle approximation, i.e., the DFT-LDA,; the
main. The measured signal is characterized by positive anithdependent-quasiparticle approximation, i.e., including self-
negative peaks around 3.4 ()Aand 4.3 (B) eV. At these energy effects in th&W approximation; and the BSE, i.e.,
energies, the critical points of the bulk electronic responsegncluding local-field and excitonic effects are compared with
the E; andE, structures occut® Therefore, the optical an- the measured data in Fig. 4.
isotropy of the hydrogen-terminated(®01) surface is ex- The DFT-LDA spectrum in Fig. 4 shows, in principle, the
plained as modulation of the bulk dielectric function. Thefeatures observed experimentally. However, the calculated
peak around 3.4 eV has also been observed in an earlié’ and B peaks are redshifted in comparison with the ex-
study by Miler et al,*® who used a wet process to prepare periment by 0.5 and 0.8 eV, respectively. In addition, tHe B
the surface. optical anisotropy is much smaller than measured. Self-
Computationally, the monohydride (801 surface is energy corrections calculated in 8V approximation shift
modeled in our study by a slab containing 12 atomi®&l)  the excitation energies to larger values. Now the calculated
layers. Both sides of the slab are hydrogen terminated. A’ and B peaks occur at 3.65 and 4.25 eV, respectively.
vacuum region equivalent to 12 atomic layers in thicknesd=urthermore, the Boptical anisotropy is much increased.
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This is not only related to the nonuniform self-energy cor-sured data. On the one hand, this concerns the line shape.
rections of the DFT-LDA eigenvalues, but is also a conse-The calculated A optical anisotropy is too broad and there
qguence of they scaling of the optical anisotropy in E(3). are pronounced features in the calculated spectrum at 2.7 and

In order to determine the influence of excitonic and LF3.9 eV, where experiment shows only weak shoulders. On
effects on the RAS we calculate the exciton Hamiltonian forthe other hand, the calculated peak positions do not agree
the surface according to E¢L1). In the slab calculation 50 exactly with experiment. This is to some extent related to the
valence and 50 conduction bands at 20@oints are taken approximations used in the present approach. In particular
into account. This would give rise to a rahk=N,-N.-N,  the approximations used for the off-diagonal elements in the
=500 000 of the electron-hole pair Hamiltoniét0). Fortu-  calculation of the screened Coulomb potenthatan be ex-
nately, however, it turns out that not all matrix elements argpected to lead to a somewhat inaccurate modeling of the
needed to calculate a numerically converged optical spedighly inhomogeneous screening at the semiconductor sur-
trum for the photon energies considered here. Using an erface. Probably more important, however, are the numerical
ergy cutoff we could reduce the rank of the Hamiltonian tolimitations of our study. Well-converged calculations of sur-
100 000. Still, the calculation of the matrix elements requiredace optical properties require thicker slabs and in particular
an appreciable amount of computer time, about 20 000 nodiarger k-point sets than what could be used in the present
hours. The task was solved by parallelizing the calculationstudy. At least 1024« points in the full(1X 1) surface Bril-
using 128 Cray T3E processors. The calculation of the polouin zone are needed, for example, to obtain numerically
larization itself, using the central-difference meth@d), is  converged optical spectra for(801) surfaceqsee Fig. 1 in
highly efficient. It requires only about 2000 node hours. ThisRef. 37). Despite the efficiency of the present approach for
shows that now the bottleneck of the calculation is the comsolving the BSE, such k-point density is still out of reach,
putation of the Hamiltonian matrix rather than the solution ofdue to computer memory limitations. Temperature effects in
the BSE. Benedict and Shirl&avoid the calculation of the the measured spectrum, which are neglected in our calcula-
exciton Hamiltonian by using an iterative scheme that onlytions, as well as surface defects, will also result in deviations
requires computing the Hamiltonian acting on a vector. between experiment and theory.

It has been discussed for a long time that LF effects con-
tribute substantially to the surface optical anisotrapge, IV. SUMMARY
e.g. Refs. 43 and 44 Surface LF effects can be expected

from both the microscopic fluctuations of the electric field . S . : ;
equation, which is based on a time-evolution technique. It

within the bulk, and from the truncation of the bulk itself. allows for including local-field and electron-hole attraction
The numerical calculation for the hydrogenate{81) sur- . g fo . .
effects in the calculation of optical properties for complex

face, however, shows that LF effects lead to surprisinglys stems consisting of many atoms. The application to bulk
small changes of the spectrum, at least in the particular C":lss(;ﬂ/icon results in ngarl erf)éct a reément vsi?h the measured
studied here. A reduction of the calculated slab polarizabil- yp 9

ities upon inclusion of LF effects is observed, which is Com_d|electr|c function. The applicability to large systems has

parable to the one calculated for bulk Si. However, the re-b een demonstrated by calculating the optical anisotropy of

duction acts on both thexgig and the agg tensor the monohydride $001)(2x1) surface. It is shown that

components. It is therefore largely canceled in the opticagqna:jn%/r']goggcttagic_thsélénag?;ggglr?rlézg giﬁgonmcmiﬂﬁigi?gs
anisotropy. Similar findings were recently obtained for the ' 9

Si(110:H surface' of the surface optical response. In contrast, the spectral

A distinct change of the RAS spectrum, however, resultsmodifications due to local-field effects are negligible.
from the inclusion of the attractive electron-hole interaction.
We observe a strong reduction of the Bptical anisotropy
and an increase of the integrated peak area. At the same Helpful discussions with V. Olevano and L. Reining are
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energies by about 0.2 eV. versitadsrechenzentrum Jena for his help with the paralleliza-

The stepwise inclusion of many-particle effects in the cal-tion of our code. Generous grants of computer time from the
culation leads to a considerable and systematic improvemeiieibniz-Rechenzentrum Michen, the Hohstleistungsrech-
of the agreement with the experiment. The trends regardingnzentrum Stuttgart, and the John von Neumann-Institut Ju
peak positions and oscillator strengths are in accord with théch made the numerical calculations possible. The work was
results obtained for Si bulicf. Fig. 3). However, the upper- supported by the EU Research Training Network
most calculated curve in Fig. 4 still deviates from the mea-NANOPHASE (Grant No. HPRN-CT-2000-0016.7

We presented an approach for solving the Bethe-Salpeter

ACKNOWLEDGMENTS

*Electronic address: wgs@ifto.physik.uni-jena.de 4514(1998.
1G. Onida, L. Reining, and A. Rubio, Rev. Mod. Phy&, 601 4M. Rohlfing and S. G. Louie, Phys. Rev. Le®1, 2312(1998.
(2002. 5L. X. Benedict, E. L. Shirley, and R. B. Bohn, Phys. Rev5R
23. Albrecht, L. Reining, R. Del Sole, and G. Onida, Phys. Rev. R9385(1998.
Lett. 80, 4510(1998. 5M. Rohlfing and S. G. Louie, Phys. Rev. LeB3, 856 (1999.

3L. X. Benedict, E. L. Shirley, and R. B. Bohn, Phys. Rev. L8@. M. Rohlfing, M. Palummo, G. Onida, and R. Del Sole, Phys. Rev.

085307-6



EFFICIENT O(N?) METHOD TO SOLVE THE BETHE. .. PHYSICAL REVIEW B 67, 085307 (2003

Lett. 85, 5440(2000. 2TH. Stolz, Einfuhrung in die Vielelektronentheorie der Kristalle
8M. Rohlfing and S. G. Louie, Phys. Rev. LeB0, 3320(1998. (Akademie-Verlag, Berlin, 1974
%J. C. Grossman, M. Rohlfing, L. Mitas, S. G. Louie, and M. L. ?V. Olevano and L. Reining, Phys. Rev. Lef#6, 5962 (2002).
Cohen, Phys. Rev. Let&6, 472(2001). 293, Albrecht, Ph.D. thesis,d8le Polytechnique, 1999.
10p. E. Aspnes, Solid State Commut01, 85 (1997). %0p. Weaire, D. Hobbs, G.J. Morgan, J.M. Holender, and F.
M. Rohlfing and S. G. Louie, Phys. Rev.@, 4927(2000. Wooten, J. Non-Cryst. Solids66, 877(1993; S. Glutsch, D. S.
2 X. Benedict and E. L. Shirley, Phys. Rev. 39, 5441(1999. Chemla, and F. Bechstedt, Phys. Re\58 11 592(1996.

133, Bernholc, E. L. Briggs, C. Bungaro, M. B. Nardelli, J. L. Fat- **P. H. Hahn, Diplomarbeit, Friedrich-Schiller-Universitdena,
tebert, K. Rapcewicz, C. Roland, W. G. Schmidt, and Q. Zhao, 2001.

Phys. Status Solidi 217, 685 (2000. 32R. Kosloff, J. Chem. Phy92, 2087(1988.
14F. BechstedtFestkperprobleme/Advances in Solid State Physics®3D. E. Aspnes and A. A. Studna, Phys. Rev2B 985 (1983.
(Vieweg, Braunschweig, 1992Vol. 32, p. 161. 34p. Lautenschlager, M. Garriga, L. \d&nand M. Cardona, Phys.
5E, Aryasetiawan and O. Gunnarsson, Rep. Prog. Péys237 Rev. B 36, 4821(1987).
(1998. 35M. Cardona, L. F. Lastras-Martinez, and D. E. Aspnes, Phys. Rev.
18| Hedin, Phys. Rev139 A769 (1965. Lett. 83, 3970(1999.
17| . Hedin and S. LundqvistSolid State PhysicéAcademic, New 363, Albrecht, L. Reining, G. Onida, V. Olevano, and R. Del Sole,
York, 1969, \Vol. 23, p. 1. Phys. Rev. Lett83, 3971(1999.

M. S. Hybertsen and S. G. Louie, Phys. Rev3B 2733(1988.  *'W. G. Schmidt, F. Bechstedt, and J. Bernholc, Phys. Re§3B
19F, Bechstedt, R. Del Sole, G. Cappellini, and L. Reining, Solid  045322(2001).

State Commun84, 765 (1992. 3%8R. Shioda and J. van der Weide, Appl. Surf. SK30-132 266
20G. Cappellini, R. Del Sole, L. Reining, and F. Bechstedt, Phys. (1998

Rev. B47, 9892(1993. 39A. B. Milller, F. Reinhard, U. Resch, W. Richter, K. C. Rose, and
2lW. G. Schmidt, J. L. Fattebert, J. Bernholc, and F. Bechstedt, U. Rossow, Thin Solid Film&33 19 (1993.

Surf. Rev. Lett.6, 1159(1999. 40W. G. Schmidt and J. Bernholc, Phys. Rev6B 7604 (2000).
22\, G. Schmidt, N. Esser, A.M. Frisch, P. Vogt, J. Bernholc, F.*'R. Del Sole, Solid State Commu87, 537 (1981).

Bechstedt, M. Zorn, T. Hannappel, S. Visbeck, F. Willig, and W. 2F Manghi, R. Del Sole, A. Selloni, and E. Molinari, Phys. Rev. B

Richter, Phys. Rev. B1, R16 335(2000. 41, 9935(1990.
23W. G. Schmidt, F. Bechstedt, K. Fleischer, C. Cobet, N. Esser, W**W. L. Mochan and R. G. Barrera, Phys. Rev. LeB5 1192
Richter, J. Bernholc, and G. Onida, Phys. Status Solidi8& (1985.
1401 (2007). 4B. S. Mendoza, R. Del Sole, and A. . Shkrebtii, Phys. Re&7B
241, J. Sham and T. M. Rice, Phys. ReM4, 708 (1966. R12 709(1998.
25W. Hanke and L. J. Sham, Phys. Rev2B, 4656 (1980. 4Sp. H. Hahn, W. G. Schmidt, and F. Bechstedt, Phys. Rev. 88it.
26G. Strinati, Riv. Nuovo Cimentdl, 1 (1988. 016402(2002.

085307-7



