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Abstract— Sensor deployment is a critical issue because it
affects the cost and detection capability of a wireless sensor
network. In this work, we consider two related deployment
problems: sensor placement and sensor dispatch. The former asks
how to place the least number of sensors in a field to achieve
sensing coverage and network connectivity, while the latter asks
how to determine from a set of mobile sensors a subset of
sensors to be moved to an area of interest with certain objective
functions such that the coverage and connectivity properties are
satisfied. This work is targeted toward planned deployment.
Our solution to the placement problem allows an arbitrary-
shaped sensing field possibly with arbitrary-shaped obstacles and
an arbitrary relationship between the communication distance
and sensing distance of sensors, and thus significant relaxes
the limitations of existing results. Our solutions to the dispatch
problem include a centralized one and a distributed one. The
centralized one is based on adopting the former placement results
and converting the problem to the maximum-weight maximum-
matching problem with the objective of minimizing the total
energy consumption to move sensors or maximizing the average
remaining energy of sensors after movement. Designed in a
similar way, the distributed one allows sensors to determine their
moving directions in an autonomous manner.

Index Terms— connectivity, coverage, deployment, mobile sen-
sors, network management, topology control, wireless sensor
networks.

I. INTRODUCTION

THE emerging wireless sensor networks provide an inexpen-

sive and powerful means to monitor the physical environ-

ment. Such a network is composed of many tiny, low-power

nodes, each consisting of actuators, sensing devices, a wireless

transceiver, and possibly a mobilizer [2]. These sensor nodes are

massively deployed in a region of interest to gather and process

environmental information. Wireless sensor networks have appli-

cations in agricultural production [5], traffic management [16],

emergency navigation [27], and surveillance [28].

How to deploy sensors is a critical issue because it affects the

cost and detection capability of a wireless sensor network. This

work investigates the sensor deployment problem. We target at

planned deployment in environments such as buildings or known

fields. We address two related problems: sensor placement and

sensor dispatch. The placement problem asks how to place the

least number of sensors in a field to achieve desired coverage

and connectivity properties [23], [26], [33], where coverage is to

guarantee that every location in the sensing field is monitored by

at least one sensor and connectivity is to ensure that there are
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sufficient routing paths between sensors. Note that coverage is

affected by sensors’ sensitivity, while connectivity is decided by

sensors’ communication ranges. The dispatch problem assumes

that sensors are mobilized and the goal is, given a set of mobile

sensors and an area of interest inside the sensing field, to choose

a subset of sensors to be delegated to the area of interest with

certain objective functions such that coverage and connectivity

properties are satisfied.

In the literature, the art gallery problem [24], [25] also aims

to use the minimum number of guards to watch a polygon area.

However, it is assumed that a guard can watch any point as long

as line-of-sight exists and it does not address the communication

issue between guards. Several studies [8], [13], [21] model a

sensing field as grid points and discuss how to place sensors

on some grid points to satisfy certain coverage requirements.

Reference [8] discusses how to place two types of sensors with

different costs and sensing ranges such that every grid point is

covered by sensors and the total cost is minimized. The work

in [13] considers a probabilistic sensing model and discusses

how to place sensors in a field possibly with obstacles such

that every grid point is covered with a minimum confidence

level. In [21], the objective is to place sensors to ensure that

every grid point is covered by different sensors; the result is to

distinguish from different grid points for localization applications.

Using grid approximation may cause high computation cost. Also,

these works do not address the relationship between sensors’

communication distance rc and sensing distance rs. The work in

[18] suggests to place sensors strip by strip, but it only addresses

the rc = rs case and does not consider the existence of obstacles.

Sensor deployment has also been discussed in the area of robotics

[1], [15]. With robots, sensors can be deployed one by one and the

result can be applied to an unknown environment. Some works

[7], [26], [32], [33] address the coverage and connectivity issue by

assuming that there is redundancy in the initial deployment and

the goal is to alternate sensors between sleep and active modes

to reduce energy consumption while maintaining full coverage of

the sensing field.

Mobilizers have been assumed in several studies. References

[14], [29], [35] discuss how to move sensors to enhance coverage

of the sensing field by using the Voronoi diagram or attrac-

tive/repulsive forces between sensors. The works in [30], [31]

partition the sensing field into grids, and move sensors from high-

density grids to low-density ones to construct a uniform topology.

The work [4] suggests to move some sensors to make the network

biconnected. In [6], it discusses how to move sensors to some

locations (such as where events happen) while still maintaining

complete coverage of the sensing field. As can be seen, the goals

of existing works are quite different from the dispatch problem

defined in this work. In fact, the works [11], [17], [28] have

proposed their design and implementation of mobile sensors.

Such mobile platforms are controlled by embedded computers and
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mounted with sensors. These works do motivate us to investigate

the dispatch problem.

In this work, we propose more general solutions to the sensor

placement problem than existing results. Our approach allows an

arbitrary relationship between a sensor’s communication distance

and its sensing distance. The sensing field is assumed to be a

polygon of any shape in which there may be arbitrary-shaped

obstacles. So the results can model an indoor environment. Our

approach first partitions the sensing field into smaller sub-regions.

In each sub-region, we arrange sensors row by row such that

each row guarantees continuous coverage and connectivity and

that adjacent rows ensure continuous coverage. Finally, columns

of sensors are added to ensure connectivity between rows. The

result requires fewer sensors compared to other schemes. For the

sensor dispatch problem, we have proposed a centralized and

a distributed schemes based on the former placement results.

Both schemes attempt to minimize the total energy consumption

to move sensors, or to maximize the average remaining energy

of those sensors that are moved into the area of interest. The

first scheme converts the dispatch problem to the maximum-

weight maximum-matching problem, whose optimal solution can

be found in polynomial time. With a greedy strategy, the second

scheme is distributed in that sensors will select the most suitable

locations as their destinations and compete with each other to

move to these locations.

The rest of this paper is organized as follows. Section II

formally defines the sensor placement and dispatch problems.

Sections III and IV propose our solutions to these problems.

Simulation results are presented in Section V. Conclusions are

drawn in Section VI.

II. PROBLEM DEFINITIONS

A. The Sensor Placement Problem

We are given a sensing field A to be deployed with sensors.

Each sensor has a communication distance rc and a sensing

distance rs. Sensors are homogenous, but we allow an arbitrary

relationship of rc and rs. The sensing field A is modeled by an

arbitrary 2D polygon. Obstacles may exist inside A, which are

also modeled by polygons of arbitrary shapes. However, obstacles

do not partition A (otherwise, maintaining network connectivity

wouldn’t be possible). With the presence of obstacles, we define

two sensors si and sj to be connected if |sisj | ≤ rc and the

line segment sisj does not intersect any obstacle or boundary of

A; otherwise, they are disconnected. Fig. 1(a) and (b) show two

examples. Obstacles may also reduce the coverage of a sensor.

We assume that a point can be monitored by a sensor if it is

within a distance of rs and line-of-sight exists with the existence

of obstacles. Fig. 1(c) and (d) give two examples. Note that here

we adopt the binary sensing model [14], [18] of sensors, where

a location can be either monitored or not monitored by a sensor.

In Section III-D, we will discuss how to adjust our placement

solution to adapt to the probabilistic sensing model [9], [13],

[36], where a location will be monitored by a sensor with some

probability function.

Our objective is to place sensors in A to ensure both sensing

coverage (in the sense that no point in A is unmonitored) and net-

work connectivity (in the sense that no sensor gets disconnected)

using as few sensors as possible. The concepts of coverage and

connectivity in an office environment are illustrated in Fig. 2(a)

and (b). Note that we assume rc = rs in this example.

(a) si and sj are connected (b) the obstacle disconnects si and sj

obstacle

(c) coverage with a large obstacle (d) coverage with a small obstacle

obstacle

obstacle obstacle

covered

region
line-of-sight

cr cr

sr sr

is
js is

js

Fig. 1. Assumptions on connectivity and coverage.

Fig. 2. An example of sensor deployment in an office environment.

B. The Sensor Dispatch Problem

We are given a sensing field A, an area of interest I inside A,

and a set of mobile sensors S resident in A. The sensor dispatch

problem asks how to find a subset S′ ⊆ S of sensors to be moved

to I such that after the deployment, I satisfies our coverage and

connectivity requirements and the movement cost satisfies some

objective function. Here we consider two functions. The first one

is to minimize the total energy consumption to move sensors, i.e.,

min
∑

i∈S′

∆m × di, (1)

where ∆m is the unit energy cost to move a sensor in one step

and di is the distance that sensor i has to be moved. The second

one is to maximize the average remaining energy of sensors after

the movement, i.e.,

max

∑
i∈S′ (ei − ∆m × di)

|S′| , (2)

where ei is the initial energy of sensor i. Note that the calculation

of di should take the existence of obstacles into account. Fig. 2(c)

and (d) illustrate the concept of sensor dispatch.
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(a) (b)

sr

cr

3 sr
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Fig. 3. Two possible sensor placements: (a) coverage-first placement and (b)
connectivity-first placement.

III. SOLUTIONS TO THE SENSOR PLACEMENT PROBLEM

To start with, we first consider two possible placements. The

first one tries to reduce the number of sensors by minimizing the

overlapping coverage. The result would be as shown in Fig. 3(a),

where neighboring sensors are evenly separated by a distance of√
3rs. This scheme is efficient when rc ≥

√
3rs since connectivity

is automatically guaranteed. However, when rc <
√

3rs, extra

sensors have to be added to maintain connectivity. It is inefficient

because all sensing field has been covered and these newly

added sensors will not make any contribution to coverage. The

second possible placement is to meet the connectivity requirement

first. This placement would be as shown in Fig. 3(b), where

neighboring sensors are evenly separated by a distance of rc.

This scheme is efficient when rc ≤
√

3rs because coverage

is automatically guaranteed. However, when rc >
√

3rs, extra

sensors have to be added to maintain coverage. It is inefficient

because the overlapping coverage could be large.

Our placement has the following features. First, it avoids the

dilemma in the above placements by taking both rc and rs into

account. Second, our solution is more general as it allows an

arbitrary shape of sensing field A and possibly obstacles in A. Our

scheme works in two steps. First, it partitions A into a number of

regions. Regions are classified into single-row regions and multi-

row regions. A single-row region is a belt-like area with width

no larger than
√

3rmin, where rmin = min{rc, rs}, so a row of

sensors is sufficient to fully cover the region while maintaining

connectivity. A multi-row region is perceivably larger and can

be covered by several rows of sensors. Fig. 4 gives an example,

where the sensing field is partitioned into eight single-row regions

and six multi-row regions.

A. Partitioning the Sensing Field

Algorithm 1 gives the pseudo code of our partition algorithm.

The idea is to first identify all single-row regions. After excluding

single-row regions, the remaining regions are multi-row regions.

To identify single-row regions, we expand the boundaries of

A inward and perimeters of obstacles outward by a distance of√
3rmin. If there is a single-row region between one obstacle

and A’s boundary line segment uv, the expanded parallel line

u′v′ must cut off a partial region, say, O of the obstacle or A
(the area outside A). Then we can take a projection from O
to uv to obtain the single-row region. Fig. 4(a) shows how to

find single-row regions for the boundary, where the dotted lines

are the expanded parallel lines of A’s boundaries. After taking

projections, we can obtain six single-row regions a, b, d, e, f ,

and h in Fig. 4(b). Then we can perform the same steps for

each obstacle. Note that a single-row region obtained from one

obstacle may have overlapping with those obtained earlier (due

to different projections). In this case, we can simply merge those

with overlappings into one single-row region. This guarantees that

our partition algorithm will produce a unique output. Fig. 4(b)

shows all obtained single-row regions.

The aforementioned step may obtain several single-row regions.

Excluding such regions, the remaining areas of A are multi-row

regions. An example is given in Fig. 4(c). Note that there could

be still obstacles inside a multi-row region (e.g., the region 6).

Algorithm 1: Partition

Input: A: sensing field

B: set of A’s boundaries and obstacles’ perimeters

Output: single-row and multi-row regions

foreach uv ∈ B do /∗ find out all single-row regions ∗/1

expand a parallel line u′v′ by a distance of
√

3rmin;2

if u′v′ cuts off a partial region O of an obstacle then3

take a project P from O to uv;4

if P overlaps an existing single-row region P ′ then5

merge P and P ′ into one single-row region;6

else7

make P a new single-row region;8

end9

exclude all single-row regions from A and the rest of the10

regions are multi-row regions;

B. Placing Sensors in Single-row Regions

For a single-row region, we can find its bisector and then place

a sequence of sensors along the bisector to satisfy both coverage

and connectivity. A bisector can be found by doing a triangulation

on that region, as shown in Fig. 5, and then connecting the

midpoints of all dotted lines. Following the bisector, we can place

a sequence of sensors each separated by a distance of rmin to

ensure coverage and connectivity of that region, as shown in

Fig. 5. Note that we always add an extra sensor at the end of

the bisector for ensuring connectivity to neighboring regions.

C. Placing Sensors in Multi-row Regions

Multiple rows of sensors will be placed in such regions. Below,

we first consider a simple 2D plane without boundaries and

obstacles. Then, we extend our result to an environment with

boundaries and obstacles. Finally, we discuss the property of

network connectivity in our placement scheme.

1) A Simple 2D Plane: Given a 2D plane without boundaries

and obstacles, we will place sensors row by row. The basic idea is

to form a row of sensors that can guarantee continuous coverage

and connectivity. Adjacent rows should guarantee continuous cov-

erage of the area. Finally, we may add some columns of sensors

between adjacent rows, if necessary, to ensure connectivity. Based

on the relationship of rc and rs, we separate the discussion into

two cases.

Case 1: rc <
√

3rs. In this case, sensors on each row are

separated by a distance of rc, so the connectivity of each row

can be guaranteed. Since rc <
√

3rs, each row of sensors can

cover a belt-like area with a width of 2δ, where δ =

√
r2
s − r2

c

4 .
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(a) a sensing field with obstacles (b) single-row regions (c) multi-row regions
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Fig. 4. Partitioning a sensing field.
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Fig. 5. Finding bisectors of single-row regions and their sensor placements.
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Fig. 6. Placing sensors in a simple 2D plane: (a) case of rc < rs, (b) case of rc = rs, (c) case of rs < rc <
√

3rs, and (d) case of rc ≥
√

3rs.
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TABLE I

COORDINATES OF THE SIX NEIGHBORS OF A SENSOR AT LOCATION (x, y)

IN A MULTI-ROW REGION.

neighbor rc <
√

3rs rc ≥
√

3rs

n1 (x + rc, y) (x +
√

3rs, y)

n2 (x + rc

2
, y − (rs + δ)) (x +

√

3rs

2
, y − 3rs

2
)

n3 (x − rc

2
, y − (rs + δ)) (x −

√

3rs

2
, y − 3rs

2
)

n4 (x − rc, y) (x −
√

3rs, y)

n5 (x − rc

2
, y + (rs + δ)) (x −

√

3rs

2
, y + 3rs

2
)

n6 (x + rc

2
, y + (rs + δ)) (x +

√

3rs

2
, y + 3rs

2
)

Adjacent rows will be separated by a distance of rs+δ and shifted

by a distance of rc

2 . With such an arrangement, the coverage of

the whole area is guaranteed. Fig. 6(a) – (c) show three possible

subcases. Note that in this case, we have to add a column of

sensors between two adjacent rows, each separated by a distance

no larger than rc, to connect them.

Case 2: rc ≥
√

3rs. In this case, the previous approach will

waste a lot of sensors because a small rs will cause two rows to

be very close. So when rc ≥
√

3rs, we propose to place sensors in

a typical triangular-latticed manner such that adjacent sensors are

regularly separated by a distance of
√

3rs, as shown in Fig. 6(d).

Both coverage and connectivity properties are ensured.

2) Multi-row Regions with Boundaries and Obstacles: Next,

we modify the above solution for placing sensors in a region with

boundaries and obstacles. Observe that in our solution, sensors

are placed with regular patterns. Thus, it can be transformed into

an incremental approach where sensors are added into the field

one by one. In Table I, we list the coordinates of a sensor’s six

neighbors. We can place the first sensor in any location of the

region. From the first sensor, the six locations that can potentially

be added with sensors are determined. These locations are inserted

into a queue Q. We then enter a loop in which each time an entry

(x, y) is dequeued from Q. If (x, y) is not inside any obstacle

and not outside the multi-row region, a sensor will be placed in

(x, y). Also, the six neighboring locations of (x, y) in Table I are

inserted into Q if they have not been checked before. This process

is repeated until Q becomes empty.

There are three minor issues left in the above solution. First,

some areas near the boundaries or obstacles may be uncovered.

Second, when rc <
√

3rs, we need to add extra sensors between

adjacent rows to maintain connectivity. Third, connectivity to

neighboring regions needs to be maintained. Fig. 7(a) presents an

example. These problems can be solved by sequentially placing

sensors along the boundaries of the multi-row region and the

perimeters of obstacles, as shown in Fig. 7(b). There are two

cases to be considered. When rc <
√

3rs, since the maximum

width of the uncovered area does not exceed rc, sensors should

be separated by a distance of rc. When rc ≥
√

3rs, the maximum

width of the uncovered area does not exceed
√

3rs, so sensors

should be separated by a distance of
√

3rs. Since rc ≥
√

3rs, the

connectivity between these extra sensors and the regularly placed

sensors are guaranteed.

Note that we can save sensors in the last step by carefully

selecting the first sensor’s position in each multi-row region. In

particular, for each multi-row region, we can place the first sensor

near its longest boundary with a distance of δ if rc <
√

3rs and a

distance of rs

2 otherwise. This will make the first row of sensors

fully cover the longest boundary of the multi-row region and thus

we do not have to add extra sensors in the last step. In addition, if

the distance between a row of sensors and a boundary of the multi-

row region (or an obstacle) is no larger than δ when rc <
√

3rs

and no larger than rs

2 when rc ≥
√

3rs, we can also skip the last

step. For example, some boundaries in Fig. 7 are not added with

extra sensors.

3) Network Connectivity in a Multi-row Region: Here we

discuss the property of network connectivity in our placement

scheme. There are two cases to be discussed. When rc ≥
√

3rs,

because a sensor will directly connect to its six neighbors (refer

to Fig. 6(d)), the network is guaranteed to be at least 6-connected.

This means that the network will not be partitioned unless there

are more than five sensors broken.

On the other hand, when rc <
√

3rs, if both ends of each row

are connected with sensors (refer to Fig. 7(b)), the network is

guaranteed to be at least 2-connected. To improve the network

connectivity, we can add several columns of sensors, each evenly

separated and connecting rows together. With this, not only the

network connectivity is improved, but also the lengths of routing

paths are reduced. For example, in Fig. 7(b), two additional

columns of sensors are added on the top part. The original hop

count between sensors a and b is thus reduced from eight to five

with the help of additional columns. In Section V, we will further

address this issue through simulations.

D. Adapting to the Probabilistic Sensing Model

Up to now, our placement solution is based on the assumption

of binary sensing model. In some cases, however, the detection

probability of a sensor will decay with the distance from the

sensor to the object. For example, references [13], [36] suggest

that the detection probability of a location u by a sensor si can

be modeled by:

pu
si

=

{
e−αd(si,u), if d(si, u) ≤ rs

0, otherwise
,

where α is a parameter representing the physical characteristics

of the sensor and d(si, u) is the distance between si and u. Thus,

when an object located at u is within the sensing ranges of a set

Ŝ of sensors, the detection probability can be evaluated as

p(u) = 1 −
∏

si∈Ŝ

(1 − pu
si

).

It can be observed that in our placement solutions, for any

combination of rc and rs, there must exist a location which is

covered by only one sensor and has a distance of rs to the sensor.

The detection probability for such a location is e−αrs . Therefore,

our placement solutions can guarantee a detection probability of

at least e−αrs in any location of the sensing field. On the other

hand, if we want to guarantee that every point in the sensing field

has a detection probability no smaller than a given threshold pth,

we can compute a virtual sensing distance r′s by

e−αr′

s = pth ⇒ r′s = − ln pth

α
.

According to the above argument, if we replace rs by r′s when

running our placement solutions, it is guaranteed that every point

in the sensing field has a detection probability of at least pth.
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uncovered areas

(a) uncovered areas near the boundaries and obstacles

connectivity

(b) add sensors for coverage and connectivity

obstacle

��
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��

�

obstacle

extra sensors along boundaries to maintain network connectivity

additional columns of sensors to improve network reliability

a

b

�

Fig. 7. Placing sensors along boundaries and around obstacles to fill uncovered areas and to maintain network connectivity. This example assumes that
rc = rs.

IV. SOLUTIONS TO THE SENSOR DISPATCH PROBLEM

Given a set of sensors already deployed in A and an area

of interest I that has to be monitored intensively, the dispatch

problem will be solved by the following steps:

1. Based on our placement results, we first compute the loca-

tions to be placed with sensors in I and then select some

sensors to be moved to these locations.

2. In order to correctly report sensed data in I to the sink, we

need to connect sensors in I and the sink. We then place a

row of sensors, each separated by a distance of rc, from I
to the sink.

3. After dispatching sensors in steps 1 and 2, the remaining

sensors can be deployed uniformly in the region of A−I to

ensure that the coverage of A−I is not reduced too much.

We assume that there are sufficient sensors to satisfy the need

of steps 1 and 2. Step 2 can be achieved easily. Step 3 can be

done by applying the solutions using repulsive forces between

sensors [14], [35] on A − I. As a result, we will only focus on

the design of step 1 below. Fig. 2(c) and (d) give an example. In

this section, two solutions are proposed. The centralized solution

converts the dispatch problem to the maximum-weight maximum-

matching problem, while the distributed solution is based on a

greedy strategy.

A. A Centralized Dispatch Solution

Given a set S of sensors in A and an area of interest I, our

solution involves the following five steps:

1. Run the sensor placement algorithm in Section III on the

area I to determine the locations in I to be placed with

sensors. Let the set of locations be L = {(x1, y1), (x2, y2),

· · · , (xm, ym)}. If m ≤ |S|, go to step 2; otherwise, we are

short of sensors and the algorithm terminates.

2. For each sensor si ∈ S, determine the energy cost

c(si, (xj , yj)) to move si to each location (xj , yj), j =

1 · · ·m. We define c(si, (xj , yj)) = ∆m × d(si, (xj , yj)),

where d(si, (xj , yj)) is the shortest distance from si’s current

position to (xj , yj) considering the existence of obstacles.

(How to compute the shortest distance will be discussed in

Section IV-A.1.)

3. From S and L, we construct a weighted complete bipartite

graph G = (S ∪L,S×L) such that the vertex set contains S
(all sensors) and L (all locations to be placed with sensors)

and the edge set contains all edges from every element si ∈
S to every element (xj , yj) ∈ L. The weight of each edge

(si, (xj , yj)) can be defined either as

w(si, (xj , yj)) = −c(si, (xj , yj)),

if Eq. (1) is the objective function, or as

w(si, (xj , yj)) = ei − c(si, (xj , yj)),

if Eq. (2) is the objective function.

4. Solve the maximum-weight maximum-matching problem on

graph G. In particular, we construct a new graph Ĝ = (S ∪
L ∪ L̂,S × {L ∪ L̂}) from G, where L̂ is a set of |S| − |L|
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elements, each called a virtual location. The weight of each

edge in Ĝ that also appears in G remains the same as that in

G, and the weight of each edge from si ∈ S to (xj , yj) ∈ L̂
is set to wmin, where

wmin = min
si∈S, (xj ,yj)∈L

{w(si, (xj , yj))} − 1.

Intuitively, a virtual location is a dummy one. Its purpose is

to make the two sets S and {L∪L̂} of the bipartite graph Ĝ
to have equal sizes. This allows us to transform the problem

to the maximum-weight perfect-matching problem on graph

Ĝ, whose purpose is to find a perfect matching M in Ĝ
with the maximum total weights of edges in M. (How to

compute M will be discussed in Section IV-A.2.) Note that

the value of wmin is set in such a way that selecting an edge

incident to a virtual location has no impact to a solution to

the maximum-weight perfect-matching problem.

5. For each edge (si, (xj , yj)) in M such that (xj , yj) /∈ L̂,

we move sensor si to location (xj , yj) via the shortest path.

However, if there is any edge (si, (xj , yj)) ∈ M such that

(xj , yj) /∈ L̂ and ei−c(si, (xj , yj)) ≤ 0, it means that we do

not have sufficient energy to move sensors to all locations

in L because M is the optimal solution. Thus the algorithm

terminates.

1) Computing the Shortest Distance d(si, (xj , yj)): Our goal is

to find the shortest collision-free path from si’s current position

to (xj , yj), considering the existence of obstacles. Specifically,

the movement of si should not collide with any obstacle. Several

studies have addressed this issue [12], [22], [34]. Here we propose

a modified approach of [22].

Considering its physical size, si is modeled as a circle with a

radius r. Intuitively, si has a collision-free motion if its center

always keeps at a distance of r or larger away from every

obstacle and A’s boundaries. This can be done by expanding

the perimeters of all obstacles outwardly and A’s boundaries

inwardly by a distance of r and preventing si from moving into

these expanded areas. The problem can be translated to one of

finding a shortest path from si to (xj , yj) in a weighted graph

H = (si ∪ (xj , yj)∪V, E), where V contains all vertices v of the

polygons representing the expanded areas of obstacles and A’s

boundary such that v is not inside other expanded areas, and E
contains all edges (u, v) such that u, v ∈ {si∪(xj , yj)∪V} and uv

does not pass any expanded area of obstacles or A. The weight of

(u, v) ∈ E is length of uv. Fig. 8 gives an example, where double

circles are vertices of H. Nodes g and h are not vertices because

they are inside obstacles 2’s and 3’s expanded areas, respectively.

Edges (a, c), (a, d), (b, c), and (b, d) ∈ E , but (b, e) and (b, f) /∈ E
because they pass the expanded area of obstacle 2.

2) Finding the Maximum-Weight Perfect-Matching M: Recall

that given the bipartite graph Ĝ = (S ∪ L ∪ L̂,S × {L ∪ L̂}), the

goal is to find a perfect matching M in Ĝ with the maximum

total weights of edges in M. In this section, we discuss how to

use the Hungarian method [19] to solve this problem.

Definition 1: Given Ĝ = (S ∪ L ∪ L̂,S × {L ∪ L̂}), a feasible

vertex labeling of Ĝ is a real-valued function f on {S ∪ L ∪ L̂}
such that for all si ∈ S and (xj , yj) ∈ {L ∪ L̂},

f(si) + f((xj , yj)) ≥ w(si, (xj , yj)).

Definition 2: Given a feasible vertex labeling of Ĝ, an equality

subgraph Ĝf = (S ∪L∪ L̂, Ef ) is the subgraph of Ĝ in which Ef

contains all edges (si, (xj , yj)) in Ĝ such that

f(si) + f((xj , yj)) = w(si, (xj , yj)).

Theorem 1: Let f be a feasible vertex labeling of Ĝ and M be

a perfect matching of Ĝf , then M is a maximum-weight perfect

matching of Ĝ.

Proof: We show that no other perfect matching M′ in Ĝ
has a total weight larger than M.

w(M′) =
∑

(si,(xj ,yj))∈M′

w(si, (xj , yj))

≤
∑

(si,(xj ,yj))∈M′

f(si) + f((xj , yj))

=
∑

(si,(xj ,yj))∈M

f(si) + f((xj , yj))

=
∑

(si,(xj ,yj))∈M

w(si, (xj , yj))

= w(M),

so M has the maximum total weights of edges.

The Hungarian method is based on the observation from

Theorem 1. It first assigns an arbitrary feasible vertex labeling

for the graph Ĝ, and then adjusts the labels of vertices until it

can find a perfect matching M in the equality subgraph Ĝf . One

possible feasible vertex labeling is to set f((xj , yj)) = 0 for all

(xj , yj) ∈ {L∪L̂} and to set f(si) to the maximum of the weights

of the edges adjacent to si for all si ∈ S, i.e.,

f(si) = max
(xj ,yj)∈{L∪L̂}

{w(si, (xj , yj))}, ∀si ∈ S.

The complete procedure of the Hungarian method is stated as

follows:

1. Find a maximum matching M in Ĝf . If M is perfect, we

find out the solution and the method finishes. Otherwise,

there must be an unmatched vertex si ∈ S. We then assign

two sets X = {si} and Y = ∅.

2. In the graph Ĝf , if N
Ĝf

(X ) �= Y , where N
Ĝf

(X ) is the set

of vertices in {L∪ L̂} that are adjacent to the vertices in X ,

then go to step 3. Otherwise, we set

β = min
si∈X

(xj ,yj)∈{L∪L̂}−Y

{f(si)+f((xj , yj))−w(si, (xj , yj))},

and construct a new labeling f ′ for Ĝ by

f ′(v) =

⎧
⎨

⎩

f(v) − β, for v ∈ X
f(v) + β, for v ∈ Y
f(v), otherwise

.

Then we replace f by f ′, reconstruct the equality subgraph

Ĝf ′ , and go to step 1. Note that we have to satisfy the

conditions of β > 0 and N
Ĝf′

(X ) �= Y; otherwise, we

need to reselect another β value that can satisfy the above

conditions.

3. Choose a vertex (xl, yl) in N
Ĝf

(X ) but not in Y . If (xl, yl)

is matched with sk ∈ S in M, then we update X = X ∪{sk}
and Y = Y ∪ {(xl, yl)}, and go back to step 2.

Note that each time when we relabeling the graph Ĝ, we may

introduce new edges into the new equality subgraph Ĝf , until

all edges in Ĝ are included. Therefore, the Hungarian method

can always find a perfect matching in Ĝf since Ĝ is a complete

bipartite graph.
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Fig. 8. Finding a collision-free path from si to (xj , yj). Note that not all edges of H are shown in the figure.

3) Time Complexity Analysis: Next, we analyze the time

complexity of our sensor dispatch solution. Let |S| = n, |L| = m,

and k be the number of vertices of the polygons of all obstacles

and A. In step 2, there are O(nm) pairs of (si, (xj , yj)). To

compute the energy cost of each pair, we construct a graph of

O(k) vertices. Finding a shortest path on such graph can use the

Dijkstra’s algorithm [10], which takes O(k2) time. So the total

time complexity of step 2 is O(mnk2). The conversion in step

3 takes O(nm) time. In step 4, constructing the graph Ĝ from

G takes O(n(n − m)) time since it needs to add n − m vertices

and n(n−m) edges. Running the Hungarian method on Ĝ has a

time complexity of O(n3). Finally, it takes O(n) time in step 5

to check all edges in M. Therefore, the total time complexity is

O(mnk2) + O(nm) + O(n(n − m)) + O(n3) + O(n)

= O(mnk2 + n3).

B. A Distributed Dispatch Solution

The aforementioned solution is optimal but centralized. Here

we propose a distributed solution based on a greedy strategy. The

solution involves the following steps:

1. The sink runs the placement algorithm in Section III

on the area I to obtain a set of locations L =

{(x1, y1), · · · , (xm, ym)} to be occupied by sensors. The

sink then broadcasts L to all sensors.

2. On receiving the table L, a sensor will keep a copy of L and

mark each location (xj , yj) as unoccupied, j = 1 · · ·m.

3. Each sensor si then chooses an unoccupied location (xj , yj)

from L as its destination. The selection of (xj , yj) is

dependent on our objective function.

• If Eq. (1) is the objective function, si will choose

the location (xj , yj) such that the moving distance

d(si, (xj , yj)) is minimized as its destination.

• If Eq. (2) is the objective function, si will choose the

location (xj , yj) such that after moving to (xj , yj), its

remaining energy is maximized.

Sensor si will then start moving to (xj , yj) and mark (xj , yj)

as occupied.

4. On si’s way moving toward its destination, it will periodi-

cally broadcast the status of its table L, its destination, and

its cost to move to that destination. Note that the cost is

based on which objective function is used. The above action

can be controlled by setting a timer Tbroadcast. On sensor sk

receiving si’s broadcast, the following actions will be taken:

• For all locations marked as occupied by si, sk will also

mark them as occupied.

• If both si and sk are moving toward the same destina-

tion, they will compete by their costs. The one with

a lower cost will win and keep moving toward that

destination. The one with a higher cost will give up

moving toward that destination and go back to step 3

to reselect a new destination. (Note that in case that sk

has arrived at its destination, it will have a cost of zero,

in which case si will lose in the competition.)

5. Each sensor will repeat the above steps until it reaches

its destination or loses to another sensor and finds that

all locations in L have been marked as occupied. In the

former case, the sensor will execute its monitoring job at

the designated location. In the latter case, the sensor will

continue to support the remaining steps 2 and 3 mentioned

in the beginning of Section IV (to connect I and the sink

or to monitor the area A− I).

To prove the convergence of this distributed algorithm, we

have to show that every location (xj , yj) in L can eventually

be covered by one sensor. Step 4 guarantees that a sensor si will

eventually arrive at the location (xj , yj) if it always wins the

competition. If si loses the competition, it means that (xj , yj)

has been committed by another sensor. In this case, si has to

go back to step 3 to reselect another destination. A sensor will

continue moving until it finds that all locations are marked as

occupied. Therefore, as long as there are sufficient sensors, all

locations will eventually be covered by sensors. It is possible

that without sufficient information, a sensor may keep on moving

even if all locations in L are occupied. However, it will eventually

meet another sensor or reach the area I and be aware of the fact

that L has been occupied (note that the network in I must be

connected and thus sensors in I must have correct information).

So the convergence of the algorithm is proved.

V. EXPERIMENTAL RESULTS

In this section, we present some simulation results to verify

the effectiveness of the proposed algorithms. The first experiment

evaluates the number of sensors required to cover a sensing field.

We design six types of sensing fields as shown in Fig. 9. Sensors

are assumed to have omnidirectional sensing capability (such as

acoustic sensors). The communication distance rc is set to 10 m

(which is close to that specified in IEEE 802.15.4 [20] in an

indoor environment). To reflect the relationships of rc < rs,

rc = rs, rs < rc <
√

3rs, and rc ≥
√

3rs, we set the sensing

distance rs to 12 m, 10 m, 7 m, and 5 m, respectively. We compare

our result against the coverage-first and connectivity-first methods
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Fig. 9. Six types of sensing fields used in the simulations. The unit of length is meter.
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Fig. 10. Two common regular placement patterns: (a) hexagon placement
and (b) square placement.

discussed in the beginning of Section III, and two common regular

placement patterns [3], hexagon and square, as shown in Fig. 10.

To ensure both coverage and connectivity, we set the distance

between adjacent sensors to rmin in the hexagon placement. In

the square placement, the distance between adjacent sensors is

set to rc if rc <
√

2rs, and set to
√

2rs otherwise.

Fig. 11 shows the number of sensors required in different

placement methods. As can be seen, our placement method uses

the least number of sensors in all cases. The coverage-first method

uses more sensors when rs < rc <
√

3rs, because it needs

many extra sensors to maintain connectivity between neighboring

sensors. The connectivity-first method uses more sensors when

rc ≤ rs, because it is dominated by the value of rc and the

overlapping in coverage is large. The hexagon method uses more

sensors when rc > rs, because the distance between adjacent

sensors is limited to small rs. The situation becomes worse as rs

becomes smaller. The square method uses more sensors when

rc <
√

2rs, because it is dominated by the value of rc and

the overlapping in coverage could be also large. Note that when

rc ≥
√

3rs, our method works the same as the coverage-first

method in each individual region, so both schemes will use the

same number of sensors.

When rc <
√

3rs, our placement scheme has the flexibility to

reduce the routing paths of sensors by adding several columns

of sensors. In the second experiment, we evaluate the effect of

the number of additional columns on the all-pair shortest paths

of sensors. In particular, we measure the average hop count of

the shortest path between any two sensors in our placement. In

this experiment, we set the sensing field as the one specified in

Fig. 9(a), and we consider the case of rc = rs. Fig. 12 shows the

results when rc is set to 10 m, 5 m, and 3 m, where the number

of sensors in each row will be 41, 81, and 161, respectively. In

Fig. 12, we can observe that the average hop count of the all-

pair shortest paths can be reduced when we add more columns

of sensors. However, adding these columns will increase the total

number of sensors to be placed in the sensing field. From Fig. 12,

we can find that the suitable number of additional columns is

around two to three when the number of sensors in each row is

among 40 to 160.

The third experiment evaluates different dispatch schemes. The

sensing field A is a 900 m × 900 m square. The region of interest

I is a 300 m × 300 m square located at the center of A. Sensors

are randomly scattered over the region of A−I. With the setting

of (rc, rs) = (28, 16), (23.5, 13.45), (21, 12), (19.5, 11.05), (17.5,

10.1), (16.5, 9.45), and (15.5, 8.9), we will need 150, 200, 250,

300, 350, 400, and 450 sensors, respectively, to be dispatched to

I, according to our placement algorithm. To fairly compare the

centralized and the distributed schemes, the number of sensors is

intentionally set to the required number of sensors in I. Sensors’

initial energies are randomly selected from [1000, 1500] units, and

we set the moving cost ∆m = 1 energy unit per meter. The speed

of a sensor is set to 0.5 m/s. For our distributed dispatch method,

we set the timer Tbroadcast as one second. For comparison,

we also design a random method, where we arbitrarily select a

sensor to move to each location in a centralized manner. Fig. 13

shows the simulation results under different number of sensors

required in I. From Fig. 13(a), we can observe that our centralized

method (using Eq. (1) as the objective function) consumes the

least energy compared to other methods. This is a result of our

maximum-matching approach. The distributed method consumes

more energy than the centralized method since our greedy strategy

can make local decisions. The similar result can be observed

from Fig. 13(b), where the centralized method (using Eq. (2) as

the objective function) can achieve the highest average remaining

energy of sensors in I. Note that under both objective functions,

the random method always consumes the most energy, even

though sensors are selected in a centralized manner. This reflects
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Fig. 11. Comparison of number of sensors required under different types of sensing fields.

the importance of the dispatch issue since blindly moving sensors

will lead to shorten network lifetime.

With the same settings in the previous experiment, the last

experiment evaluates the effect of the broadcast timer Tbroadcast

on the number of broadcasts and average moving distance of a

sensor when our distributed dispatch method is adopted. In this

experiment, we use Eq. (1) as the objective function. Fig. 14

illustrates the simulation results when the number of sensors are

200 and 400. From Fig. 14, we can observe that when Tbroadcast

becomes larger, the number of broadcasts can be reduced. How-

ever, this will cause sensors to move longer distances, and thus

extend the convergence time of the distributed algorithm. From

Fig. 14, we can find that the best value of Tbroadcast is around

two since both the number of broadcasts and average moving

distance can be kept quite small.

VI. CONCLUSIONS

In this work, we have proposed systematical solutions for

sensor placement and dispatch. Our solution allows a sensing

field of shape as an arbitrary polygon with possible existence of

obstacles. Thus, the result can be used for an indoor environment.

Our solution also allows an arbitrary relationship of sensors’

communication distances and sensing distances. It is verified

that the proposed schemes require fewer sensors to ensure full

coverage of the sensing field and connectivity of the network as

compared to other placement schemes in various types of sensing
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fields. A new sensor dispatch problem is defined and two energy-

efficient dispatch algorithms are presented to move sensors to the

target locations determined by our sensor placement scheme.
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