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Estimating the expectation value of an oper-
ator corresponding to an observable is a fun-
damental task in quantum computation. It is
often impossible to obtain such estimates di-
rectly, as the computer is restricted to mea-
suring in a fixed computational basis. One
common solution splits the operator into a
weighted sum of Pauli operators and measures
each separately, at the cost of many measure-
ments. An improved version collects mutu-
ally commuting Pauli operators together be-
fore measuring all operators within a collec-
tion simultaneously. The effectiveness of do-
ing this depends on two factors. Firstly, we
must understand the improvement offered by
a given arrangement of Paulis in collections.
In our work, we propose two natural metrics
for quantifying this, operating under the as-
sumption that measurements are distributed
optimally among collections so as to minimise
the overall finite sampling error. Motivated
by the mathematical form of these metrics,
we introduce SORTED INSERTION, a collecting
strategy that exploits the weighting of each
Pauli operator in the overall sum. Secondly,
to measure all Pauli operators within a col-
lection simultaneously, a circuit is required to
rotate them to the computational basis. In
our work, we present two efficient circuit con-
structions that suitably rotate any collection
of k independent commuting n-qubit Pauli
operators using at most kn − k(k + 1)/2 and
O(kn/ log k) two-qubit gates respectively. Our
methods are numerically illustrated in the con-
text of the Variational Quantum Eigensolver,
where the operators in question are molecular
Hamiltonians. As measured by our metrics,
SORTED INSERTION outperforms four conven-
tional greedy colouring algorithms that seek
the minimum number of collections.

*These authors contributed equally to this work.

1 Introduction
Estimating the expectation value of an operator cor-
responding to an observable on a quantum state is
a fundamental task in quantum mechanical exper-
iments. Expectation estimation of a Hamiltonian
features prominently as the quantum sub-routine of
the Variational Quantum Eigensolver (VQE) algo-
rithm [1], which has emerged as a leading candidate
for exhibiting quantum advantage in the Noisy In-
termediate Scale Quantum era [2]. VQE is a hy-
brid quantum-classical algorithm designed to find the
ground state [1, 3–9], or energy spectrum [10–15], of a
physical or chemical system. Often there is no natural
way to obtain the expectation of an operator directly
and some indirect protocol is required. In particular,
this is true of current quantum computers, which can
only obtain measurements in the computational basis
defined, by convention, as eigenstates of the Pauli-Z
operator on each qubit.

One naive method of proceeding, therefore, is to
decompose the operator into a weighted sum of Pauli
operators (or Paulis) and then measure each sepa-
rately. The paper that introduced VQE [1] proposed
measuring the Hamiltonian in this way. However, this
can be inefficient. For example, a second-quantised
chemical Hamiltonian on n qubits decomposes into a
very large number of Paulis that scales as n4. An
improved method, therefore, is to arrange the Paulis
in commuting collections. All Paulis in a collection
can be measured at the same time, as any set of com-
muting Paulis can be simultaneously diagonalised by
a single unitary. There are typically many arrange-
ments of Paulis in mutually commuting collections,
and the reduction in the number of measurements re-
quired will depend on the arrangement.

In the context of VQE, McClean et al. [3] proposed
this improved protocol and argued using a toy ex-
ample that the arrangement with the fewest collec-
tions might not result in the fewest measurements as
splitting a single commuting collection into two might
sometimes offer an improvement. However, Ref. [3]
did not show how to obtain commuting collections
nor how to construct the unitary rotation, U , that
enables simultaneous measurement.
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Recently, a series of papers [16–22]* have appeared
that make progress on both the collecting strategy
and rotation circuit construction problems. Our pa-
per is in the same arena and addresses both problems.

First, we define two natural metrics, R and R̂, that
quantify the performance of any given arrangement.
R and R̂ measure the ratio of the number of mea-
surements required in the uncollected case to the col-
lected case to attain a fixed level of accuracy. The
key feature of these two metrics is that they assume
measurements are distributed optimally between the
collections to minimise the finite sampling error, fol-
lowing Refs [8, 25, 26]. The difference between them
is that R is state-dependent but R̂ is designed to ap-
proximate E[R] over the uniform spherical measure.
Therefore, R is more suitable for use given knowledge
of the underlying quantum state, while R̂ is more suit-
able otherwise.

With R and R̂ defined, we prove a first result that
breaking a single commuting collection into two is
never advantageous, as the number of measurements
required to obtain an expectation estimate to a given
accuracy is never reduced. This result already con-
tradicts the conclusion of the aforementioned toy ex-
ample used by McClean et al. [3], and analysed in full
in Ref. [20, Sec. 10.1], that breaking a collection can
be advantageous. The reason for the discrepancy is
that we distribute measurements optimally among the
collections so as to minimise the overall error due to
finite sampling for a given number of measurements.
In contrast, in the previous works, measurements are
distributed uniformly between the collections.

We further propose an intrinsically new collecting
strategy, which we call Sorted Insertion, that is
designed to maximise R and R̂. Unlike all strategies
used previously that seek the minimum number of col-
lections [16, 17, 20, 21], Sorted Insertion seeks to
maximise R̂ by explicitly exploiting the coefficients of
the Paulis in its assignment of collections. It is impor-
tant to stress that maximising R̂ is not the same as
minimising the number of collections, as we show by
a toy example. Perhaps counter-intuitively, this does
not contradict the above conclusion, which showed
only that it is never better to break a single collection
into two.

When considering the rotation circuit construction
problem, we contribute two new methods for con-
structing Clifford rotation circuits that enable simul-
taneous measurement of a collection containing arbi-
trary commuting Paulis. Like Ref. [20], we approach
the problem via the stabiliser formalism but further

*We mention that both the collecting and rotation circuit
synthesis problems have been addressed on an ad-hoc basis by
experimentalists since Kandala et al. [5]. We refer readers to
Table 2 of Ref. [20] for a good summary. We also mention that
recent Ref. [23] and the less recent Ref. [24] allow for collecting
of non-commuting Paulis. We found it interesting that such
approaches are feasible, but found it hard to compare them to
our work on a like-for-like basis.

consider the case where the number of independent
operators, k, in a collection can be less than the num-
ber of qubits, n. We show that the number of two-
qubit gates in the rotation circuit, U , can be reduced
in a way that scales with k. This is important because
it is atypical for actual collections to have exactly
k = n independent Paulis and reducing the number of
two-qubit gates is important, especially in the near-
term [27–41]. As far as we are aware, ours is the first
paper to consider the k < n case explicitly. Further-
more, we allow classical post-processing, which can
save quantum resources.

More specifically, we introduce constructions “CZ”
and “CNOT”. The CZ-construction builds on work
by Van den Nest, Dehaene, and De Moor [42] in the
graph-state literature to yield U with a number of
two-qubit gates at most

ucz(k, n) = kn− k(k + 1)/2. (1)

The CNOT-construction builds on our CZ-
construction, and work by Aaronson and Gottes-
man [43] and Patel, Markov, and Hayes [44] to yield
U with a number of two-qubit gates at most

ucnot(k, n) = O(kn/ log k). (2)

We stress that ucnot and ucz are worst-case upper
bounds. In practice, numerical simulations are needed
to determine whether the CZ- or CNOT-construction
is actually more efficient. We note that, in the case of
k = n, our constructions have two-qubit gate-counts
scaling no worse than the previous best of O(n2) [20].
Other works, such as Ref. [17, Appendix A], do not
provide gate-counts, or demonstrate a scaling that
is worse than O(n2) [18, Appendix B], or present
a method that only works for the second-quantised
fermionic Hamiltonian [19, 22].

We end our paper with a series of numerical re-
sults on molecular Hamiltonians that serve to illus-
trate and validate our theoretical work. In doing so,
we first quantify the performance of Sorted Inser-
tion using the metric R̂ for molecules ranging in size
from hydrogen H2, which requires two qubits, to hy-
drogen selenide H2Se, which requires 38, finding that
it leads to a 10 to 60 fold improvement in the number
of measurements required. Note that we are defining
a single measurement to consist of a measurement of
all qubits, and so the number of measurements equals
the number of ansatz state preparations.

We further present results of using Sorted Inser-
tion alongside our CZ-construction on molecules re-
quiring up to 38 qubits to calculate the actual number
of two-qubit gates required for real molecular systems.
Our numerical results show that the typical number of
two-qubit gates is fewer than the worst-case ucz(k, n)
by a factor of 3.5.

Lastly, we present data showing Sorted Inser-
tion outperforming the four conventional greedy
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colouring algorithms we tested, as measured by the
metric R̂. Our data strongly challenges the assump-
tion that minimising the number of collections is best,
as arrangements with the smallest number of collec-
tions do not typically perform the best with respect
to R̂.

We mention that an entirely different measurement
strategy has been proposed recently [45] that is based
on so-called “classical shadows”. Ref. [45, Illustra-
tive Example Applications] explicitly mentions that
their method is unsuitable for estimating expecta-
tion values of global observables. Even for a Hamil-
tonian consisting of a single global Pauli operator
P := P1 ⊗ P2 ⊗ · · · ⊗ Pn, with Pi ∈ {X,Y, Z}, their
number of classical shadows must scale as 2Ω(n). In
contrast, our method, as with the original VQE pro-
posal, scales independently of n and would simply
measure each Pi and multiply the outcomes.

Follow-up Ref. [46] sought to ameliorate this prob-
lem by using so-called “locally-biased classical shad-
ows”. However, as they mention in [46, Remark 1],
the analytical upper bound on their estimator can
still scale as 2Ω(n) for the same P above. Separately,
Ref. [46] did not compare their techniques to ours,
rather they observe that we require deeper circuits.
However, the additional depth our method requires is
modest relative to that of ansatz state preparation.

There have also been interesting developments [47,
48] on measurement reduction in VQE focusing on
designing classical optimisers that intelligently choose
how many measurements to use at each iteration – for
example, fewer measurements may be used near the
start versus near the end. These methods complement
ours and can be combined with ours to reduce further
the overall number of measurements.

2 Collecting strategies
In this section, we develop a method for collecting
Pauli operators designed to minimise the number of
measurements required to obtain an estimate of the
expectation value of an operator to a given level of
accuracy.

We have an operator, O, of the form

O =
N∑
i=1

Oi =
N∑
i=1

mi∑
j=1

aijPij , (3)

where N is the number of collections of mutually com-
muting operators, mi is the number of operators in
collection i, Pij is the jth Pauli operator in the ith
collection and aij ∈ R is its coefficient.

We assume that the Pijs are distinct for different
(i, j), i.e., we do not collect a single Pauli operator ap-
pearing in O into more than one collection by splitting
its coefficient. This is discussed further at the end of
this section.

Given ε, let Mu and Mg be the minimum number
of measurements required to attain an accuracy ε in
the uncollected and collected (as per Eq. 3) cases re-
spectively. Finding Mu is a special case of finding
Mg. To find Mg, we can solve the constrained op-
timisation problem that asks how a given number of
measurements should be distributed in order to max-
imise accuracy. The solution to such a problem gives
the optimal measurement strategy for a given opera-
tor and state. Using Lagrange multipliers [8, 25, 26],
we find that the optimal number ni of measurements
of collection i is

ni := 1
ε2

√
Var[Oi]

N∑
j=1

√
Var[Oj ]. (4)

Therefore, we have

Mg =
N∑
i=1

ni =
(

1
ε

N∑
i=1

√
Var[Oi]

)2

, (5)

where

Var[Oi] = Cov[Oi, Oi] (6)
=
〈
O2
i

〉
− 〈Oi〉2 . (7)

Since Mu is just Mg evaluated with every operator in
its own collection, we have

Mu =

1
ε

N∑
i=1

mi∑
j=1
|aij |

√
Var[Pij ]

2

, (8)

where
Var[Pij ] = 1− 〈Pij〉2 . (9)

The ratio R, defined as

R := Mu

Mg
=
(∑N

i=1
∑mi

j=1 |aij |
√

Var[Pij ]∑N
i=1
√

Var[Oi]

)2

, (10)

therefore acts as a natural metric for the performance
of a particular arrangement of Paulis under the as-
sumption that measurements are distributed opti-
mally. The larger the value of R, the greater the
saving that assembling operators into collections pro-
vides. In Theorem 1 below, we show that combining
two collections into one can only improve R.

Theorem 1. Consider two collections A and B of
mutually commuting Paulis, where each Pauli is in
at most one collection. Suppose that it is possible to
combine A and B into a single commuting collection
C := A ∪ B. Let R({A,B}) and R({C}) denote the R
metric, as defined in Eq. (10), for the two collections
separated and combined respectively. Then

R({A,B}) ≤ R({C}) for all |ψ〉 . (11)
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Proof. We write the operators associated with collec-
tions A and B as

OA =
k∑
j=1

ajPj , (12)

OB =
k+l∑

j=k+1
ajPj , (13)

for some k, l respectively, where the indexing of the
sum in OB is for later convenience. The operator as-
sociated with C can therefore be written as

OC =
k+l∑
j=1

ajPj . (14)

We define the (k+ l)× (k+ l) covariance matrix C,
which is symmetric and positive semi-definite, associ-
ated with collection C by its entries

Cij := Cov[Pi, Pj ], (15)

with

Cov[Pi, Pj ] := 〈PiPj〉ψ − 〈Pi〉ψ 〈Pj〉ψ . (16)

We write a for the vector of length k+ l whose first
k entries are given by {aj}kj=1 and the remaining l
entries are zero. Similarly, we write b for the vector
of length k + l whose first k entries are zero and the
remaining l entries are given by {aj}k+l

j=k+1.
Since the numerator of R is constant for different

arrangements, to prove our claim it suffices for us to
show that the denominator of R is not smaller in the
case of {A,B} than in the case of {C}, i.e., that√

Var[OA] +
√

Var[OB] ≥
√

Var[OC ]. (17)

With the above notation, this is equivalent to
√

aTCa +
√

bTCb ≥
√

(a + b)TC(a + b). (18)

We find
√

aTCa +
√

bTCb

=
√(√

aTCa +
√

bTCb
)2

=
√

aTCa + bTCb + 2
√

(aTCa)(bTCb)

≥
√

aTCa + bTCb + 2(aTCb)

=
√

(a + b)TC(a + b),

(19)

where the fourth line follows due to the Cauchy-
Schwarz inequality on a semi-inner product defined
by 〈a,b〉 := aTCb [49, Example 1.1] and the fifth line
follows as C is symmetric. This establishes our claim.

The inequality of Eq. 11 holds with equality if

and only if there exist 0 6= α, β ∈ C, such that
〈αa + βb, αa + βb〉 = 0 [49, Example 1.4].

Theorem 1 shows that it is impossible to mitigate
covariances by splitting collections under the opti-
mal measurement strategy. This is in contrast to
Refs [3, 20], which showed that it is possible using
a sub-optimal measurement strategy. In Appendix A,
we re-do precisely their example using the optimal
measurement strategy. Note that Theorem 1 simply
implies that it is never better to break a single collec-
tion into two, and not that the minimum number of
collections is necessarily the best; indeed, we provide
a counter-example below.

If all of the variances in R are replaced by their
expectation values over the uniform spherical measure
(see Ref. [50, Ch. 7]), we obtain another metric, R̂,
given by

R̂ :=

 ∑N
i=1
∑mi

j=1 |aij |∑N
i=1

√∑mi

j=1 |aij |2

2

. (20)

The derivation of R̂ is given in Appendix B. The
same proof as in Theorem 1 can be used to show that
breaking a collection into two is never better when
measured by R̂; the only difference is the covariance
matrix must be replaced by its expectation over the
uniform spherical measure.

R̂ is a particularly useful metric because it approx-
imates R, but can be calculated analytically. When
ignorant of the quantum state |ψ〉, a good collecting
strategy should aim to maximise R̂. As mentioned
above, this is emphatically not the same as minimis-
ing the number of collections. For example, let us
consider the operator O, on two qubits, defined as

O = 4X1 + 4X2 + Z2 + Z1X2. (21)

The operators cannot be assembled into a single
commuting collection but there is a unique arrange-
ment, G1, consisting of two collections, given by

G1 :=
{
{4X1, Z2}, {4X2, Z1X2}

}
, (22)

which has R̂ = 1.47 to two decimal places. G1 per-
forms worse than an arrangement G2, with three col-
lections, given by

G2 :=
{
{4X1, 4X2}, {Z2}, {Z1X2}

}
, (23)

which has R̂ = 1.71 to two decimal places.

Reflecting upon such examples and the nature of
the square root function in the denominator of R̂ leads
us to propose a collecting algorithm that prioritises
collecting Paulis with large coefficients.

This algorithm, which we name Sorted Inser-
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tion, can be described as follows. Given an operator

O =
t∑
i=1

ajPj , (24)

where t is the total number of Pauli operators, the en-
tire set {(aj , Pj)}tj=1 is sorted by the absolute value
of coefficients aj , so that |a1| ≥ · · · ≥ |at|. Then, in
the order i = 1, . . . t, it is checked whether Pi com-
mutes with all elements in an existing collection. If
it does, it is added to that collection. If not, a new
collection is created and Pi is inserted there. The col-
lections are checked in order of their creation*. The
collections formed are tracked and outputted at the
end once the final Pt has been inserted.

Sorted Insertion has worst-case complexity
O(nt2), where we recall that n is the number of
qubits. In contrast, greedy colouring algorithms, as
implemented in Ref. [16], require pre-generating the
full commutation graph which has complexity Θ(nt2)
even in the best case. The colouring algorithms then
run on this graph adding further complexity – see Ta-
ble 1. Therefore, Sorted Insertion is at least as
efficient as these greedy colouring algorithms.

Colouring Algorithm Time Complexity

Largest First O(t2)
Connected Sequential d.f.s. O(t2)
DSATUR O(t2 log t)
Independent Set O(t3)

Table 1: Time complexities of the greedy colouring algo-
rithms we compare with Sorted Insertion in Sec. 4 after
pre-generating the commutation graph [51].

Note that Sorted Insertion is a heuristic algo-
rithm for maximising R̂. It works well in practice,
as demonstrated by Table 3 in Sec. 4, but may fail
to output collections that actually maximise R̂. In
fact, it is unlikely we can go beyond heuristics as
the problem of maximising R̂ is NP-hard in general.
We can show this by combining the reduction from
Min-Clique-Cover in Ref. [20, Appendix A] with
the NP-hardness of |V |1−ε-approximating the Min-
Clique-Cover [52], where |V | is the number of ver-
tices and ε = 0.5. We appeal to the hardness of ap-
proximation because, as we have stressed, maximising
R̂ is not the same as minimising the number of col-
lections, which corresponds to minimising number of
cliques in a cover. For a full proof, see Appendix F.

Lastly, we mention that our choice not to put a
single Pauli into multiple collections by splitting its
coefficient may be sub-optimal as can be seen by con-

*We note that other collection orderings could also be con-
sidered, for example, ordering the collections by their values
of
∑mi

j=1 |aij |2, where the aij are the coefficients of the Paulis
contained in collection i at the point of ordering.

sidering the operator O, on two qubits, defined as

O = X1 + Z1 + 2Z2 (25)

and a grouping of the form

G3 := {{X1 + αZ2}, {Z1 + (2− α)Z2}} (26)

for α ∈ [0, 2]. It can be verified that R̂, defined as
before even with coefficient splitting, is maximised at
α = 1. We leave maximising R̂ with consideration of
coefficient splitting for future work.

3 Rotation constructions
In this section, we present two methods of calculat-
ing a rotation circuit which enables measurements of
all operators in a mutually commuting collection to be
obtained simultaneously. We assume familiarity of the
reader with the stabiliser formalism, especially the 2n-
bit binary representation of n-qubit Paulis [43, 53–55].
We follow the convention that the upper and lower
halves of the binary matrix encode Z and X opera-
tors respectively. This representation is reviewed in
Appendix C. We also reserve symbols Im and 0m for
the m×m identity and all-zero matrices respectively.

Our starting point is a commuting collection, S ′start,
of m Paulis which can be represented as a binary 2n×
m matrix S′start. By Gaussian elimination on S′start,
we can form a 2n× k matrix Sstart representing a set
Sstart of k independent Paulis drawn from S ′start where
k ≤ min(n,m). Our goal is to transform Sstart, using
certain allowed transformations, into a 2n×n matrix
Send where

Send =
(
In

0n

)
. (27)

Let U denote the circuit consisting of one-qubit and
two-qubit transformations in the order they were ap-
plied from Sstart → Send. Then applying U to any
state |ψ〉, measuring in the computational basis, and
classically post-processing allows us to obtain mea-
surements of all operators in S ′start on |ψ〉 simultane-
ously.

The allowed set, T , of transformations on a binary
2n×m matrix S is, where p ranges over all columns,
r ranges over all rows, and addition is mod 2:

1. One-qubit and two-qubit quantum gates, corre-
sponding to row operations, specifically:

� CZ on qubits i and j:
Sip ← Sip + Sj+n,p,
Sjp ← Sjp + Si+n,p.

� CNOT on control-qubit i and target-qubit
j:
Sip ← Sip + Sjp,
Sj+n,p ← Sj+n,p + Si+n,p.
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� Hadamard (H) on qubit i:
Sip ↔ Si+n,p.

� Phase (P) on qubit i:
Sip ← Sip + Si+n,p.

2. Classical post-processing:

� Products of eventual single-qubit
computational-basis measurements:
right-multiplication by invertible m × m
matrix.

� Relabelling of qubits i and j:
Sip ↔ Sjp,
Sn+i,p ↔ Sn+j,p.

3. Basis extension:

� Addition of further stabiliser:
appending of new column Sr,m+1.

In the near term, operations in T have justifiably
different costs. Two-qubit gates are much more costly
than one-qubit gates, which are more costly than clas-
sical post-processing. Basis extension has no cost.
In the context of one-qubit and two-qubit quantum
gates, cost can refer to either fidelity or gate-time [27–
41]. Therefore, we have aimed to minimise the num-
ber of two-qubit gates in the U resulting from our
constructions. This means, for example, we choose
to perform a row swap using classical post-processing
rather than the two-qubit SWAP gate.

In presenting our constructions, we shall refer to the
commutativity condition, preserved under T , given by

S>J2nS = 0m, (28)

where S is the 2n×m matrix encoding the Paulis and

J2n =
(0n In
In 0n

)
. (29)

We ignore any changes in sign of stabilisers under
T as this can be easily accounted for by classical
post-processing. Readers interested in this and other
details are referred to Appendix D, where we work
through our CZ-construction with a specific example.

3.1 CZ-construction
Important to our first approach is the special class of
stabiliser states known as graph states. Consider any
graph G on n vertices. The graph state |ΦG〉 is then
defined by n independent stabiliser generators

gi = Xi

∏
j∈nbd(i)

Zj , i = 1, . . . , n, (30)

where nbd(i) is the set of neighbours of vertex i in G.
The binary representation of these stabilisers is

Sgraph =
(
A

In

)
, (31)

where A, an n × n symmetric matrix with 0s on its
diagonal, is exactly the adjacency matrix of G.

It is well-known that |ΦG〉 = VH⊗n |0n〉 where V
is a product of CZ gates and H is the Hadamard
gate. More specifically, V applies CZ between qubits
i and j if and only if vertex i neighbours j in G.
Van den Nest, Dehaene, and De Moor [42] tell us that
any stabiliser state can be transformed to a graph
state by a product of single-qubit Clifford gates and
classical post-processing. It is therefore clear that we
can transform any Sstart to Send via Sgraph using at
most n(n − 1)/2 two-qubit (CZ) gates, as this is the
maximum number of edges on an n-vertex graph. The
interesting question is whether we can do better by
exploiting the potential low rank k ≤ n of Sstart.

Our answer is in the affirmative and we now present
an explicit and efficient algorithm that constructs U
with at most ucz(k, n) = kn − k(k + 1)/2 two-qubit
gates.

S1 S2

Sstart
1−→

(
A

B

)
2−→


C
D

Ik
F


S3 S4 = Sgraph

3−→


C DT

D 0n−k
Ik 0
F In−k

 4−→


E DT

D 0n−k
Ik 0
0 In−k

 5−→ Send

Figure 1: Reductions used in our CZ-construction.

In Fig. 1, we illustrate the sequence of reductions
that allow us to reach Sgraph, and so Send, from Sstart.
We now describe the salient aspects of each step.

1. Sstart → S1. Following Ref. [43, Lemma 6], we
can apply Hadamard gates so that B has rank
k. By classical row-swaps (relabelling of qubits),
we can ensure that the first k rows of B have
full-rank.

2. S1 → S2. Since the upper k × k submatrix of B
has full-rank, column operations corresponding
to classical post-processing can reduce it to Ik.

3. S2 → S3. Additional columns, corresponding to
further operators, are appended. We can di-
rectly verify that the extension to S3 is valid
by Eq. (28). Clearly S3 has full column-rank n.
The sparsity of our chosen extension shall play
a crucial role in the reduced two-qubit gate size
of U when k < n in both the CZ- and CNOT-
constructions.

4. S3 → S4 = Sgraph. Column operations can elim-
inate F , then Phase gates can ensure E has ze-
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ros on its diagonal. Importantly, S4 represents a
graph state Sgraph.

5. S4 → Send. Phase and CZ gates can imple-
ment this final reduction as discussed above. The
maximum number of CZ gates required to map
S4 to Send equals the maximum number of off-
diagonal 1s in the upper half of S4. When n = k,
this is n(n− 1)/2 = O(n2). When k 6= n, this is
wcz(k, n) = kn−k(k+1)/2 due to sparsity of the
upper half of S4 which traces back to the struc-
ture of the additional operators appended in step
S3 → S4.

Note that in step S4 → Send, we can first try to
reduce the upper half of S4 by single-qubit gates be-
fore applying CZ. One way to do this is to reduce the
number of edges in the graph whose adjacency matrix
is specified by the upper half of S4 by the so-called
“local complementation” operation [42, 56, 57]. This
corresponds precisely to reducing the number of CZ
gates in our CZ-construction.

3.2 CNOT-construction

S5 S6

S4
5−→


0k DT

D 0n−k
M 0
0 In−k

 6−→


Ik DT

D In−k

Ik 0
0 In−k


S7 S8

7−→

(
D1M1

M1

)
8−→


Ik −DTD 0

0 In−k

Ik 0
0 In−k

 9−→ Send

Figure 2: Reductions used in our CNOT-construction start-
ing at S4 of our CZ-construction.

We start from S4 above, which we reached with-
out using two-qubit gates. Now, instead of using one
block of CZ gates, we reduce to Send as shown in
Fig. 2, using three blocks of CNOT gates.

5. S4 → S5. Note that E must be symmetric by the
commutativity condition given in Eq. (28). Then,
following Ref. [43, Lemma 7], we can eliminate E
using single-qubit and O(k2/ log k) CNOT gates.
This is accomplished by noting that any sym-
metric binary E can be Cholesky decomposed as
E = Λ + MTM , with Λ diagonal and M invert-
ible.

6. S5 → S6. Reduce M to Ik by column operations,
then add 1s on the top diagonal by phase gates.

7. S6 → S7. Now, the upper n × n matrix can be
block-Cholesky decomposed as(

Ik DT

D In−k

)
= MT

1 D1M1, (32)

where

M1 :=
(
Ik 0
D In−k

)
, (33)

D1 :=
(
Ik −DTD 0

0 In−k

)
. (34)

Next, we apply CNOT gates corresponding to
M1. The number of CNOT gates required here
equals the number of row operations required
to reduce M1 to In. We find this is at most
ucnot(k, n) = O(kn/ log k) via arguments of Pa-
tel, Markov, and Hayes [44]. The proof is given
in Appendix E.

8. S7 → S8. Multiply by M−1
1 on the right.

9. S8 → Send. Ik−DTD is a k×k symmetric matrix
and so can be again eliminated via the Cholesky
decomposition using O(k2/ log k) CNOT gates.

Note that in the three steps S4 → S5, S6 → S7,
and S8 → Send, we have used blocks of CNOT gates.
The method we used to synthesise these blocks is
size-optimal [44, Lemma 1], but we could have al-
ternatively used methods in Ref. [58], that built on
Ref. [59], to achieve optimal space-depth tradeoff,
where space refers to extra ancilla qubits.

To end our discussion of constructing rotation cir-
cuits, we briefly mention a third, ancilla-based con-
struction with two-qubit gate size at most kn. This
construction is well-known in the context of syndrome
measurement [55, 60] in quantum error correction but
does not seem to have been mentioned in the context
of measuring a Pauli decomposition of an operator,
as in VQE. To measure k commuting Paulis {Pi}ki=1,
this “ancilla-construction” uses k ancilla and involves
k consecutive blocks of generalised-CNOT gates, each
targeted at a different ancilla. The controls in block
b ≤ k are activated or deactivated by the +1 or −1
eigenstates of the single-qubit Paulis forming Pb

*. k
single-qubit measurements are performed on the an-
cilla at the end of each block to exactly give mea-
surements of Pi. Unfortunately, this construction re-
quires k extra ancilla qubits (or else a single extra
ancilla qubit that needs to be measured and reset k
times) and has worse worst-case two-qubit gate size
than both of our constructions.

*So Z corresponds to standard control on {|0〉 , |1〉}, X cor-
responds to control on {|+〉 , |−〉}, Y corresponds to control
on {|+i〉 , |−i〉}, and I corresponds to not having a generalised-
CNOT. These generalised-CNOT gates can be implemented by
the standard CNOT conjugated by H in case of X, or SH in
case of Y .
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4 Application to VQE

In this section, we present numerical results of the
collecting method discussed in Sec. 2, alongside the
CZ-construction of Sec. 3.1 to construct the rotation
circuits for given commuting collections. In partic-
ular, we have applied our methods to the Hamilto-
nians of simple molecules so as to demonstrate their
use in the context of VQE. The full results are given
in Table 4 of Appendix G, with a subset shown in
Table 2. In all cases, we used OpenFermion [61] to
obtain Hamiltonians in the STO-3G basis, at approx-
imately the equilibrium geometry of the molecules,
with the symmetry conserving Bravyi-Kitaev trans-
formation [62, 63]. In order to reduce the number
of two-qubit gates required, we considered qubits on
which all operators in a collection locally commute
separately – a one-qubit rotation per locally commut-
ing qubit is all that is required to do so.

In Fig. 3(a), we plot the average collection size
against the number of qubits, n, for the molecular
Hamiltonians. We can see that the average collection
size increases with increasing n, and the increase does
not appear to be slowing down. We therefore con-
clude that our sorting method works well on systems
up to at least size n = 38, and looks likely to work
for larger systems. However, the key advantage of as-
sembling a Hamiltonian into collections of mutually
commuting operators is a reduction in the number of
measurements required to obtain an energy expecta-
tion to a certain level of accuracy, and collection size
alone does not directly quantify this reduction. For a
given Hamiltonian and quantum state, the reduction
is instead given by R, as in Eq. (10).

We therefore calculated the value of R for 100 dif-
ferent quantum states, generated using 100 random
sets of ansatz parameters with a hardware efficient
ansatz of depth 1, for the nine smallest molecular sys-
tems. We show the mean, minimum and maximum
values for each molecule. In practice, the value of
R can at best be obtained approximately by making
measurements on the quantum computer and so can-
not be used to determine the expected advantage of a
particular arrangement a priori. The metric R̂, given
by Eq. (20), on the other hand, depends only on the
coefficients of the terms in the Hamiltonian. From
Table 2, we can see that R̂ closely approximates the
average of R over many ansatz parameters, for the
ansatz we have considered, but can be calculated an-
alytically without the need for simulations. Further
investigation of the relationship between R̂ and R will
be useful if considering a different ansatz. In Fig. 3(b),
we show R̂ as a function of the number of qubits for
our full selection of molecules. We can see that it is
highly molecule dependent, with systems of similar
size having very different values.

The reduction in the number of measurements re-
quired comes at the cost of applying additional quan-
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Figure 3: The results of numerical simulations discussed in
the text. We show (a) the average collection size, (b) the
value of R̂, given by Eq. (20), and (c) the ratio of the worst-
case maximum number of two-qubit gates in a single rotation
circuit to the actual number as a function of the number of
qubits for a range of simple molecules. A portion of the data
is shown in Table 2, and the full data is shown in Table 4.

tum gates before the qubits are measured, the most
costly of which are two-qubit gates. For the CZ-
construction, we demonstrated in Sec. 3.1 that the
maximum number of additional two-qubit gates re-
quired for a collection with k independent terms is
nk − k(k + 1)/2. We would like to know, in prac-
tice, how many additional two-qubit gates are re-
quired at a maximum, as this is the quantum resource
that is most limiting. Assuming for a given Hamilto-
nian that at least one collection has rank n, obtaining
a measurement of all terms in a Hamiltonian on n
qubits may therefore require applying an additional
n(n− 1)/2 gates in a single circuit. However, for the
molecules we have considered, we find that the largest
number of two-qubit gates required is in fact far lower
than this, typically by a factor of about 3.5, as can be
seen in Fig. 3(c).

Given the close relationship between the average
value of R and the value of R̂, we propose using R̂
as a metric for the quality of a collecting method and
compare different methods of collecting the operators
with this metric in mind. The results are shown in
Table 3, along with the number of collections of op-

Accepted in Quantum 2020-12-27, click title to verify. Published under CC-BY 4.0. 8



Molecule nqubits
tPaulis

Arrangement Ratios R, R̂ Rotation Circuit 2q-size

N mi ki R min R mean R max R̂
theory

max
true
max mean

H2 2 4 2 2.00 1.50 1.09 1.93 4.60 1.76 0 0 0
H+

3 4 59 10 5.90 3.50 3.76 11.92 33.04 10.25 6 3 0.80
LiH 10 630 41 15.37 6.85 19.60 24.91 34.74 23.97 45 18 5.29
OH− 10 630 38 16.58 7.29 6.32 8.90 12.86 8.51 45 17 5.63
HF 10 630 39 16.15 6.97 6.07 8.57 12.27 8.21 45 16 5.74
H2O 12 1085 51 21.27 9.04 7.68 11.27 16.96 10.67 66 26 7.37
BH3 14 1584 66 24.00 10.36 17.21 20.93 32.13 20.05 91 26 9.56
NH3 14 3608 118 30.58 11.34 12.65 15.96 26.93 15.31 91 28 10.26
CH4 16 3887 123 31.60 13.39 16.96 21.63 29.33 20.27 120 45 16.75

Table 2: A reduced set of results of the numerical simulations discussed in the main text, and shown in full in Table 4. For
each molecule, we show a number of results related to the collecting of Hamiltonian terms, how the arrangement reduces the
number of measurements required using the metrics R and R̂, and the number of two-qubit gates in the resulting rotation
circuits. Note that the mean value of R and R̂ are very similar.

Molecule Largest First Connected Sequential d.f.s. Independent Set DSATUR Sorted Insertion

N R̂ N R̂ N R̂ N R̂ N R̂

H2 2 1.76 2 1.76 2 1.76 2 1.76 2 1.76
H+

3 10 4.86 10 10.25 10 10.30 9 4.10 10 10.25
LiH 39 23.87 45 23.33 30 5.72 29 10.47 41 23.97
OH− 40 8.27 41 8.41 21 3.00 28 3.23 37 8.51
HF 38 8.05 41 8.07 21 2.80 28 3.23 38 8.21
H2O 57 2.98 55 10.66 42 3.87 51 3.18 51 10.66
BH3 66 4.80 85 18.70 60 7.85 72 4.11 68 20.05
NH3 124 6.50 174 13.97 126 4.03 137 2.92 117 15.31
CH4 122 5.84 176 18.93 114 9.88 110 4.90 125 20.27
O2 62 13.62 85 19.95 42 6.79 52 7.91 67 20.23
N2 62 15.00 86 21.15 39 8.37 49 5.80 78 22.10
CO 124 20.70 155 20.67 89 6.03 106 4.55 128 21.31
HCl 117 2.16 141 10.29 98 3.52 104 2.04 123 10.36
NaH 121 8.78 181 12.40 149 3.44 145 3.65 135 12.90
H2S 122 8.81 180 12.45 147 3.80 145 3.66 147 11.60

Table 3: Comparison of the arrangements produced by the greedy colouring algorithms “Largest First”, “Connected Sequential
d.f.s.” (depth first search), “Independent Set” and “DSATUR” as implemented by the Python package NetworkX [64] with our
method Sorted Insertion. For each method, the number of collections produced, N , and the metric R̂ given by Eq. (20),
are presented. The best or joint best methods are highlighted in bold for each molecule.

erators, N , that each method produces. Out of the
methods, “Independent Set” was best at approximat-
ing the minimum clique cover – it found the cover
with the fewest cliques in all but one case. However,
the minimum clique cover does not necessarily result
in the fewest measurements, with “Independent Set”
only performing best once with respect to R̂. Over-
all, our Sorted Insertion was best at maximising
R̂, performing best or joint best in all but two cases.

5 Conclusion
We have addressed two problems related to the effi-
cient measurement of Pauli operators on a quantum
computer in the presence of finite sampling error. The
first is how to assemble a set of Paulis into collections
in which they mutually commute, and the second is
how to construct rotation circuits that enable mutu-

ally commuting Paulis to be measured simultaneously.

For the first problem, we contribute two natural
metrics, R and R̂, that justifiably measure the effec-
tiveness of an arrangement, followed by a collecting
strategy motivated by R̂ that we call Sorted Inser-
tion. For the second problem, we contribute two ro-
tation circuit constructions, CZ and CNOT. The CZ-
construction uses a maximum of ucz(k, n) = kn−k(k+
1)/2 two-qubit gates while the CNOT-construction
uses a maximum of ucnot(k, n) = O(kn/ log k).

We have applied our theoretical work to the task
of estimating energies of molecules in the context of
VQE. Comparison to other collecting methods shows
that while Sorted Insertion does not normally re-
sult in the smallest number of collections, it nearly
always results in the best value of R̂. We also find
that, for the CZ-construction, the largest number of
two-qubit gates required is typically less than the the-
oretical worst-case by a factor of about 3.5.
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A Example to demonstrate that com-
bining two collections into one never re-
duces R

Consider the example in Refs [3, 20] where we consider
measuring the energy, given by the Hamiltonian

H = −XX − Y Y + ZZ + IZ + ZI, (35)

of the state |ψ〉 = |01〉. The covariance matrix is

C =


1 1 0 0 0
1 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 . (36)

The covariance between the non-commuting operators
in the upper right and lower left blocks is not defined.
We have set them to equal zero for convenience (high-
lighted in bold).

First, we consider collecting the Paulis into

{−XX,−Y Y,ZZ}, {IZ, ZI}. (37)

For these collections of Paulis, the coefficient vectors
are

a =


−1
−1
1
0
0

 , c =


0
0
0
1
1

 . (38)

The number of measurements to achieve an accuracy
of ε is

Mg = 1
ε2

(√
aTCa +

√
cTCc

)2

= 1
ε2

(√
4 +
√

0
)2

= 4
ε2
.

(39)

Now, let us consider breaking up the first collection
into

{−XX}, {−Y Y,ZZ}. (40)

In this case, the coefficient vectors are

a =


−1
0
0
0
0

 , b =


0
−1
1
0
0

 , c =


0
0
0
1
1

 . (41)

The number of measurements required to attain an

accuracy ε is therefore

Mg = 1
ε2

(√
aTCa +

√
bTCb +

√
cTCc

)2

= 1
ε2

(√
1 +
√

1 +
√

0
)2

= 4
ε2
.

(42)

Therefore, under the optimal measurement strategy
it is not preferable to break the {−XX,−Y Y,ZZ}
collection into {−XX} and {−Y Y,ZZ}. In this spe-
cific example we have equality because for α = −β we
have 〈αa + βb, αa + βb〉 = 0.

B Derivation of R̂ formula
Claim 1. For R as defined in Eq. (10), if all vari-
ances and covariances are replaced with their expec-
tation value over uniform spherical distribution, we
obtain a new metric, R̂, given by

R̂ =

 ∑N
i=1
∑Ni

j=1 |aij |∑N
i=1

√∑Ni

j=1 a
2
ij

2

. (43)

Proof. The variance of a single Pauli operator is

Var[Pi] := 1− 〈Pi〉2 . (44)

The expectation of this variance for all Pi 6= I is

E[VarPi] = 1− E[〈Pi〉2]

= 1−
∫

[〈ψ|Pi |ψ〉]2 dψ

= 1− αn,

(45)

where αn := 1/(2n + 1), with n the number of qubits,
is independent of Pi [50, Exercise 7.3]. Trivially,
Var[I] = 0. In addition, it was shown in Ref. [20]
that

E[Cov[Pi, Pj ]] = 0, (46)

for all Pi 6= Pj . Substitution of these results yields
Eq. (43).

C Binary representation
The Pauli subset Pn on n-qubits is a collection of 4n+1

elements defined by

Pn = {ik σ1 ⊗ · · · ⊗ σn | σi ∈ {I,X, Y, Z},
k ∈ {0, 1, 2, 3}}. (47)

The binary representation, first introduced
by Calderbank, Rains, Shor, and Sloane [53], is
a representation of Pn as binary vectors. In this
representation, Paulis differing only in phase ik are
represented in the same way.
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Single-qubit Paulis are represented by 2-
dimensional binary vectors, so that

σ00 := I 7→ (0, 0),
σ01 := X 7→ (0, 1),
σ10 := Z 7→ (1, 0),
σ11 := Y 7→ (1, 1).

(48)

An n-qubit Pauli

σu1v1 ⊗ · · · ⊗ σunvn
(49)

is then represented by the 2n-dimensional binary vec-
tor

(u1, . . . , un, v1, . . . , vn)T. (50)

In this representation, two n-qubit Paulis with binary
vectors a and b commute if and only if

aTJ2nb = 0, (51)

where J2n denotes the 2n× 2n matrix

J2n :=
(

0 In
In 0

)
. (52)

Given a set S of m n-qubit Paulis, we can write
down a corresponding 2n×m binary matrix S where
each column represents a Pauli. Then, from Eq. (51),
we deduce that all Paulis in S mutually commute if
and only if

STJ2nS = 0m, (53)

which recovers Eq. (28) in the main text. We say that
the set S of Paulis is independent if the matrix S has
rank m.

We shall often find it helpful to write S in terms of
its upper half S(Z) and lower half S(X), separated by
a horizontal line for visual-aid, i.e.,

S =

S(Z)

S(X)

 . (54)

The conjugation action of quantum gates on S can
be represented as transformations to the matrix S.
For example, we document the transformations on S
that represent four common quantum gates. In the
following, addition is mod 2 and p ranges over all
columns {1, . . . ,m}.

� CZ on qubits i and j:
Sip ← Sip + Sj+n,p,
Sjp ← Sjp + Si+n,p.

� CNOT on control-qubit i and target-qubit j:
Sip ← Sip + Sjp,
Sj+n,p ← Sj+n,p + Si+n,p.

� Hadamard (H) on qubit i:
Sip ↔ Si+n,p.

� Phase (P) on qubit i:
Sip ← Sip + Si+n,p.

These rules can be directly verified by conjugating
Xi, Xj , Zi, Zj by the listed gates. They are also
reproduced in Sec. 3 of the main text.

D CZ-construction example

We walk through our CZ-construction for a specific
example. In this example, we would like to obtain
measurements simultaneously of a collection S ′start of
six four-qubit Paulis given by

P1 = Z1Z2Z3Z4,

P2 = X1X2Y3Y4,

P3 = Y1Y2X3X4,

P4 = Y2X3,

P5 = Y1X4,

P6 = X1Z2Z3Y4.

(55)

We can represent these Paulis in a matrix S′start with

S′start =



1 0 1 0 1 0
1 0 1 1 0 1
1 1 0 0 0 1
1 1 0 0 0 1
0 1 1 0 1 1
0 1 1 1 0 0
0 1 1 1 0 0
0 1 1 0 1 1


. (56)

By Gaussian elimination, we find the reduced row ech-
elon form of S′start to be

1 0 1 0 1 0
0 1 1 0 1 1
0 0 0 1 1 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


. (57)

The pivot columns are numbers 1, 2 and 4 which tells
us that P1, P2 and P4 are the three independent Paulis
from which the remaining Paulis in S ′start can be con-
structed. Therefore, we can write S′start = SstartR

−1
0 ,
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where

Sstart :=



1 0 0
1 0 1
1 1 0
1 1 0
0 1 0
0 1 1
0 1 1
0 1 0


, R−1

0 :=

1 0 1 0 1 0
0 1 1 0 1 1
0 0 0 1 1 1

 .

(58)

Note that the inverse on R−1
0 is purely notational.

Now, the lower half S
(X)
start of Sstart has column echelon

form

S
(X)
start =


1 0 0
1 1 0
1 1 0
1 0 0

 , (59)

and so the first two rows are pivot rows. In order to
give the lower half of Sstart a rank of k = 3, we there-
fore apply a Hadamard to the rows corresponding to
qubits 3 and 4 so that

S1 := Q1Sstart =



1 0 0
1 0 1
0 1 1
0 1 0
0 1 0
0 1 1
1 1 0
1 1 0


, (60)

where

Q1 :=



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0


. (61)

The lower half of S1 now has rank 3, and performing
Gaussian elimination on it, we find

S2 := Q1SstartR1 =



1 0 1
0 1 1
0 1 0
1 0 0
1 0 0
0 1 0
0 0 1
0 0 1


, (62)

where

R1 =

0 1 0
0 1 1
1 1 0

−1

=

1 0 1
1 0 0
1 1 0

 . (63)

We now extend S2 to a rank n = 4 matrix by adding
a column that corresponds to a fourth Pauli Pext. In
the main text, this is the crucial basis extension step
from S2 → S3 which might have seemed fortuitous.
In fact, the extension was systematically obtained as
follows.

To make our reasoning clearer, let us represent S2
alternatively by the matrix

P (S2) :=

Y I I Z
I Y Z I
Z Z X X

 , (64)

where each row corresponds to a Pauli operator given
by a column of S2. Looking at the form of P (S2), we
see that we can place X in the 4th qubit position of
Pext (and nowhere else) to ensure Pext is independent
of the other Paulis. Then we observe that the left
3-by-3 sub-matrix of P (S2) has X/Y on the diagonal
and I/Z everywhere else. This means we can place
I/Z in the other qubit positions of Pext depending
on whether the X in its 4th qubit position commutes
with the 4th position terms of the other Paulis.

By this prescription, we find Pext = Z1I2I3X4.
Therefore, S2 is extended to

S3 :=



1 0 1 1
0 1 1 0
0 1 0 0
1 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 1 1


, (65)

and
Q1SstartR1 = S3R

−1
2 , (66)

where

R−1
2 :=


1 0 0
0 1 0
0 0 1
0 0 0

 . (67)

Note that the inverse on R−1
2 is also purely notational.

The lower half of S3 is full-rank and so we can take
its inverse to find

R3 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 1 1


−1

=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 1 1

 (68)
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and

S3R3 =



1 0 0 1
0 1 1 0
0 1 0 0
1 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


. (69)

Finally, we apply Phase to qubits 1 and 2 so that

S4 = Q2S3R3 =



0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


, (70)

where

Q2 =



1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


. (71)

S4 is of the form of a graph state and represents
the following Paulis:

P̃1 = X1 I2 I3 Z4,

P̃2 = I1X2 Z3 I4,

P̃3 = I1 Z2X3 I4,

P̃4 = Z1 I2 I3X4.

(72)

We now have

S′start = Q−1S4R
−1, (73)

where

Q−1 := Q−1
1 Q−1

2 =



1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0


(74)

q1 S • H

q2 S • H

q3 H • H

q4 H • H

Figure 4: The rotation circuit U for the CZ-construction
walk-through example.

and

R−1 := R−1
3 R−1

2 R−1
1 R−1

0 =


0 1 1 0 1 1
0 1 1 1 0 0
1 1 0 0 0 1
1 1 0 0 0 1

 .

(75)
The rotation circuit is shown in Fig. 4. Using Q−1,

S4 and R−1, we can work out that the phases for the
six original operators are ( +1 +1 +1 −1 −1 −1 ). There-
fore, we can construct measurements of the original
Pauli strings as follows:

� P1 from product of measurements of qubits 3 and
4,

� P2 from product of measurements of qubits 1 to
4,

� P3 from product of measurements of qubits 1 and
2,

� P4 from the negative of measurement of qubit 2,

� P5 from the negative of measurement of qubit 1,

� P6 from the negative product of measurements of
qubits 1, 3 and 4.

E Proof of O(kn/ log k)
We prove the following Claim 2 via arguments of Pa-
tel, Markov, and Hayes [44]. As acknowledged in
Ref. [44], these arguments originate from the “Method
of Four Russians” [65]. Note that row operations cor-
respond to CNOT gates, as explained in detail in
Ref. [44].

Claim 2. Let M be a n× n matrix with block form(
Ik A
0 In−k

)
, (76)

where A is any k× (n−k) matrix. Then O(kn/ log k)
row operations suffice to reduce M to identity In.

Proof. Let m be a constant we later choose. Partition
A into l := (n − k)/m consecutive column-blocks Ai,
each containing m columns.
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Start at A1 and eliminate any duplicate rows using
at most k row operations. There then remain at most
2m unique rows in A1 which can be eliminated by at
most m2m−1 row operations that add rows from In−k.
A1 is now zero.

For each of A2, . . . , Al perform the same operation
as was done to A1. M then becomes(

B 0
0 In−k

)
, (77)

where B is some k×k matrix that must be invertible.
B can then be row-reduced to Ik using O(k2/ log k)
by the result of Ref. [44].

The total number N of row operations is therefore

N =
(
k +m2m−1) n− k

m
+O

(
k2

log k

)
. (78)

Choosing m = α log k, we find

N = k(n− k)
α log k + kα(n− k)

2 +O

(
k2

log k

)
, (79)

which is O(kn/ log k) provided α < 1.

F NP-hardness of maximising R̂

In this Appendix, we show that maximising R̂ is NP-
hard by a reduction argument.

LetG = (V,E) be a simple graph with vertices V :=
{1, 2, . . . , n} and edges E. Following Ref. [20, Ap-
pendix A], we then define the operator O =

∑n
i=1 Pi

on n-qubits, where Pi = ⊗nj=1P
(j)
i is a tensor product

of n single-qubit Paulis, so that

P
(j)
i :=


Z if i = j,

X if j > i and (i, j) 6∈ E,

I otherwise.

(80)

It can be easily seen [20, Appendix A] that a com-
muting collection of the Pis corresponds exactly to a
clique in G.

For an arrangement A of O into N commuting col-
lections with sizes mi ≥ 1, we consider the term ap-
pearing in the denominator of R̂, and see that

D(A) :=
N∑
i=1

√√√√mi∑
j=1
|aij |2 =

N∑
i=1

√
mi, (81)

where the second equality is because the coefficients
of Pis in O are all 1s and we do not consider splitting
these coefficients. We have

N ≤ D(A) ≤
√
n
√
N ≤

√
n N, (82)

where the second inequality follows from Cauchy-
Schwarz and

∑N
i=1mi = n.

Now, let N0 denote the minimum number of com-
muting collections corresponding to some arrange-
ment A0 and let N1 denote the number of commuting
collections in an arrangement A1 that maximises R̂.
By definition, N0 ≤ N1. Since maximising R̂ is equiv-
alent to minimising D(A), we also have

N1 ≤ D(A1) ≤ D(A0) ≤
√
n N0, (83)

using Eq. (82) for the first and third inequalities.
Hence, D(A1) is a

√
n-approximation to N0. But

N0 is also the solution to the Min-Clique-Cover
problem on G by construction. So maximising R̂
involves computing a

√
n-approximation to Min-

Clique-Cover which is NP-hard by Ref. [52, Theo-
rem 1.2].

In fact, Ref. [52, Theorem 1.2] gives the stronger
result that computing a n1−ε approximation to Min-
Clique-Cover is NP-hard for any ε > 0. This im-
plies that it is NP-hard to compute a n1/2−ε approx-
imation to D(A1) for any ε > 0. In other words, it
is NP-hard to compute a 1/n1/2−ε approximation to
the maximum R̂ for any ε > 0.
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G Full numerical results
In this Appendix, we present the full version of Table 2 in the main text.

Molecule nqubits
tPaulis

Arrangement Ratios R, R̂ Rotation Circuit 2q-size

N mi ki R min R mean R max R̂

max
theory

max
true mean

H2 2 4 2 2.00 1.50 1.09 1.93 4.60 1.76 0 0 0
H+

3 4 59 10 5.90 3.50 3.76 11.92 33.04 10.25 6 3 0.80
LiH 10 630 41 15.37 6.85 19.60 24.91 34.74 23.97 45 18 5.29
OH− 10 630 38 16.58 7.29 6.32 8.90 12.86 8.51 45 17 5.63
HF 10 630 39 16.15 6.97 6.07 8.57 12.27 8.21 45 16 5.74
H2O 12 1085 51 21.27 9.04 7.68 11.27 16.96 10.67 66 26 7.37
BH3 14 1584 66 24.00 10.36 17.21 20.93 32.13 20.05 91 26 9.56
NH3 14 3608 118 30.58 11.34 12.65 15.96 26.93 15.31 91 28 10.26
CH4 16 3887 123 31.60 13.39 16.96 21.63 29.33 20.27 120 45 16.75
O2 18 2238 67 33.40 13.48 - - - 20.23 153 44 21.57
N2 18 2950 78 37.82 13.91 - - - 22.10 153 53 20.42
CO 18 4426 128 34.58 13.48 - - - 21.31 153 50 20.23
HCl 18 4538 123 36.89 13.87 - - - 10.36 153 49 20.35
NaH 18 5850 135 43.33 14.73 - - - 12.90 153 45 21.44
H2S 20 6277 147 42.70 16.06 - - - 11.60 190 58 25.98
PH3 22 19746 304 64.95 18.77 - - - 13.05 231 67 28.02
SiH4 24 18713 304 61.56 20.98 - - - 13.94 276 77 36.03
NaF 26 16538 287 57.62 20.44 - - - 23.36 325 90 42.28
LiCl 26 17044 292 58.37 20.46 - - - 12.22 325 89 39.42
KH 26 24290 325 74.74 22.30 - - - 12.87 325 115 45.18
CO2 28 11429 216 52.91 21.02 - - - 38.47 378 104 44.51
F2O 28 20541 317 64.80 22.83 - - - 36.82 378 105 46.12
NO2 28 20549 311 66.07 22.93 - - - 40.69 378 109 46.25
Cl2 34 34334 378 90.83 28.09 - - - 26.58 561 156 73.24

NaCl 34 42826 498 86.00 28.54 - - - 20.46 561 166 74.34
SF2 36 56025 567 98.81 31.96 - - - 30.65 630 180 78.67
HBr 36 62589 602 103.97 31.88 - - - 16.03 630 154 78.98
SO2 36 75315 691 108.99 33.21 - - - 29.75 630 187 66.90
NO−3 38 61132 622 92.28 31.23 - - - 65.01 703 182 86.40
H2Se 38 69684 631 110.43 33.91 - - - 16.49 703 196 86.88

Table 4: The full set of results of the numerical simulations discussed in the main text. The molecular geometry is approximately
that of the equilibrium configuration. A number of results related to the collecting of Hamiltonian terms, how the arrangement
reduces the number of measurements required, and the number of two-qubit gates in the resulting rotation circuits are shown.
We used OpenFermion [61] and Psi4 [66] to obtain Hamiltonians in the STO-3G basis and under the symmetry conserving
Bravyi-Kitaev transformation [62, 63]. Using our collecting method, Sorted Insertion, the number of collections, N , the
average number of terms per collection, mi, and the average rank of the collections, ki are shown, for molecules with n qubits
and t Pauli operators, excluding the identity, in the Hamiltonian sum. For the smallest nine molecules, we calculated the
resulting ratio R, as given in Eq. (10), for 100 randomly selected trial states, prepared by choosing random sets of parameters
for a hardware efficient ansatz preparation circuit of depth 1. For each molecule, we show the mean, minimum and maximum
values of R obtained from the 100 runs. We also show the value of R̂, given by Eq. (20), obtained, which is close to the
mean value of R where this has been calculated. A key result of interest is the maximum number of two-qubit gates required
to obtain a measurement of all the operators in a given Hamiltonian. We show the theoretical maximum, given by the largest
value of kn − 1

2 k(k + 1) for any collection, and the true largest value for any collection. The ratio of these two numbers
is shown in Fig. 3(c). We also show the mean number of two-qubit gates required in a rotation circuit, averaged across all
collections for a given molecule.
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