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Abstract

Automated resource provisioning techniques enable the implementation of elastic services, by adapting the available
resources to the service demand. This is essential for reducing power consumption and guaranteeing QoS and SLA
fulfillment, especially for those services with strict QoS requirements in terms of latency or response time, such as web
servers with high traffic load, data stream processing, or real-time big data analytics. Elasticity is often implemented in
cloud platforms and virtualized data-centers by means of auto-scaling mechanisms. These make automated resource
provisioning decisions based on the value of specific infrastructure and/or service performance metrics. This paper
presents and evaluates a novel predictive auto-scaling mechanism based on machine learning techniques for time
series forecasting and queuing theory. The new mechanism aims to accurately predict the processing load of a
distributed server and estimate the appropriate number of resources that must be provisioned in order to optimize
the service response time and fulfill the SLA contracted by the user, while attenuating resource over-provisioning in
order to reduce energy consumption and infrastructure costs. The results show that the proposed model obtains a
better forecasting accuracy than other classical models, and makes a resource allocation closer to the optimal case.
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Introduction
Service elasticity is a common feature offered by many

cloud platforms and virtualized data-centers. This can

be defined as the ability to adapt the system to work-

load changes, by autonomously provisioning and depro-

visioning resources, so that at each point in time, the

available resources match the current service demand as

closely as possible [1]. The advantages of using service

elasticity mechanisms are twofold. On the one hand, it

provides Quality of Service (QoS) to the users, which

can be expressed using different service metrics, such as

response time, throughput (e.g., requests/s), service avail-

ability, and so on, depending on the service type. The QoS

levels agreed between the service provider and user are

defined by means of Service Level Agreements (SLAs), in

such a way that service level failures can result in cost

penalties for the service provider and a potential loss of
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clients. On the other hand, service elasticity enables power

consumption to be reduced, by avoiding resource over-

provisioning. Over-provisioning is a typical and simple

solution adopted bymany service providers to satisfy peak

demand periods and guarantee QoS during the service

lifetime. However, this results in a waste of resources that

remain idle most of the time, with the consequent super-

fluous power consumption and CO2 emissions. The use

of service elasticity mechanisms enables a reduction in

the number of resources needed to implement the service

and, along with other efficient techniques for server con-

solidation, virtual machine allocation, and virtual machine

migration, it can lead to important energy savings for the

datacenter or cloud provider [2–4].

Cloud providers often implement elasticity by using

auto-scaling techniques [5]. These make automated scal-

ing decisions based on the value of specific perfor-

mance metrics, such as hardware metrics (e.g. CPU or

memory usage) or service metrics (e.g., queue length,

service throughput, response time, etc.). Auto-scaling

mechanisms can be classified as reactive and proactive.
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Reactive mechanisms are continuously monitoring the

system, and trigger a particular scaling action when a spe-

cific condition is met (e.g., provisioning or removing a

given number of resources when a particular metric is

higher or lower than a particular threshold). The main

problem with reactive mechanisms is that the reaction

time (time elapsed from the detection of the trigger con-

dition until the resources are ready for use) can be insuffi-

cient to avoid the overloading of the system; furthermore,

these mechanisms can cause system instability due to the

continuous fluctuation of allocated resources. In contrast,

proactive (or predictive) mechanisms try to predict the

amount of resources needed during the next time period,

based on statistical or mathematical models of observed

workloads and system metrics. Although most existing

cloud platforms and providers use reactive models, there

is a great deal of research on predictive models based

on time series analysis, queuing theory, reinforcement

learning, or control theory, among other aspects [6].

Time series analysis has been widely used to implement

auto-scaling mechanisms for applications that exhibit

some kind of temporal patterns. Most of these proposals

(e.g., [7–10]) use linear statistical methods for time-series

forecasting, mainly based on Box and Jenkins [11] autore-

gressive models (e.g., AR, ARMA, ARIMA, or ARMAX)

for predicting service metrics (e.g., the server load) from

historical observations. However, as these service met-

rics can exhibit non-linear patterns, some key features

of the input data may not be properly captured by these

linear models. Some other studies [12, 13] use nonlinear

regression models based on neural networks. The main

inconvenience of these methods is the difficulty of design-

ing the network topology of the neural network so that it

is efficient, in addition to the training of algorithms, which

can be slow, and can get stuck in local minima. Regarding

the limitations of these methods, in this work we pro-

pose a novel predictive auto-scaling mechanism based on

Machine Learning (ML) techniques for time series fore-

casting, in particular, the Support Vector Machine (SVM)

regression technique [14, 15], combined with queue the-

ory for modeling the system performance. The main

advantage of the SVM regression model is that it fits well

to input data with both linear and nonlinear patterns, and

always reaches a unique global solution, with reasonable

training times.

This auto-scaling mechanism is aimed at achieving an

accurate prediction of the load of an elastic cloud ser-

vice (e.g., a web server cluster or data stream process-

ing server), as shown in Fig. 1. This figure represents

a typical elastic web server cluster, consisting on a ser-

vice front-end, acting as load balancer, and a variable

number of backend servers that process users requests.

The auto-scaling mechanisms should allow the system to

dynamically adapt to workload changes, by autonomously

provisioning and de-provisioning resources (i.e., back-

end servers), so that at each point in time, the available

resources match the current service demand as closely

as possible. More specifically, we propose the use of

SVM regression to predict the server’s processing load

(requests/s) based on historical observations, and then

we model the performance of the system using a M/M/c

queue model [16] to determine the optimal number of

resources (backend servers) that must be allocated to sat-

isfy the predicted server demand and fulfill the SLAs (e.g.,

response time), while trying to avoid excessive resource

over-provisioning, thereby reducing energy consumption

and infrastructure costs.

We have compared the proposed ML-based auto-

scaling mechanism with other classical forecasting mech-

anisms, including prediction based on last value, the mov-

ing average model, and the linear regression model. Our

results show that the SVM regression model displays bet-

ter forecasting accuracy than the classical models, and

facilitates better resource allocation, closer to the optimal

case.

The main contributions of this paper are the following:

• A novel auto-scaling method based on ML

techniques aimed at optimizing the service latency

(response time) and reducing over-provisioning of

elastic cloud services.
• A SVM regression model for predicting the server’s

processing load.
• Optimal selection of SVM regression model

parameters based on an analytical method.
• A queue-based performance model for determining

the number of resources that must be provisioned

based on the predicted load.
• An evaluation using load data from a real server.

This paper is organized as follows: Related work section

includes the related work on dynamic resource provi-

sioning mechanisms for providing service elasticity. The

ML-based forecasting techniques and the performance

model are described in Time series forecasting using

machine learning techniques section and Performance

model section. Evaluation section evaluates the accu-

racy of ML-based forecasting methods and the result-

ing resource allocation decisions. Finally, Conclusion and

Future Work section summarizes the main conclusions of

the paper.

Related work
There are many different proposals and implementations

of techniques for dynamic resource provisioning for pro-

viding service elasticity to different kind of distributed

services, such as web servers [7–9, 17, 18], comput-

ing clusters and grids [19–23], big-data clusters [24–26],

and so on, which are based on different auto-scaling

mechanisms. Besides the time series forecasting methods
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Fig. 1 Elastic cloud service. This figure represents a typical elastic web server cluster, consisting on a service front-end, acting as load balancer, and a
variable number of backend servers that process users requests. The cloud auto-scaling mechanisms allow to dynamically adapt the system to
workload changes, by autonomously provisioning and deprovisioning resources (i.e., back-end servers), so that at each point in time, the available
resources match the current service demand as closely as possible

mentioned above, there are many other proposals and

realizations of auto-scaling strategies based on many dif-

ferent mechanisms, such as threshold-based policies, con-

trol theory, reinforcement learning, or queuing theory,

among others.

Threshold-based mechanisms are reactive auto-scaling

algorithms implemented by various cloud providers and

platforms (e.g. Amazon EC2, RightScale, andOpenNebula

[27]) that enable users to define scaling-up and scaling-

down policies or rules based on different metrics. These

rules are defined in terms of specific upper and/or lower

thresholds for the selected metric, so that if the metric

is over (or under) the established threshold for a given

time interval, it triggers a scaling action by adding (or

removing) a given amount of resources from the infras-

tructure. Some research works have proposed certain

improvements to the basic threshold-based mechanisms,

for example Hasan et al. [28] propose the use of auto-

scaling policies based on four threshold values, allowing

finer autoscaling decisions than if only two thresholds

are used; Chieu et al. [29] suggest an extension of the

RightScale method based on the number of active ses-

sions, so that to trigger the provisioning of a new instance,

the number of active sessions in all instances must exceed

a certain threshold.

There are several auto-scaling mechanism proposals

based on the concepts of control theory. They usually

implement a controller that is responsible for maintain-

ing the output of the system (e.g., the throughput or the

latency of the system) at a specific level, by adjusting the

control input (e.g., the number of allocated resources).

Most control-based systems are reactive mechanisms,

for example Lim et al. [30] propose extending the

cloud platform with an external feedback controller that

enable users to automate the resource provisioning, and

introduce the concept of proportional thresholding, a

new control policy that takes into account the coarse-

grained actuators provided by resource providers; and

Padala et al. [31] also use a feedback control system to

dynamically allocate resources to applications running

on virtualized infrastructure. This is based on a MIMO

(multi-input, multi-output) resource controller that deter-

mines appropriate allocations of multiple resources to

achieve application-level SLOs. However, there are also

some proposals related to proactive control-based auto-

scaling mechanisms; for example, Roy et al. [9] propose

a predictive solution based on a look-ahead optimiza-

tion controller. This iteratively solves an optimization

problem over a predefined horizon, taking into account

current and future constraints, by combining the control-

based solution with a time series mechanism, based

on autoregressive moving average forecasting, to pre-

dict the workload of the application. A major draw-

back of control theory approaches is the difficulty of

selecting the correct gain parameters for the model,

as these may cause system instability if they are not

adequate.

There are also several auto-scaling mechanisms based

on Reinforcement Learning (RL) techniques, a type of

automatic decision-making approach. The main compo-

nent of RL systems is a decision-making agent that learns

from experience, and decides on the best action to execute

(e.g., adding or removing resources) to obtain a maximum

reward (e.g., to maximize application throughput, or min-

imize response time). According to Dutreilh et al. [32], RL

approaches are well-suited to autonomic resource alloca-

tion in clouds as they do not require the a priori knowl-

edge of the application performance model, but rather

learn it as the application run. However, they have to face

several problems such as: having good policies in the early

phases of learning, time for the learning to converge to

an optimal policy, and coping with changes in the appli-

cation performance behavior over time. These authors

propose to deal with these problems using appropriate
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initialization for the early stages of learning, convergence

speedup techniques to reduce the error and improve

learning time, and performance model change detection.

Other studies have also addressed these problems, for

example, Tesauro et al. [33] propose a hybrid approach

than combines the strengths of both RL and queuingmod-

els, in which RL trains offline on data collected while a

queuing model policy controls the system, in order to

avoid suffering potentially poor performance in live online

training; and Barrett et al. [34] use a RL algorithm known

as Q-learning to implement optimal scaling policies in

cloud environments, and propose a parallel version of the

Q-learning algorithm to reduce the execution time.

Queueing theory can also be used to implement

autoscaling mechanisms, by using a queue model of the

system andmaking decisions based on different optimiza-

tion parameters, such as average queue length, average

queue time, or average response time. For example, Salah

et al. [35] propose a Markov chain analytical model,

based on a finite queueing system, to provide elastic-

ity for cloud-hosted applications; and Kaur and Chana

[36] propose a QoS-aware resource elasticity framework,

modeled as a closed-form queuing network model, which

implements a proactive technique for estimating the elas-

ticity level of machines required at each tier of the

application.

Queuing theory has also been combined with other

techniques, such as time-series prediction [7, 8], to

improve the quality of auto-scaling mechanisms. This

combined approach has also been utilized in this work:

we first use an efficient time series model, based on SVM

regression, to predict the load of a distributed server,

and, based on these predictions, we propose a queue

performance model to make a near-optimal resource

provision for the server. This auto-scaling approach is

well-suited to applications that exhibit either linear or

non-linear temporal patterns, it is easy to implement as

it does not require the development of complex con-

trollers or decision making agents, and it requires a

reasonably short execution time to make auto-scaling

decisions.

Time series forecasting usingmachine learning

techniques
The auto-scaling method proposed in this work is based

on forecasting the load of a distributed server, so that

we can estimate the optimal number of resources that

must be allocated to satisfy the predicted demand in order

to optimize the service response time and reduce over-

provisioning. The forecasting method uses time series

modeling, i.e., based on past observations of the server

load we develop an appropriate model to describe the

structure of the series, and we use this model to predict

future values.

Time-series analysis is a broad discipline that has been

applied to many different fields, such as business, eco-

nomics, finance, science, and engineering. There aremany

different methods for time-series modeling and forecast-

ing, although some of the most popular are the statistical

methods developed by Box and Jenkins [11], such as the

ARMA and ARIMAmodels. The main advantage of these

models is their flexibility and simplicity when represent-

ing several varieties of time series, as these characteristics

make them quick and easy to use. They do, however,

present an important limitation due to their linear behav-

ior; this makes them inadequate in many practical situ-

ations. More recently, different methods for time series

forecasting based on ML techniques have been proposed

[37, 38], including Artificial Neural Networks (ANNs)

[39, 40] and Support Vector Machine (SVM) methods

[41, 42], which have inherent nonlinear-modeling capa-

bilities. ANN methods are inspired by biological systems,

and try to learn from experience to provide generalized

results based on their knowledge; ANNs are data-driven

and self-adaptive methods that do not make a priori

assumptions about the models or data distributions. The

main drawback of ANN methods is that they can suffer

from multiple local minima, and do not provide a unique

global solution. In contrast, SVMs are nonlinear and used

for classification, regression, and time-series prediction

based on the structural risk minimization principle. SVMs

map the input data into a high-dimensional space using

nonlinear mapping, and then perform a linear regression

of this space. The main advantage of SVM is that the solu-

tion obtained is always unique and globally optimal. In this

work we use the SVMmethod for time series forecasting.

Time series training data

A time series is a set of time dependent observations of

one or more variables of a system. For example, for a dis-

tributed service, such as a web server cluster or a data

stream processing server, we take the values of the hourly

average system load (measured in requests/s) for N time

periods, resulting in a time series s = {s1, s1, . . . , sN },

si ∈ R,∀i ∈ {1,N}. The goal of the forecasting method

is to predict the value of this variable for the subsequent

time periods, i.e., sN+1, sN+2, . . . ; this is known as the

forecasting horizon.

Before applying the SVM technique for time series

forecasting, the observed data must be modeled as

input/output pairs, called training sets, by splitting

the time series into windows of lagged variables of

size T, i.e., for each training input window xm =

{sm−T−1, . . . , sm−2, sm−1}, the corresponding training out-

put is ym = sm.

The time series training set is therefore defined byM =

N − T − 1 input/output pairs (xm, ym)m=1...M, which can

also be expressed in matrix form, as follows:
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• The [M × T] input training matrix:

X =

⎡

⎢

⎢

⎢

⎣

sN−1 sN−2 . . . sN−T−1

sN−2 sN−3 . . . sN−T−2

...
...

. . .
...

sT sT−1 . . . s1

⎤

⎥

⎥

⎥

⎦

• The [M × 1] output training vector:

Y =

⎡

⎢

⎢

⎢

⎣

sN
sN−1

...

sT+1

⎤

⎥

⎥

⎥

⎦

The support vector regression model

A detailed description of SVM theory and its applica-

tions [41, 43–46] is beyond the scope of this paper, so this

section highlights the main elements of the SVM model

for time series forecasting used in this work, which is

based on the sequential minimal optimization algorithm

for SVM regression [14, 15].

SVM is a machine learning technique that learns from

nonlinear input training data using a linear learner. For

this purpose, the SVM regressionmaps the input data into

a high-dimensional feature space via nonlinear mapping

using a kernel function. Then, a linear regression model

is used to regress in the new feature space. In the case

of time series forecasting, where we have a training set

of M input/output pairs (xm, ym)m=1...M, the SVM regres-

sion can approximate the value of the time series at time t,

using the following function:

ŷt = b +

M
∑

m=1

wm × K (xt , xm) (1)

where b is a constant (bias term);wm are the weight factors

(W = {w1,w2, . . . ,wM}is the weight vector); xt is the time

series data window at time t; and K is the kernel function.

The goal of the SVM algorithm is to find the optimal

weight vector,W, that minimizes the regularized risk, Rreg ,

defined as follows:

Rreg =
1

2

M
∑

m=1

w2
m + C

M
∑

m=1

Lǫ(ym, ŷm) (2)

The first term of the risk function enforces flatness in

the feature space, by penalizing themodel complexity. The

second term is the Vapnik ǫ-insensitive loss function [46],

which measures the empirical error between the model

estimation (ŷm) and the real data (ym), penalizing those

errors larger than ±ǫ, and is defined as follows:

Lǫ

(

ym, ŷm
)

=

{

|ym − ŷm| − ǫ if|ym − ŷm| > ǫ

0, otherwise
(3)

Constant C in Eq. 2 (with C > 0) modulates the

trade-off between the model flatness and the amount of

tolerated deviations larger than ǫ. The optimal values of

both ǫ and C are data dependent, and have to be chosen

by the user. However, there are some analytical methods

that can help to select these parameters [47].

To cope with errors larger than ǫ, the slack variables,

ξ and ξ∗ can be introduced into the model. These repre-

sent the functional distance of two possible, but mutually

exclusive samples. So, the expression of regularized risk

to be minimized in Eq. 2 can therefore be reformulated as

follows:

Rreg =
1

2

M
∑

m=1

w2
m + C

M
∑

m=1

(ξm + ξ∗
m)

subject to

⎧

⎨

⎩

ym − ŷm − b ≤ ǫ + ξ∗
m

ŷm + b − ym ≤ ǫ + ξm
ξm, ξ

∗
m ≥ 0

(4)

The minimization of Eq. 4 is a standard problem of

minimization with constraints, which can be solved by

applying Lagrangian theory. Then, the weight vector, W,

can be obtained from Lagrange multipliers, αm and α∗
m,

which are associated with a specific training point:

wm = αm − α∗
m,∀m ∈ {1,M}

subject to

{
∑M

m=1(αm − α∗
m) = 0

αm,α
∗
m ∈[ 0,C]

(5)

Based on the Karush-Kuhn-Tucker conditions [44], only

a reduced number of coefficients αm and α∗
m will be

non-zero, and the training points associated with these

parameters refer to the model support vectors.

Kernel functions

The kernel function [15, 48] transforms the nonlinear

input space into a high-dimensional feature space. In

this space, the problem can be solved as a linear prob-

lem. Some of the most common kernel functions are the

following:

• Polynomial kernel. One of the most common

polynomial kernels is:

K
(

x, x′
)

=
(

x · x′ + 1
)p

(6)

where x · x′ is the dot product of feature vectors x
and x′, and p ∈ N is the exponent of the kernel,

chosen by the user.
• Normalized polynomial kernel. The normalized

polynomial kernel is a variant of the polynomial

kernel, which can defined as:

K
(

x, x′
)

=

(

x · x′ + 1
)p

||x||||x′||
(7)

where ||x|| and ||x′|| are the Euclidean norms of

vectors x and x′, respectively.
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• RBF kernel. The radial basis function (RBF) or

Gaussian kernel is defined as:

K
(

x, x′
)

= e−γ ||x−x′||2 (8)

where ||x − x′||2 represent the Euclidean distance

between feature vectors x and x′, and γ ∈ R is a

user-defined parameter.

In the literature we can find many other kernel func-

tions, such as the Fourier kernel [46], the Pearson VII

function-based kernel (PUK) [49], and the multilayer per-

ceptron kernel [50], among others. However, in this work

we will use the above-defined basic kernels.

Forecast accuracy measures

Different error measures can be used to evaluate the accu-

racy of the forecasting models. Some of the most common

error measures are the following:

• Mean Absolute Error (MAE):

MAE =
1

n

n
∑

i=1

|yi − ŷi| (9)

• Mean Squared Error (MSE):

MSE =
1

n

n
∑

i=1

(

yi − ŷi
)2

(10)

• Root Mean Squared Error (RMSE):

RMSE =

√

√

√

√

1

n

n
∑

i=1

(

yi − ŷi
)2

(11)

If the previous accuracy measures are applied to the

training data set of the time series, they provide an esti-

mation of how the forecasting model fits these historical

data, i.e., they measure the expected or estimated predic-

tion error of the forecasting model. On the other hand,

if we apply these accuracy measures to the forecast data

within the forecasting horizon, assuming we know the real

values of the time series for this period, we obtain the real

prediction error made by the forecasting model.

Performancemodel
The time series forecasting method described in the pre-

vious section enables load predictions to be made for

an elastic cloud service based on historical observations.

The next challenge to address is the development of an

accurate performance model, based on these predictions,

to decide the optimal number of resources (i.e., backend

servers) that must be allocated to the system, in order

to fulfill the SLAs contracted with the users. The system

performance model proposed in this work is based on

queuing theory.

We assume that the server, as shown in Fig. 1, has a sin-

gle front-end entry point for all the users, and the various

client requests are distributed to different parallel backend

servers using a load balancer. This distributed server can

be modeled as a M/M/c queue [16], as shown in Fig. 2.

The M/M/c queue model is based on the following

parameters:

• c is the number of parallel servers in the system.
• λ is the arrival rate, i.e., the average number of

requests that reach the system per time unit, modeled

as a Poisson distribution.
• μ is the service rate, i.e., the average number of

requests that a server can process per time unit.

And the following performance measures:

• ρ is the system utilization factor, which is defined as

follows:

ρ =
λ

cμ
(12)

• Wq is the average queue time, i.e., the time a user

request is waiting in the system queue before being

processed, which can be computed as:

Wq =
ccρc+1P0

λc! (1 − ρ)2
(13)

Fig. 2M/M/c queue model for the distributed server.This is a graphical representation of a M/M/c queue model, with c parallel servers (c > 1), each
serving user requests. All requests reaching the system join a single queue, and they are served in their order of arrival. λ is the arrival rate, i.e., the
average number of requests that reach the system per time unit, modeled as a Poisson distribution. μ is the service rate, i.e., the average number of
requests that a server can process per time unit
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where P0 is the probability of the system being idle

(i.e., no requests in the queue), which can be

computed as:

P0 =

(

ccρc

c! (1 − ρ)
+

c−1
∑

n=1

(cρ)n

n!

)−1

(14)

• W is the average response time, i.e., the time a user

must wait for his request to be processed, which can

be computed as:

W = Wq +
1

μ
(15)

For the system to be stable, ρ must be less than 1. So,

the goal of the performance model is to find, for each time

period, the minimum number of servers (c) that maintain

system stability (ρ < 1) while satisfying the response time

(W ) contracted by the user in the SLA.

In this study, we have considered an auto-scaling period

of one hour, i.e., the auto-scaling system predicts the aver-

age server load for the following hour, and then, based

on this prediction and using the M/M/c queuing model,

it adjusts the number of resources assigned to the server

for this time period. We have chosen this auto-scaling

period (one hour) for two main reasons: firstly, the con-

tinuous fluctuation of allocated resources can cause sys-

tem instability, similarly to reactive auto-scaling models;

and secondly, many infrastructure providers (e.g. cloud

providers) use a minimum charging period of one hour,

so if we allocate new resources to the system, it makes no

sense to withdraw them within the next one-hour period.

However, the proposed auto-scaling mechanisms could

work with different auto-scaling periods, according to the

system requirements.

Evaluation
In this section, we first present the parameters and results

of the SVM-based forecasting model for predicting the

load of an elastic cloud service based on historical load

observations (input training data set). Then, using these

predictions and theM/M/c queue performance model, we

show the estimated resource allocation results (i.e., the

number of backend servers) for the distributed server. To

prove the accuracy of the forecasting models we use a test

data set, which allows us to compare the predicted server

loads and estimated allocation results with the real server

loads and optimal resource allocations for this test inter-

val. In this work we compare the proposed SVM-based

forecasting methods with some basic forecasting methods

(namely, based on last-value, moving average, and linear

regression), but not against other auto-scaling approaches

proposed in the literature. This comparison is not fea-

sible in most cases, because most of the proposals lack

sufficient information to reproduce the proposed auto-

scaling method and its results, such as the parameters of

the input model, the workloads used to feed the model or

even a detailed description of the model itself. In addition,

because different auto-scaling methods use very differ-

ent metrics and objective functions, it may not always be

possible to compare them.

The input data chosen to train the forecasting model

and evaluate our proposal were obtained from real web

service logs from the Complutense University of Madrid.

These data were gathered over a four-week period on an

hourly basis. To emulate a server with high data traffic

load, the data collected have been extrapolated one order

of magnitude. These input training data, summarized in

Fig. 3, represent the hourly average load (expressed in

requests per second) of the server.

Parameter selection for the SVM forecasting model

The basic parameters of a time-series forecasting model

(see “Time series training data” section) are: the size of

the training data (N), the lag period (T), and the forecast-

ing horizon. The training data set must be large enough

to capture the time series behavior, so in this work we

have collected data from a 4-week period, i.e., N = 672

hours. To choose an appropriate lag period, we analyzed

the seasonal patterns of the time series, by measuring the

autocorrelation of the input training data, shown in Fig. 4.

As we can see, the input data exhibit a clear autocorrela-

tion for a lag interval of 24 h. For this reason, the chosen

lag period was T = 24 hours. Finally, the forecasting hori-

zon chosen in our model was one hour, i.e., based on the

last N observations, the forecasting model predicts the

value of the time series for the next hourly period. We

chose this horizon because, in general, the accuracy of the

prediction worsens as the forecasting horizon increases,

so it is more accurate to apply the forecasting model and

make a new prediction each hour. Furthermore, in this

work, we obtained these hourly predictions for a test inter-

val of 24 h. For this test interval, the real values of the time

series were known, so we were able to compare the pre-

dicted values with the real values, allowing us to validate

the forecasting model.

Besides these basic parameters, the SVM regres-

sion model presented in The support vector regression

model section uses some additional configuration param-

eters that must be adjusted by the user. In particular,

the C parameter of the regularized risk in Eq. 2, the

ǫ parameter of Vapnik loss function (Eq. 3), and the γ

parameter of the RBF kernel function (Eq. 8) must be opti-

mally selected to obtain good estimation accuracy. In the

literature there are many different approaches for select-

ing these parameters [47, 51–53]. In this work we have

used the analytical methods proposed by Cherkassky and

Ma [47].
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Fig. 3 Summary of input training data. This graph displays the input data used for the training of the SVM-based forecasting model presented in this
work. This data were obtained from real web service logs from the Complutense University of Madrid and were gathered over a four-week period
on an hourly basis. To emulate a server with high data traffic load, the data collected have been extrapolated one order of magnitude. These input
training data represent the hourly average load (expressed in requests per second) of the server for a 4-week period (i.e., N = 672 hours)

The value of the regularization parameter, C, can be

related to the range of response values in the training data.

Therefore, according to [47], it can be chosen as follows:

C = max
(

|ȳ + 3σy|, |ȳ − 3σy|
)

(16)

where ȳ and σy are the mean and standard deviation of the

y values of training data.

On the other hand, the ǫ parameter should be propor-

tional to the input noise level and should also depend on

the number of training samples. According to [47], it can

be chosen as follows:

ǫ = 3σ

√

ln n

n
(17)

where n is the number of samples in the training input

data, and σ is the estimated noise variance observed

from the training data, which can be obtained by fitting

the input data using a low-bias model, such as a linear

Fig. 4 Autocorrelation analysis of input training data. To choose an appropriate lag period, we analyzed the seasonal patterns of the time series, by
measuring the autocorrelation of the input training data for different lag values, as shown in this figure. This was achieved using the Excel
autocorrelaction function (rk , where k is the lag interval), which is computed, as rk = sk/s0 , where sk is the autocovariance function at lag k, and s0 is
the variance of the time series. As we can see in this figure, the input data exhibit a clear autocorrelation for a lag interval of 24 h. For this reason, the
chosen lag period was T = 24 hours
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estimator. In our case, we used a first order linear regres-

sion model to estimate the y values of the training data, so

the estimated noise variance can be computed as follows:

σ 2 =
1

n − 1

n
∑

i=1

(

yi − ŷi
)2

(18)

Finally, the γ parameter of RBF kernel function should

be selected to reflect the range of the input training data,

and can be chosen as follows:

γ ∼ [0.1 − 0.5] × range(x) (19)

where range(x) = max(x) − min(x) for the input training

data.

Using the input data shown in Fig. 3, and applying

the previous formulation for the SVM regression model

parameters, we obtained the values displayed in Table 1.

Forecasting results

The prediction models presented in this work forecast the

average hourly load of a distributed server for a 24 h test

interval, based on the historical data shown in Fig. 3, using

the parameters specified in the previous section.

The experimental environment used in this work to run

the SVM regression models is based on the WEKA tool

[54] fromWaikato University, with the time series analysis

package.

The results of this section are intended to prove that

the SVM regression model outperforms other simpler

forecasting methods. For this reason, we compared the

behavior of the SVM-based models with the following

three simple forecasting methods:

• Forecasting model #1 (based on the last value). The

estimated value of the server load in the current time

interval is equal to the value in the previous time

interval, i.e., ŷ(t) = y(t − 1).
• Forecasting model #2 (based on a simple moving

average). The estimated value of the server load in

the current time interval was computed as the

moving average (MA ) of order three (i.e., anMA(p)

model, with p = 3).
• Forecasting model #3 (based on linear regression).

The estimated value of the server load in the current

time interval was computed using an autoregressive

Table 1 Selected values for the SVM parameters

Parameter Value

C 1.9

ǫ 0.027

γ [ 0.2 − 1.0]

(AR ) model with a lag period of 24 h (i.e., an AR(p)

model, with p = 24)

In addition to these basic methods, we also evaluated

the SVM-based forecasting models using three different

kernel functions:

• Forecasting model #4 (SVM with a polynomial

kernel). This is based on SVM regression with a

polynomial kernel (see Eq. 6) of order p = 1. We

empirically tested higher order polynomials kernels,

but they offered no better results than order p = 1,

and took more time to execute.
• Forecasting model #5 (SVM with a normalized

polynomial kernel). This is based on SVM regression

with a normalized polynomial kernel (see Eq. 7) of

order p = 2. As in the previous case, polynomials

kernels of higher orders did not outperform order

p = 2, and took more time to execute.
• Forecasting models #6 to #8 (SVM with a RBF

kernel). This is based on SVM regression with a RBF

kernel (see Eq. 8). According to Table 1, the optimal

values for the γ parameter are between 0.2 and 1.0, so

we executed the forecasting algorithm using three

different values of this parameter: low value

(γ = 0.2), medium value (γ = 0.6), high value

(γ = 1.0), corresponding to forecasting models #6,

#7, and #8, respectively.

A summary of all the forecasting methods used in this

work is shown in Table 2.

Figure 5 shows the prediction results for the 24 h test

interval using the various forecasting methods compared

to the real values of the average server load for the same

hours. The error bars of the different graphs represent the

expected error of the model computed as the RMSE of the

training data for each time interval.

Figure 6 shows the accuracy of the different forecasting

models for the 24 h test interval, where the MAE, MSE,

and RMSE values represent the real prediction error of

each forecasting model for this period.

Table 2 Summary of different forecasting models

Forecasting ModelMethod Parameters

#1 Last Value

#2 Moving Average MA(3)

#3 Linear Regression AR(24)

#4 SVM - Polynomial Kernel C = 1.9, ǫ = 0.027, p = 1

#5 SVM - Normal. Polyn. Kernel C = 1.9, ǫ = 0.027, p = 2

#6 SVM - RBF Kernel C = 1.9, ǫ=0.027, γ = 0.2

#7 SVM - RBF Kernel C = 1.9, ǫ=0.027, γ = 0.6

#8 SVM - RBF Kernel C = 1.9, ǫ=0.027, γ = 1.0
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Fig. 5 Predicted server loads obtained with different forecasting models (#1 to #8). This figure shows the prediction results for the 24 h test interval
using the various forecasting models (#1 to #8) compared to the real values of the average server load for the same hours. The bar errors of the
different graphs represent the expected error (RMSE) of the model. This is computed as the error between the estimated data obtained by the
forecasting model for the training period and the real training data of the time series

As we can see, SVM-based forecasting (models #4 to

#8) is more accurate than the three basic methods (mod-

els #1 to #3), as prediction errors (MAE, MSE, and RMSE)

are lower in all cases. In addition, if we compare the

SVM-based methods, the RBF kernel with γ = 0.2 and

γ = 1.0 (models #6 and #8) obtains better results than the

polynomial kernels.

Resource allocation results

Once the server load predictions had been obtained,

based on the different forecasting models, we were

able to apply the M/M/c queue performance model

presented in Performance model section to obtain

the number of resources (i.e., number of backend

servers) that must be provisioned in order to satisfy
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Fig. 6 Accuracy of different forecasting models (real prediction error for the forecasting period) This figure shows the accuracy of the different
forecasting models for the 24 h test interval (forecasting horizon), where the MAE, MSE, and RMSE values represent the real prediction error of each
forecasting model for this period. They are computed as the error between the data obtained by the forecasting model and the real data of the time
series for the forecasting horizon

the expected load and fulfill the SLA contracted by

the user, expressed in terms of maximum response

time.

In addition, as we know the real hourly load of the

server for the 24 h test interval, we were able to compare

the optimal number of resources that should be provi-

sioned based on the real load, called optimal allocation,

with the estimated resource allocation based on the fore-

casted loads, called estimated allocation. We were there-

fore able to determine, for each forecasting model and

each hourly period, whether the server was being over-

provisioned (where estimated allocation > optimal allo-

cation), under-provisioned (where estimated allocation

< optimal allocation)), or correctly provisioned (where

estimated allocation = optimal allocation).

To apply the M/M/c model, we first defined the param-

eters to be used in the model, summarized in Table 3:

• The arrival rate (λ) is the average load of the server

(expressed in requests/s) each hour. We considered

the predicted load obtained for each one of the

Table 3 M/M/c queueing model parameters

Param. Meaning Value

λ Arrival rate Real or forecast server load (requests/s)

μ Service rate 200 requests/s

ρ System utilization < 1

W Average response time ≤ 7.5 ms

Wq Average queue time ≤ 2.5 ms

forecasting models for the 24 h test interval, as well as

the real load of the server for the same period.
• The service rate (μ) is the number of requests that

each backend server can process per time unit. In this

work, we assumed a value of μ = 200 requests/s for

each backend server. This is a typical throughput

value of a mid-range server (e.g., an Amazon EC2

medium instance) serving dynamic content requests

(e.g., PHP) [55, 56].
• The system utilization factor (ρ) must be less than 1

to guarantee system stability. The number of

provisioned resources must be sufficient to guarantee

this condition.
• The average queue time (Wq) and the average

response time (W = 1/μ + Wq), which are limited

by the SLA contracted by the user. In this work, we

assumed that the user SLA established a limit value

forWq that could not exceed 50% of the minimum

response time, i.e.,Wq ≤ 0.5 × 1/μ = 2.5ms. Hence,

the maximum response time (W ) imposed by the

SLA was 7.5 ms.

Next, using the real and forecast server load values

obtained by the different forecasting models as input (i.e.

real and forecast λ values), we applied the M/M/c queu-

ing model to determine the number of resources (backend

servers) that must be provisioned, in order to guarantee

system stability (ρ < 1) and fulfill the maximum response

time imposed by the SLA (W ≤ 7.5 ms).

To measure the goodness of the different forecasting

models, we will use three different metrics: i) the number
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of provisioned resources; ii) the number of SLA vio-

lations; and iii) the number of unserved requests. We

considered that the SLA of a request is violated when its

response time is W > 7.5 ms. In addition, we also estab-

lished a maximum limit (time-out) of 1 s for serving a

request, so that if the response time exceeds this limit,

the request is considered as unserved. Form the point of

view of the user, the optimal resource allocation is the

one that minimize the number of resources, and hence

the cost of the infrastructure, while also minimize the

number of SLA violations, and the number of unserved

request. When the number of provisioned resources is

too low (under-provisioning) the cost of the infrastructure

decreases, but the number of SLA violations and unserved

requests increases. On the other hand, if the number

of provisioned resources is too high (over-provisioning),

the number of SLA violations and unserved requests

would be negligible, but the cost of the infrastructure

shoots up.

Table 4 shows the hourly results of the provisioning for

the 24 h test interval. The Optimal column shows the

optimal allocation results based on the real load of the

server. Columns "#1" to "#8" show the estimated allo-

cation results computed from the predicted server loads

(i.e., the central load values displayed in Fig. 5 for the

forecasting models #1 to #8, respectively). For these eight

columns, this table also relates whether the system is being

over-provisioned (↑), under-provisioned (↓), or correctly

provisioned (=).

Regarding the number of provisioned resources in

Table 4, we can see that, in most cases, the esti-

mated allocation value based on SVM forecasting

models (columns #4 to #8) is closer to the opti-

mal value than the simple forecasting models (columns

#1 to #3). This fact is most evident in Fig. 7,

which shows the total number of over-provisioned

and under-provisioned resources over the 24 h test

interval.

If we look at the total number of over-provisioned

resources, we can see that the SVM-based models (#4 to

#8) outperform the simple forecasting methods (#1 to #3);

forecasting model #6 (SVM - RBF Kernel, λ = 0.2) is

Table 4 Allocation 1: Optimal resource allocation (based on real load) vs. estimated resource allocation (based on predicted loads,
forecasting models #1 to #8)

Time Optimal #1 #2 #3 #4 #5 #6 #7 #8

00:00 37 38(↑) 42(↑) 40(↑) 39(↑) 37(=) 36(↓) 36(↓) 38(↑)

01:00 36 37(↑) 40(↑) 41(↑) 39(↑) 38(↑) 34(↓) 36(=) 35(↓)

02:00 29 36(↑) 37(↑) 37(↑) 34(↑) 36(↑) 35(↑) 33(↑) 34(↑)

03:00 38 29(↓) 34(↓) 37(↓) 36(↓) 37(↓) 37(↓) 40(↑) 39(↑)

04:00 44 38(↓) 34(↓) 41(↓) 42(↓) 41(↓) 42(↓) 43(↓) 42(↓)

05:00 35 44(↑) 37(↑) 44(↑) 44(↑) 44(↑) 41(↑) 42(↑) 43(↑)

06:00 49 35(↓) 40(↓) 41(↓) 39(↓) 41(↓) 40(↓) 42(↓) 42(↓)

07:00 46 49(↑) 42(↓) 49(↑) 48(↑) 51(↑) 49(↑) 48(↑) 48(↑)

08:00 58 46(↓) 43(↓) 49(↓) 48(↓) 51(↓) 49(↓) 47(↓) 50(↓)

09:00 64 58(↓) 51(↓) 62(↓) 62(↓) 62(↓) 65(↑) 66(↑) 66(↑)

10:00 71 64(↓) 56(↓) 67(↓) 65(↓) 67(↓) 67(↓) 65(↓) 66(↓)

11:00 61 71(↑) 65(↑) 71(↑) 71(↑) 69(↑) 69(↑) 69(↑) 70(↑)

12:00 67 61(↓) 66(↓) 64(↓) 64(↓) 62(↓) 61(↓) 63(↓) 63(↓)

13:00 73 67(↓) 66(↓) 63(↓) 61(↓) 64(↓) 65(↓) 67(↓) 66(↓)

14:00 61 73(↑) 67(↑) 66(↑) 65(↑) 64(↑) 67(↑) 67(↑) 67(↑)

15:00 61 61(=) 67(↑) 66(↑) 65(↑) 62(↑) 63(↑) 66(↑) 64(↑)

16:00 63 61(↓) 65(↑) 65(↑) 64(↑) 60(↓) 58(↓) 55(↓) 57(↓)

17:00 43 63(↑) 62(↑) 60(↑) 59(↑) 57(↑) 58(↑) 57(↑) 56(↑)

18:00 56 43(↓) 56(=) 53(↓) 50(↓) 50(↓) 50(↓) 51(↓) 51(↓)

19:00 51 56(↑) 54(↑) 52(↑) 52(↑) 52(↑) 49(↓) 45(↓) 46(↓)

20:00 52 51(↓) 50(↓) 43(↓) 42(↓) 47(↓) 44(↓) 44(↓) 45(↓)

21:00 43 52(↑) 53(↑) 48(↑) 46(↑) 49(↑) 46(↑) 49(↑) 49(↑)

22:00 42 43(↑) 48(↑) 46(↑) 45(↑) 46(↑) 40(↓) 42(=) 42(=)

23:00 41 42(↑) 45(↑) 32(↓) 32(↓) 38(↓) 38(↓) 39(↓) 41(=)
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Fig. 7 Over- and under-provisioning of resources using different forecasting models, based on the resource allocation of Table 4 This figure shows
the total number of over-provisioned and under-provisioned resources over the 24 h test interval for the different forecasting models (#1 to #8),
based on the resource allocation of Table 4. This is computed as the difference between the number of resources that should be provisioned
according to the predicted load of the different forecasting models, and the optimal number of resources that should be provisioned according to
the real load of the server for the 24 h test interval

the best case. If we look at the total number of under-

provisioned resources, the best forecasting methods are,

once again, the SVM-based forecasting models #5 (SVM

- Normal. Polynomial Kernel) and #8 (SVM - RBF Kernel,

λ = 1.0).

Figures 8 and 9 show, respectively, the percentage of

SLA violations and unserved requests on each hourly

period for forecasting models #3, #5, and #8 (in order

to avoid a mesh of points in the graph, we have chosen

these three cases in representation of the basicmodels, the

polynomial SVM-based models, and the RBF SVM-based

models, respectively). In addition, Table 5 shows the total

number of SLA violations and unserved requests over the

24 h test interval, expressed as a percentage with respect

the total number of requests.

Regarding the SLA violations results, we can see that

all the forecasting models produce a high number of SLA

violations: between 40% and 50% of the total number of

requests, as shown in Table 5. This is because all the fore-

casting models cause under-provisioning of resources in

several hourly periods (about half of the periods in most

cases). This under-provisioning results in a high num-

ber of SLA violations, which can reach, in some cases,

almost the 100% of requests, as shown in Fig. 8. If we

Fig. 8 Percentage of SLA violations for forecasting models #3, #5, and #8, based on the resource allocation of Table 4 This figure shows the
percentage of SLA violations on each hourly period for forecasting models #3, #5, and #8 (in order to avoid a mesh of points in the graph, we have
chosen these three cases in representation of the basic models, the polynomial SVM-based models, and the RBF SVM-based models, respectively)
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Fig. 9 Percentage of unserved requests for forecasting models #3, #5, and #8, based on the resource allocation of Table 4 This figure shows the
percentage of unserved requests on each hourly period for forecastingmodels #3, #5, and #8 (in order to avoid amesh of points in the graph, we have
chosen these three cases in representation of the basic models, the polynomial SVM-based models, and the RBF SVM-based models, respectively)

compare the percentage of total SLA violations of the dif-

ferent forecastingmodels in Table 5, we can see that two of

the basic forecasting models (specifically, models #2 and

#3) behave slightly better than the SVM-based models.

This is because the number of hourly periods with a high

shortage of resources for these two forecasting models is

lower than for other models.

On the other hand, regarding the unserved requests

results in Fig. 9, we can see that in most hourly periods the

percentage of unserved requests is negligible, and only in

a few periods this percentage exceeds 10%. Regarding the

percentage of total unserved requests in Table 5, we can

see that most SVM-based models outperforms the basic

models, being forecasting models #5 and #8 those that

present the best behavior.

Table 5 Percentage of SLA violations and unserved requests
over total number of requests for the 24 h test interval, based on
the resource allocation of Table 4

Resource allocation SLA Violations (%) Unserved Requests (%)

Optimal 0.4% 0.4%

Fcast. #1 46.0% 5.4%

Fcast. #2 41.9% 5.4%

Fcast. #3 41.1% 3.6%

Fcast. #4 44.3% 4.5%

Fcast. #5 44.5% 3.1%

Fcast. #6 47.9% 3.7%

Fcast. #7 45.3% 3.8%

Fcast. #8 44.1% 3.2%

We can conclude that the models that perform better

are those thatminimize the number of under-provisioning

periods and under-provisioned resources (so reducing the

number of SLA violations, and unserved requests), but at

the same time they do not exceed too much the number

of over-provisioned resources (so avoiding a significant

infrastructure cost increasing). Therefore, the SVM-based

forecasting models #5 and #8 exhibit the best trade-off for

the three considered metrics (number of resources, num-

ber of SLA violations, and number of unserved requests).

However, it is important to notice that them basic model

#3 also present a good trade-off of the three metrics and a

better behavior regarding SLA violations.

In order to reduce the number of SLA violations, we

achieved a second resource allocation based on the pre-

dicted load values displayed on Fig. 5, but instead of using

the central load values of the graphs, we used the central

load values plus half the expected error (represented by

the error bars in Fig. 5). Table 6 shows the hourly results

of this new provisioning, and Fig. 10 shows the total num-

ber of over-provisioned and under-provisioned resources

over the 24 h test interval.

Regarding the number of over-provisioned resources,

we can see that SVM-based forecasting models outper-

forms the basic models, being forecasting models based

on RBF Kernel (models #6, #7, and #8) the ones that

behave better. However, these models do not offer the

best results regarding the number of under-provisioned

resources, in fact, models #7 and #8 are the worst cases,

while forecasting models #3 and #5 are the ones with less

number of under-provisioned resources.

If we analyze the number of SLA violations and

unserved requests for this new resource allocation, as
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Table 6 Allocation 2: Optimal resource allocation (based on real load) vs. estimated resource allocation (based on predicted loads plus
half the expected error, forecasting models #1 to #8)

Time Optimal #1 #2 #3 #4 #5 #6 #7 #8

00:00 37 43(↑) 47(↑) 44(↑) 43(↑) 40(↑) 38(↑) 38(↑) 39(↑)

01:00 36 42(↑) 45(↑) 45(↑) 43(↑) 41(↑) 36(=) 37(↑) 37(↑)

02:00 29 41(↑) 42(↑) 41(↑) 38(↑) 40(↑) 37(↑) 35(↑) 35(↑)

03:00 38 39(↑) 39(↑) 41(↑) 40(↑) 40(↑) 40(↑) 41(↑) 41(↑)

04:00 44 43(↓) 39(↓) 45(↑) 46(↑) 45(↑) 45(↑) 44(=) 43(↓)

05:00 35 49(↑) 42(↑) 48(↑) 48(↑) 47(↑) 44(↑) 44(↑) 44(↑)

06:00 49 40(↓) 45(↓) 45(↓) 43(↓) 44(↓) 43(↓) 44(↓) 44(↓)

07:00 46 54(↑) 47(↑) 53(↑) 52(↑) 54(↑) 51(↑) 49(↑) 50(↑)

08:00 58 51(↓) 48(↓) 53(↓) 52(↓) 54(↓) 52(↓) 49(↓) 51(↓)

09:00 64 63(↓) 56(↓) 66(↑) 66(↑) 65(↑) 67(↑) 67(↑) 67(↑)

10:00 71 69(↓) 61(↓) 71(=) 69(↓) 70(↓) 70(↓) 67(↓) 67(↓)

11:00 61 76(↑) 70(↑) 75(↑) 75(↑) 73(↑) 71(↑) 71(↑) 71(↑)

12:00 67 66(↓) 71(↑) 68(↑) 68(↑) 66(↓) 64(↓) 65(↓) 65(↓)

13:00 73 72(↓) 71(↓) 67(↓) 65(↓) 67(↓) 68(↓) 68(↓) 68(↓)

14:00 61 78(↑) 72(↑) 70(↑) 69(↑) 67(↑) 69(↑) 68(↑) 69(↑)

15:00 61 66(↑) 72(↑) 70(↑) 69(↑) 66(↑) 66(↑) 67(↑) 65(↑)

16:00 63 65(↑) 70(↑) 68(↑) 68(↑) 64(↑) 61(↓) 57(↓) 58(↓)

17:00 43 68(↑) 67(↑) 64(↑) 63(↑) 60(↑) 61(↑) 59(↑) 58(↑)

18:00 56 48(↓) 61(↑) 57(↑) 54(↓) 54(↓) 53(↓) 53(↓) 52(↓)

19:00 51 61(↑) 59(↑) 56(↑) 56(↑) 56(↑) 51(=) 47(↓) 48(↓)

20:00 52 56(↑) 55(↑) 47(↓) 46(↓) 50(↓) 47(↓) 46(↓) 46(↓)

21:00 43 57(↑) 58(↑) 52(↑) 50(↑) 52(↑) 49(↑) 51(↑) 50(↑)

22:00 42 48(↑) 53(↑) 50(↑) 49(↑) 49(↑) 43(↑) 43(↑) 44(↑)

23:00 41 47(↑) 50(↑) 36(↓) 36(↓) 41(=) 41(=) 41(=) 42(↑)

Fig. 10 Over- and under-provisioning of resources using different forecasting models, based on the resource allocation of Table 6 This figure shows
the total number of over-provisioned and under-provisioned resources over the 24 h test interval for the different forecasting models (#1 to #8),
based on the resource allocation of Table 6. This is computed as the difference between the number of resources that should be provisioned
according to the predicted load of the different forecasting models, and the optimal number of resources that should be provisioned according to
the real load of the server for the 24 h test interval
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shown in Table 7, we can see that the percentage of

total SLA violations in all the cases is considerably

lower than in the first resource allocation: between 8%

for the best case (forecasting model #3) and about

34% for the two worst cases (forecasting models #7

and #8). Similarly, unserved requests have been also

significantly reduced with regard to the first resource

allocation, being forecasting models #3 and #5 the

two best cases, with a negligible number of unserved

requests.

In conclusion, we can assert that, in general, SVM-

based forecasting models outperform basic forecast-

ing models regarding the number of over-provisioned

resources. However, regarding the number of SLA vio-

lations and unserved requests, some of the SVM-based

models have worse results than basic models. Accord-

ing to the results of the second allocation, based on the

predicted load values plus half the expected error, the

model that offers the best tradeoff of the three con-

sidered metrics (number of resources, number of SLA

violations, and number of unserved requests) is the

forecasting model #5 (SVM - normalized polynomial

model).

Finally, it is important to remark that the execution of

the proposed auto-scaling mechanism, including both the

server load forecast (using basic or SVM-based models),

and the resource estimation, takes only a few seconds (less

than one minute in the worst case). Furthermore, using

the appropriate techniques, cloud resource instances can

also be provisioned or de-provisioned in a matter of sec-

onds [57–59]. Therefore, auto-scaling actions (including

startup/shutdown of resource instances) can be done with

a minimum delay, typically between 1 and 5 min. To deal

with this delay, and taking into account that we use an

auto-scaling period of an hour, we can call the auto-scaler

a few minutes before the next auto-scaling period, so that

the required resources are ready when this period begins.

Table 7 Percentage of SLA violations and unserved requests
over total number of requests for the 24 h test interval, based on
the resource allocation of Table 6

Resource allocation SLA Violations (%) Unserved Requests (%)

Optimal 0.4% 0.4%

Fcast. #1 11.2% 0.4%

Fcast. #2 15.2% 0.7%

Fcast. #3 10.8% 0.1%

Fcast. #4 17.6% 0.5%

Fcast. #5 8.0% 0.1%

Fcast. #6 19.3% 0.5%

Fcast. #7 34.6% 1.5%

Fcast. #8 33.6% 1.3%

Conclusion and future work
In this paper, we have presented an auto-scaling method

for adaptive provisioning of elastic cloud services, based

on ML time-series forecasting and queuing theory, aimed

at optimizing the latency (response time) of the service,

and reducing over-provisioning. The auto-scaling system

uses a SVM regression to predict the processing load of a

web server, based on historical observations. Before apply-

ing the SVM regression model, we fine-tuned its param-

eters, allowing us to capture the nonlinear and temporal

patterns of the input data, and achieve an accurate predic-

tion. Using the historical load values of a real web service

as input data, we applied the SVM forecastingmodel using

various kernel functions (polynomial kernel, normalized

polynomial kernel, and RBF kernel) and different config-

uration parameters. We compared the accuracy of these

predictions with those obtained from other simple meth-

ods (last value, MA, and AR models), by computing the

MAE and RMSE error measurements for the 24 h test

interval. Our results show that the SVM-based regres-

sion model has better prediction accuracy than the simple

methods.

In addition, the proposed auto-scaling mechanism com-

bines the SVM forecasting method with a M/M/c queue-

based performance model. This allowed us to estimate

the appropriate number of resources that must be provi-

sioned, according to the predicted load, in order to reduce

the service time, and fulfill the SLA contracted by the

user. The experimental results also show that, in general,

resource allocations based on SVM forecasting are closer

to the optimal allocation (based on real load observa-

tions) than those based on simple forecasting methods. In

particular, SVM forecasting models based on normalized

polynomial kernels give the best allocation results with

regard to the number of over-provisioned resources, the

number of SLA violations, and the number of unserved

requests.

As future work, we plan to extend both the fore-

casting and performance models to other distributed

services, such as big data clusters (e.g., Hadoop or

Spark clusters), with the goal of implementing effi-

cient auto-scaling mechanisms for these architectures.

The forecasting and performance models should be

adapted to the particularities and functionality of

the different components in these kinds of clus-

ters, such as Mapreduce, HDFS, YARN, and Spark

components.
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