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Abstract

Propcsals for muticast security that have been pullished so far
are compex, oftenrequire trustin networkcomponentsor are in-
efficiert. In this paper we propcsea seriesof novelapproachesfor
achieving salable searity in IP multicast, providing privacy and
authertication on a group-widebasis.They canbe employedto ef-
ficiently secure multi-party apgications whee membes of highly
dynamic groupsof arbitrary sizemayparticipate
Supporting dynamic groupsimpliesthat newly joining members

must not be able to understind past group commuications, and
that leaving memters maynot follow future commuircations. Key
changesare required for all group members when a leawe or join
occurs,which poses a problemif groupsare large The algorithms
presenedhere require notrustin third parties, support eithercen-
tralized or fully distributed managmentof keying materid, and
have low complity (O(log N) or less). This grants scalakility
evenfor largegroups.

Keywords. Secure multicasting, tree-baed key distribution,
multicag key distribution scheme, distributedkey managmen

1 Introduction

With IP multicastingbeing offeredin the Internet, multi-party ap-
plications arefastbecaning animportantclassof distributedappli-
caions,asis demmstratedwith the popuarity of the experimental
MBone multicastsenice and the apgicaionsit suppats. Today,
themostimportart classof applicationsusing a multicasttransort
saviceare callaborative multimediaapgicatiors, suchasvic or vat
[MB94]. Many moredistibutedapplicationsmay be implemered
in anefficient way by takingadvartageof multicastsavices.As an
example takethosewhoseprimarytaskis to distibuteinformation
to asetof recavers;stockdatadistribution and audio or videodis-
tribution sevicesclearlybelorg to this class,ascould Usenetnews
postings.

Like mary unicastapgications, mostof the multi-party appli-
caionslisted abowe will only be successflif privacy andauthen-
ticity of participants can be provided effiertly. To this end crypto-
graphicmeclanismsare deployed. Corsider, for example, a stock
datadistribution service whichdistributesits informationto alarge
number of custonersarourd theglobe. It is obvioustha only those
peode whohave sulscribedto thesenice should beableto recave
thisinformation. If anew custonersubscribes, heshauld beableto
receive stock data immedately, but not to undcerstandnformation
which wasreleaseeforethe time of his subsciption. Corversely
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acustoner carcelinghis subsciption should nat beahlle to proces
information beyond thetime of cancélation.

By conseqence, the purposeof this pape will be to discus
key maragemeat schenes which guaranteethat at ead instance
in time only adual group memlerswill bein possesbn of the
cryptograjic keys neeadto participate.A naie solutionwould
be to createa new sessionkey wheneser someame joins or leaves
the group, and to secuely distribute the key to all memlersof the
group, using unicast secuity mechanisms. However, sucha so-
lution would not scale,asit requiresthat the new sessiorkey be
ercryptedindividually for each participan.

In this paperwe proposea suiteof novel approactesfor achies-
ing efficient secuity in multicast, enaling apgications requiring
searremulti-party communicationsevenin highly dynamic groups
of arbitrarysize.Ourapprcaachesallow all groupmemiersto estab
lish amutually sharedsecretwhich canbe usedto provide group-
wide privacy, messge autheticity, or any other property relying
on a shaed secret. Even transitionsfrom one key mangemen
approad to anothe in a running sygem are possible. All ap-
proaches canoffer perfed forward secreg [Dif90], require only a
smallamauntof calcuations andstaragefrom theparticipants,and
avoid investingtrustinto third party companerts sud asroutersor
re-braadcaters. Depenling onthe choosenappoach after asetup
phase unidirectional commurication is suficientto maragegroup
menbership and no inter-participart commuricaion may be re-
quired. Ourtecmiques arenot limited to IP multicag — they are
alsoapplicableto satellite broactastsor connection-orierted mul-
ticastservicesasfound in ATM[ATM95].

The paper is organizal as follows: Section2 presentsre-
latedwork, Section3 will disaussthe scheme andtheir relaion,
Section4 evaluatestheresultsand discussesmpactsof secuity at-
tacks. Section5 concludesthe paper and exploresfurtherwork.

2 Related Work

Existing protocolsfor securemulticastingarelimitedto distribute
sessia keysin staticandor smal groups.

For dealingwith thegroupkey distributionin alarge groyp with
frequentmemiershipchanges somegood exploratiors have been
done:

Spanning Tree [BD96] proposesthedistribution of the key along
a spaningtreegenerateetweenthe menbers. It relieson
trustin all memtersto forward the data without modfication
and doesnot handle groupmemtershipchargessecurelyand
efficiently.

Cliques The approad propcsedin [STW97] is to improve the
cambility of a systemto distribute sessiorkeys in dynamic
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groups, but the solutiondoesnat scale well to large groups,
sincethegrouyp managerhasto perfromO(n) exponeriations
for eachgroy memnbershipcharge and messags get pro-
hibitively lage

lolus In lolus[Mit97], alarge group is decanpcsedinto a numter
of subgraups,thus reducingthe numker of membersaffected
by akey chargedue to memtershipcharges.lt relieson “re-
lay nodes performingadmissian control and packet rekey-
ing. Thisnat only requiresfull trustinto theserelays but also
increaseghe transmissiondelay and doesnot handlerelay
failures gracefully.

Multicast Trees Very recentlywe cameacrosstwo schemesfor
multicast key distribution that are remarkably similar to our
own tree-base appoach. One is by D. Wallner, E. Harder
and R. Agee, from the National Security Agengy, currently
only available asanexpiredInterretdraft. The otherscheme,
by C. Wong, M. Gouda, and S. Lam, from the University of
Texas,is schedued to appearin SIGGOMM’'98.

For a more completelist of relaied works, see[CWSP94. Is-
suesto beimprovedto reach our goal are scalalility, reduction of
compuational compgexity andredwction of trustin dedicatechodes
(e.g.network companerts), and thenecesity for groupmembesto
intergperatefor the generatiorof agroup-widesecret. We will now
propcse a new setof protocols, denpnstratingthe ability to suc-
cessfully hardle theseissuesn large and highly dynamicgroups.

3 SecureMulticasting

In the solutionspresentechere, changes to the groyp’s membe-
ship arepossble with minimalinvolvementof dedcatednodesand
group menbers, limiting numberand size of messagesand com-
puting resoucesneead. The approachescope with several prop-
ertiesinherentto multicastand broadasternvironmeris: An unre-
liable (and in the caseof IP alsounordered)transmissiorchannel,
and the tramssmissiongmay be oneway, with no or only aminimal
retun chanrel, to reflectthe nature of broadasternvironments—
likely usersof securemulticastng. While third party ertities such
asrouters or intermedate systemsare entrustedwith forwarding
secureddata,they arenot allowed to gainaacessto actualkeying
material or plain-text payload.

As seenearlier, it isimportart to have a system which — even
with large groups and frequentjoins or leaves — neither is sus-
ceptible to implosion nor enalbes usersto understad what was
transmitted at times they were nat part of the group, eithe be-
fore they joined or after they left or wereexpulsead. Additionally,
anythird party recordingongoing trarsmissionand later capturing
the secretsheld by a participantmustnot be able to understandts
recordings. Thisis known as“perfect forwardsecgecy” [Dif90]. To
completelyacheve this, theunicastconnectionsalsoneedto beset
up usingepheneralsegets.

This section is orgarized asfollows: First, thegeneal architec-
tureis discussd, followed by the detaileddescriptiors of thethree
key mangiemen approades (Centraiized Tree CentralizedFlat,
and Distributed Flat), explaining the propertiesthey make avail-
ableto large,dynamicgroups Thepreseted schenescoverawide
range of applicatiors and security needs: From very tight control
in the centralizedapprachto extremetolerarceto system andnet-
work failuresin the comgetely distributedscheme.

3.1 Architecture

First, the commoncomporentsare identified and explained then
ther interactiors during all the operatiors are shown.

3.1.1 Components
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Figure 1: Secue multicasting compnentsin asingle senckr, mul-
tiple recipientsscerario

Figure 1 shows the basicarchitecture for the simplestscerario,
formingthebasis of the descriptionsA sinde serderandary hum-
ber of participants (multiple serderandother scenariowill be ex-
plainedbelav). Fundamena and commonfunctionsareexplained
here, whileindividual extensionsand modificationswill bepursued
later. Generallythe compmerts canbe sepaated into two groups:
(1) A grouwp of datarelatedcomporents,coveringcompnentsvery
similar to thoseof currentinsecuremulticastor broadcastcommu
nication architecture.lt consistsof the senctr, reciperts, and one
or more Data Multicast Groups. (2) A grou of cortrol (or key
maragenent) relatedcomporents,which includesall commpnerts
involved in the key agreememhand key excharge process.

Sender The applicationpreparesdataasit would for non-secue
transnissian, thenencrypts (and usng a MAC, possbly au
therticates) the padets usingthe current Traffic Encryption
Key (TEK), recevedfrom the Group Manage.

Recipient Receivesthe datafrom the Data Multicast Group and
decryptsit accordng to the TEK given by thelocal Key Marn-
ager. Laterstepsin the apgication dataprocessingwill not
notice ary differencesresulting from the encrygtion or au
therticaton of data.

Data Multicast Group Any multicast, broad@ast, or arycast
chanrel delivering the secwed packetsfrom the sende(s) at
leastto theinterdedreceivers. It will be usedto transpat the
bulk of theapplication’s data.

Group Manager Receves,admits, and procesgsjoin and leave
requestsfrom partcipantsand send out themessagesto have
Key Managrsperformthe ne@ssarykey charges.

Admission Control Is queriedby the Group Manaerto find out
whois to beadmitted This function canalsobe delegatedto
ahuman,e.g.achairpeson.

Key Manager Receiesanddecodsthe rekeying requestsfrom
the Group Manager passingthe resulting TEK to the Re-
ceiver.

Setup Channel Join requestsfrom new memnbersare usually re-
ceivedthrough this unicastconrection,or via anotherout-of-
bandmechanism. This chanrel is only neededto bootstrap a
join request andto peform authetication betweenthe new
partcipant andthe Group Managr. A single setupcompo
nent might lead to implosion problems, it is thus proposed
to replicatethe seup compnert on multiple machnes, and
have them establisha permaneh conrectionto the central-
ized access cortrol compnent. In the distributed approach
(preentedbdow) seup implosionis not anisste.

Key Control Group Any multicastor broadastchamel deliver
ing the packetsfrom the Group Manajer to at leastthe in-



terded recevers. Traffic consistsof new keying material
which needsto be distributed to the participantsKey Man-
agers.Trarsmission®ver thischamelhave to berecevedby
every paticipant, which canbe achieved by (1) implement-
ing compaentsof anyreliablemulticastmechanism(such as
thosediscissedn [FIM*95, PSBT95, PTK94]), aswasdone
in our experimental realisationof the systemor (2) perform-
ing retransmiton aregular basis with alimitedhistoryof key
changes,resultingin a sdt stateapproach. If for ary reason
areceiver should be unale to receie a padetin reasondle
time, the fallbad sdution is to cortact the Group Manager

again.
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Figure2: Group collaborationscerario

Often, thereis morethanone senatr, andserdersandrecavers
canna be distinguished. Also, ary receiver is free to senddata
ercrypted or auhenticatedusing the current TEK, andin a group
calaborationervironmert every membe of the group halds bath
roles at the sametime, resultingin a situaion asshavn in Figure 2.
This is a transformation of Figure1l where serder and redpient
were integrated, and the Group Managr hasbeenisolated All
of the schemesalsowork in thatscerario, and the distributed key
managementschemeeven is very well sutedfor it. If seneérsand
receiversaretreatedequally, they will be referredto usingthe term
participant.

Shauld a unique, unmistakale, and unfakeableidentification
of the serder be required, as opposeal to the identification as an
admitted group membe, it is necesary for the sencr to asym-
metrically authtenticateeachdaa packet. For mary applications,
immediate recoqition of outsidersinjectingtraffic is crucial, but
it is accepable to dete¢ senderimpersondion by already admitted
groupmemlerswithin a certainpre-definedimelimit afterthefact
hasoccured For theseapicatiors, it is possibleto have the mes-
saggesauthaticatedsymmetrically(usinga MAC) and amortizethe
costly asymmetricopeaation over several padets. To achieve this,
the serderretains MAC valuesof all packets sert. In regular time
intervals, it distiibutesthe collectedlist of MAC valuestogeher
with a single asynmetric signatue over theseMACsto the recipi-
ents. Thus, theautherticity of all the datapacketssert out canbe
verified by the redpientswith a singleasynmetiic operation,even
if they did not getall of the original packets.

This procedire also can be used by the group manager to
uniquely authenticate the souce of keying materel to the group
members.

3.1.2 Basic Operationson the Group

To trarsmitthe Traffic Encrypion Key (TEK) secretlyanumbe of
Key EnayptionKeys (KEKs) areusedto encrypt the control traffic
containingthe TEK. To distinguishthe keys, eachkey consistsof

1This is discusedin more detail in Chapter5 of [Car98] with applicationto
WaveVideo[DFPO7].

areferenceuple cortaining aunique ID, aversion, arevision, and
thekeying material proper Thekey to beusedto deayptamessage
(or part of it) is always referredto by an (ID, version revision)
tuple. The usageof independert versionand revision fields allows
zelo-mesagejoining and is explainedbdow in the leave and join
descriptions,respectvely.

The abovemention& comporentsand keyswill beinvolvedin
differert adivities:

Group Creation The Group Manageris corfigured with group
and accesscontrol information. Additionally, the group pa-
rameersarepublishedusing a directorysenice.

Single Join The new paticipart’s Key Manage sendsits request
to the Group Manager, which checls whethe this participart
is allowedto join. If yes,the Group Managrassigng@unique
ID to him, andselectsa seres of KEKs which will be trans-
mitted to the nevcomer The selectionof KEKs will be dis-
cussedsepratelyfor eachkey managemen scheme.

The Group Manayer now increaesthe revision of all keys
(TEK and KEKSs) to be transmitied to the participart by pass-
ing the keying material through a oneway function (eg. a
cryptograically seaire hash),thensendsthe keys outto the
new participant.It alsoinformsthe sencr(s)to upcatetheir
revision and TEK. The other partcipants will natice the re-
vision changefrom the key referene tuple in ordinary data
paclets, ard alsopasstheir TEK through the one-wayfunc-
tion. Sincethe function is not reversible,the newcomerhas
no way to determinethe key thatwasusedbeforetand

Single Leave There are three ways to leave a groyp, namely
“Silent Leave”, “VoluntaryLeave” and“ForcedLeave”. Only
thethird kind is of interesthereasthe first two do not requre
anyadion from the groupmarager If the Admissian Cortrol
feelsanedl to forcibly excludea paticipant, aleave message
is to be sert out. Also, participars may askthe Admission
Cortrol to exclude amemiter. It is upto the admissionpadlicy
how to dealwith suchrequests.

To excludeamenber, all keysknown to it needto bereplaced
with entirely new keying material. To makeall remaining
participantsaware of this change,thekey’s versionnumbe is
increased.TheGroup Managrsend outamesagewith new
keying maerial which canbe decryptedby all the remaining
partcipants’ Key Managrs, but not the menber which just
left.

Multiple Join, M ultiple Leave, Group Merge, Group Split
These functions have a number of depenlercies on the
chosen scheme, and erhan@ usability of the presented
archtectures.Due to spacecorstraints, see[CWSP9q for a
descripton.

Group Destruction The Group Manager notifies all remaining
participants of the destrution, closesall network connec-
tions, destroys all keying materialandfrees all menory. As
soon as all partes have throvn away their keying material,
perfect forwardsecreq/ coveringall traffic againsthird party
oppanentsis guaraneed.

3.2 Centralized, Tree-Based Key Management

Tightest control over the individual participars can be achieved
by this centralizedapproad, whichis thussuitahle for applicatiors
with high securitydemarts. It is very easyto implementard main-
tain,andposesverylittl e loadon thenetwork and thereceivers. All

keying materialis managel certrally by theGroup Managr, where
all joining participarns have to register To storethe keying mate-



rial, ary tree of arbitrary degre€ canbe used. The participants
arerepresenteduy leavestherein. For simplicity of the explara-
tion assunethatthetreeis a fully balarced completebinarytree.
Theexamgdein Figure3 depictssuch atreewith amaxmum of 16
groupmembers,anda depth of 4.

Traffic
Encryption
Key

Key
Encryption
Keys

Figure 3: Binary hierarchyof keys. Labds in hexadecimaldefine
therange of participars knowing this key.

During a setup phase which includesadmissioncontrol, each
participant establishes a shared secretwith the Group Manager
This shaed secretis known only by the Group Managr andthe
individual participant, andis usedasthe lowest level Key Encryp-
tion Key (KEK). The GroupManager storesit in the leaf noce as-
scaciatedwith this participant, andusesit whenever a truly private
commuricationwith this participantis required— such as during
the join operatin. lIts revision is increagd after eachuseto in-
sure perfed forward secreg/. The nodesin the binary treeheld by
the Group Manager containfurtherKEKs, usedto achieve efficient
commurication of new keying material whenthe memtership of
thegroupcharges.Thesenodesdo not representactualsystemsor
intermaliate entities, but only hold keys for a hierarchyof virtual
sub-graupsof differert sizes.

Eachparticipan holds a different subse of keys from thetree,
more specificallythosekeys thatarein the pathfrom the partici-
pantsleaf to theroot node, which is used asthe Traffic Encryption
Key (TEK). TheseintermediateKey Encryption Keys are usdl if
a messag should only be understoodby a part of the group, e.g.
a messagencnptedwith KEK 47 is undestood by partcipants
4...7. This enallesthe transmissiorof new keys to only a lim-
ited setof Recevers, therely disablingothersto decnypt specific
messages

Eachencnypted payload and key change messag includes a
refererte to its key’s version and revision number such that key
changesand out-of-orderdelivery canbeimplicitly deteded by the
Re@ivers.Versim changesarealways escatedby a separatenes-
sage from the Group Manayer, wherethe new key is providedin a
securemanrer. Revision changescanberesdvedlocally.

Join  Onajoin operdion, the participar’s Key Managerunicasts
its requestto the Group Manger, which checlks with Admission
Control and assigis anID (say4), wherethe paticipart’s individ-
ual key is stored (usuallytheepremeralunicastsessiorkey already
enployed for the join request). The participantI D is chosensuch
tha it identifies the traversalof the tree,leading to a unique leaf,
and thusdeterminingthe IDs of the keys known to thereceiver. As
analternatve to theexplicit assignmat of IDs, it is possble to use
the participart’s address(eg. the IP addressand port number or
afunctionthereof)of paticipans asIDs. The Group Managr in-
creasegherevision of all thekeys along thepathfrom thenew leaf
totheroot(Key EncryptionKeys45, 47, 07 andtheTraffic Encryp-
tion Key 0F), puts them through the one-way function and send

2The degree of eachnodecan possbly be different,andonly the GroupManage
needgo beaware of ead nodes degree

thenew revision of thekeysto thejoining participant,togetherwith
theirassociatedrersionand revisionnumtlers. At thesametime, all
serdersare informedof therevisionchangein apreferrablyreliable
mamer, sothey startusingthe new TEK. The receiverswill know
about this charge when the first datapacketindicating the useof
theincreasedevision arrives. Thiscreatedesstraffic and canmale
therevision chargemorereliable.

Leave To peform aleave operdion, the Group Managr send
out a messag with new keying materal which canonly be de-
cryptedby all theKey Managrsof theremaining participants Ad-
ditiondly, it freesthe slot utilized by the leaving participarn, mak
ing it available for reuseatthenext join.

Assume C is leaving. This mears thatthe keysit knew (Key
Encryption Keys CD, CF, 8F, ard the Traffic Encryption Key
0F) needto be viewed as compomisedand have to be charged
in such a way that C camot acquire the new keys. This is done
efficiently by following the treefrom the leaf node correspording
to the leaving participant to the TEK storedin the root node, and
ercryptingthe new noce keys with all appragpriate underlying node
or leaf keys. For our examge, the treein Figure 3 shows that the
new Key Encryption Key CD,,.., (replacenentfor C D) needsto
berecevedby D, CF,.., by participarts D, E and F', 8 F .., by
8...B,D... F, andthe new Traffic Encrygion Key 0F,.., by
every paticipant except C. Insteadof enaypting the new keysin-
dividually for eachof theintendedpartcipants, we takeadwantage
of theexisting hierarchy:

e CD,.., isencrypedfor D, theonly recipiert in need of it.

o CF,.. isserttwice,eachcopy encryptedwith oneof itstwo
children keys, theexisting EF ard thenew C D,,e.,, SOit can
be decryped by theintencedrecipiens D . .. F.

e 8F,., is similarly enaypted for those knowing 8B or

CFnew-
e 0F,.. is finally encryptedfor thoseholding key 07 or key
8F’I‘LBU} .
Thisresultsin thefollowing messag beingsert out:
ED (CDnew)
EEF(CFnew) ECDnew (CFnew)
ESB (SFnew) ECFHE,_,, (8Fnew)
E07 (OFnew) -E’SFnem (OFnew)

Along the pathto theleaving nock’s leaf, all new keys except
the bottomtwo rows will be encryptedfor ther two children. The
new key in the leaver’s paren node will be encrypted once. This
resuts in 2W — 1 keys being sentout, where W' repreentsthe
depth of the hierarchyand alsothe length of the ID. Thus, even
for ahuge group with 4 billion participants(W = 32) and 128 bit
keys, asingle messagef arourd 1200 bytes multicastto everyone
in the group egahishesthe new secrets. Processinghis multicast
mesagewill requireat most W decryption opeaations from the
paticipants,with anaverageof lessthan2 decrygions.

Multiple Leaves Intuitively, this can be extenced to multiple
leaves. Thesimplestandmostobviousistheexclusionof asubtree,
but it canbe gereralizedto any arhitrary group of nodes. Usinga
singe messagdor multiple leaves takesadvartage of path over-
laps,soseveralkeyswill only needto becreatedandsert out once
per messgeinsteadof onceper leave operdion. This canbeused
to efficiently coalesce multiple leave (andjoin) operationsinto a
singe message.

30neTraffic EncryptionKey with key id, version,andrevision (each32 bit long)
encryptedor two groups,W — 1 Key Enayption Keys with 31 bit versionand1 bit
revision enayptedfor two sub-graipsandoneleaf Key EncryptionKey, enayptedfor
asinglenode. Onebit revision is enoughfor KEKSs, sinceonly the KEKs issued by
thelag leave operatiormustbe protectedfrom futurejoining participants.



Cadlluding participants can be reliably excluded by either se-
quertial exclusiors of them or by grouping them togethe into a
multiple leave operaton.

Multiple Joins Similarly, if several joins happen in short suc-
cession,therevision of the TEK and the KEKs sharedbetweerthe
newcomersonly neel to beincreaseance,if newcomerscanbeal-
lowedto decipherasmallamourt of datasert out before they were
admitted (usuallyonly afractionof ase®nd). If frequentjoins are
to be expected the architecturemay be changed such thatthe acu-
tal senersarerespasiblefor revision increase®f the usedTEK.
They may increasehe revision in regular, short intenals (such as
half a seond), thuscreding a limited window for nevcomersto
read pag traffic, but at the sametime removing the needfor the
Group Manager to reliably keepin contactwith the senders. If
leavesandjoins hapeninterleaved, they canboth be groupedindi-
vidually.

Group Merge, Group Split To merge two indepencent groups,
ther two treescan be joined by adding a new root node, which
beconesthe new TEK for the joint growp. The former TEKSs be-
come the KEKSs for the seond level. By undoing this operaton,
themeigedgroup canbe split atalater pointin time. To split min-
gled subgroups, eachof the new Group Manages performsaGroup
Leave operaton on theforeign membes.

3.3 Centralized Flat Key Management (C”)

Instead of organizingthe bits of theID in ahierarchicaltree-based
fashionand distributing the keys accordngly, they canalsobe as-
signedin aflat fashion(Figure 4). Thishastheadvartageof greatly
reducing datalaserequiremerts, and obviatesthe serder from the
needof keepirg informationaboutall participants.It is now possi-
ble to exclude participarts without knowing whetherthey werein
thegroupin thefirst place.

TEK

ID Bit #0
ID Bit #1
ID Bit #2

KEK 0.0
KEK 1.0
KEK 2.0

KEK 0.1
KEK 1.1
KEK 2.1

ID Bit #3 KEK 3.0 KEK 3.1

Bit's Value =0 Bit's Value = 1

Figure 4: Flat ID assgnmert

Thedaastructureheldby the GroupManagris asimpetable,
with 2W + 1 ertries. Oneentry holdsthe currentTEK, the other
2W slotshold Key Encrygion Keys. W representsthe amount
of bits in the participantlD, which normally will be equal to its
transportlayer or network address. For ead bit in the network
addressiwo keysareavailable. Eachparticipantknows W of those
keys, depending on the value of the sinde bits in its address. All
keys have assaiated versionand revision nunbersasin the tree
seenarioabo\e.

The table corntains 2W KEKSs, two keys for ead bit b € W,
correspmdingto the two valuesv € {0,1} thatbit can take. The
key assaiated with bit b having valuev isreferredto asKb.v (“Bit
Keys"). While thekeysin thetablecoud beuseal to gererateatree-
like keying structure (e.g. by startng with the key assaiatedwith
thehighest-or@raddresshit, and comkning thiswith thekey of the
next level and soon, to createthe sharedsecretf ever diminuish-
ing subtrees)they canalsobe usedindepemnlertly of ead other

The resuts are very similar to the Tree-BasedControl from
Section3.2, but the key spaceis muchsmaller: For anID lengh

of W bits, only 2W + 1 keys (including TEK) areneealed inde-
pendent of the actualnumberof participans. The number of par
ticipantsis limited to 2", soa value of 32 is considaed a good
choice. To allow for the separationof participantsresidng on the
samemachinethelD spacecanbeextendedto 48 bits, thusinclud-
ing port numbe information. For IPv6 and calcuated IDs, avalue
of 128 shauld be chosen to avoid collisions. This still kegpsthe
number of keys andthe size of change mesagessmall. Besides
reducingthe storageandcommurication neeced, this apgroachhas
theadvartagethatnobody needsto keeptrackof whois currertly a
menber, yetthe Group Managr is still ableto expel anunwanted
paticipant.

Join To join, a participant cortads the Groyp Manage, where
it is assigred a unique ID andreceves the keys correspndng to
the ID’s hit/value pairs, after previous revision incremei. ThelD
may alsobe derived form the network address As an example,a
newcome with (binary) ID 0010 would receive the TEK andthe
Key Encryption Keys K3.0, K2.0, K1.1, andKO0.0 over the secue
setupchamel, aftertheir revision wasincreaed.

Leave All keys known to the leaving participant (the TEK and
W KEKS) areto be corsideredinvalid. They neel to be replaced
in away intractableto the leaver, but easilycomputablefor all re-
maining participants. The Group Managersends out a multicast
messageconsisting of two parts: Firstly, it containsanew TEK en

cryptedfor eachof the valid KEKs sotha every participar with at
leasta sinde bit of differene with theleaver’sID can calculatethe
new TEK. Secondy, it cortainsanew repla@mentK EK ercrypted
with both the old KEK andthe new TEK for each of the invalid

KEKSs, sotha every participantremainingin the group canupdate
the KEKSs it previously had, but doesnat gain any further knowl-

edge about the keys the other participaris have. An examge for

the messag generatedvhen the participan with (binary) ID 0110
leavesis shown in Figure5.

E(KEK 0.0¢,) Exex 0.1(TEK) ID Bit #0
Exex 1.o(TEK) E(KEK 1.1hey) ID Bit #1
Exex 2.0TEK) E(KEK 2.1,¢,) ID Bit #2
E(KEK 3.0, Exex 3.1(TEK) ID Bit #3
Bit's Value = 0 Bit's Value = 1

The new KEKs are encrypted using a function of the old KEK and new TEK

Figure5: CentralizedFlat: Messag to excludeparticipant 0110

Expelling Multiple Colluding Participants Notethat— unlike
in the Centralzed Tree appoach — expelling colluding partici-
pants can not easily be done in the flat appraach. Here, they can
sharether key tabes, and thus cover a sutgrowp definedby the
KEKSs theydo nat have in common. Every participart sharing each
of his individual KEKs with at leastone of the colluding parties
is indistinguishatbe from themin termsof keying materialthathe
haods. Most othe approathesknown to us are unable to exclude
cadlluding participants— short of re-creding thewholegroupwith-
out them With the Certralized Flat approad, excluding colluding
paticipantsis possible by overspecifying the rangg, i.e. consider
ing all keys held by the colluding participars to be tainted. This
will usuallyexcludea certainamourt of valid paricipantsaswell,
ard they will have to re-registerwith the grouyp marager

The minimal numberof colluding usersneededuntil they can
only be expelledby group re-creaton (“resistnt”) is not limited to
two, but canbeincreasedto any arbitrarynumber. For simplicity,



the schemehas beendescribedin termsof bits, but canbe general-
izedto symbds with ary number of valuesV, e.g. by combining
severalbitsinto one symtol. For thesamesizelD, thiswill redue
thenumberof symbds W andthusthenumber of keys eachpartic-
ipant will hald. At the sametime, this will increasethe numberof
keys a colluding group needsto holdto V' persymlol, requiring at
leag V' corspiratorswith carefullychosenlDsto beconeresistant.

IncreasingV’ hasthe drawvbackthat more storageis needel at
the Groy Manayer (the Participantsarenat affected. So atgroup
creation time, V' should be selectedaccading to the expectedcon-
spiracy risk andthe cog of re-creating the group or re-joining pa-
ticiparts which were accicentally excluded by overspecifying the
range.

3.4 Distributed Flat Key Management (D)

The main concans with certralized approachesis the darger of
implosion andthe existenceof a singe point of failure. It is thus
attractive to searchfor a distributed sdution for the key mana@-
ment problem. This sdution was found in comgetely distributing
thekey datalaseof the CentralizedFlat approach sud thatall par-
ticipartsarecreatecequal and nobady hascompleteknowledge. As
in the Centralized~lat approachabove, eachparticipantonly holds
keys matchng its ID, andthecollaborationof multiple participants
is requred to propagatechargesto the whole group. There is no
dedicatedGroup Manayer, instead every participarn may perform
admissioncontrol operatiors.

Sincethereis no GroupManagr knowing abaitthe IDs in use,
the IDs need to be geneated uniqudy in a distributed way. Ap-
parentsolutionswould be to usethe participant’s network addess
directly or to apply acollision-freehashfunction.

This schemes the mostredlient to network or node failures
becaseof itsinherentself-heding capaility, but is alsomore vul-
nerableto inside attacls than the others. It offersthe same security
to break-in attadks asthe schenes discussedabove; tharks to its
higher resilience to failures, it canbe consiceredstrongeragainst
adive attacks.

First Participant Thefirst participantin the group will find that
no heartbatexistsand start to createts own keys (the TEK ard W
of the2W KEKSs), theonesit would have received from the Group
Managrin the Centralized-lat sckeme. Thenit startsa hearteat
amouncing itsdf and the factthatit is Key Holder for the keys it
just generated.

Join All furtherjoins will seethe heartbeatand sdect a previ-

ous participant (from the senctr addessof packetsthe list of key

creators from the heartbat, or exparding multicastrings) who is

willi ng to admitthem.* This introducer will sendthe nevcomer
thekeys thetwo of themshare(the TEK and the apdicabe KEKs,

all with increasedrevision). KEKs which arenealedby the new-

comer anddo not already exist, are createdasin the initial ope-

ation Since the ID canbe calculatedfrom the network address,
it is easy to selectparticipantshaving the remaining keys (thein-

troducer having more knowledge abaut the group, canassistthe
newcomer)®

Leave The leare operationworks analogous to the desciption
in Sedion 3.3, with the participant taking careof someore’s leave
(“exclude™) becomingkey Holder of thisnew version, amouncing

4Of course the newcomerhasto makesurethattheintroduceris trustworthy, i.e.
both sidesperfam acces control

5Theseaddifonal key contributors canperform a simplified ace@sscontol proce
dureif thenewvcomerincludesa MAC with the TEK

thenew key and who hasleft (to updatethe otherparticipants’ Ad-
missionControl). Sincethe excluder will not know all keys whose
version nealsto beincreasedthecurrert Key Holder of theseKeys
will perform the versionincrease;it works asa “key relay”. Par
ticipantswishing to leave alsocaninitiate this operationthrough a
key relay (without supplying the new keying material,which they
arenat suppcsedto know).

The other operatons such as multiple joins and leaves and
group memges can be performedanalogusto the deseiption in
Section3.3 whenmaking useof therelays, since no paticipant is
suppacsedto know morethanits shareof keys.

Above descriptionon Distributed Flat Key Managmern limits
itself to the utmostnecssites. For a treatmenm of additiond de-
tails and necessaryconsideations, the readeris kindly referredto
[CWSPag]°.

3.5 Transitions

As we have seen, the threescheme areclosely related It is thus
worth exploring the possiblitiesto charge betweenthe schemse at
rurrtime. The possibletransitionsareshaw in Figure 6.

Lossles}

Lossless

Centralized Distributed
Tree 2 Flat

Large Message

1 No security gain for old participants: Colluding old participants sti
cannot be expelled. participants ioinina after the transition can.
2 Previous Group Manager still knows all keys and cannot be expe

Figure6: Trarsitionsbetweerthethreeschemes

The transitons betweenthe two flat schenesare simple, be-
cawsethey usethe samedatastructure. Towards the centralizedlat
approad, the transitbn hagpers by appointing a nev Group Marn-
ager and giving him all the keys, in the otherdirectionit canbe
done even after the Group Manaer ceasesto exist, and canthus
alsobe viewed asa backip sdution or to create a basisto elect a
new Groyp Managr. Its only requirementis that eachparticiparnt
must be ableto performaccesscortrol functions,or need to trust
amotherparticipan in doing this.

This transitionpair is most atradive becausea heterogereows
approad combiningthe advartagesof both schenescaneasilybe
creded CentralzedFlatis usedwherever possibe to simplify the
participants’ operation,except when the Group Managergetsover-
loaded or becomesdysfundional.

The transition between the two certralized schems is more
complex, asit involves changesin the key structure. A hierar
chy can be generatedrom the flat table in the way described in
Section3.3's Multiple Leave. Keys derivedfrom this hierardy are
thenusedto populatethe treedatastructureheldby the Group Man-
ager.

Thetrarsition from CertralizedTreeto CertralizedFlat is more
difficult, and depends on the internaldesgn of the keying material
generatotin the Group Manage. If the keying material is generated
swchtha perfectforward secrey of the systemis assureda transi-
tion basicallyinvolvesthe notificationof each participant, carrying
his new keying material. Buf if alimitedamaunt of perfect forward

5This also includesan efficient, lmog messaje{ree protocolto obtainconensus
on contradictingkey changerequests



secreq is sufficient, anothergeneratiorproces canbe utilized in-
steal. Here,the Group Managerholds 2W gererating secretsone
for each brarching on eachlevel of the tree. A short multicast
messagefrom the Group Managerto the participantss thensuffi-
cient to revealthe gereratingseaets to thoseentitledto undestand
them, andleadsto the table datastructure. Finding a solution to
this which retainspefect forward secreg is under investigaton.

4 Evaluation

Thethreepresentedclemeshehae differentlyin termsof offered
functiondity, achieved perfaomance andhow they ded with sea-
rity threats.Thesepropertieswill now beexplored.

4.1 Offered Functionality

Table 1 comparesthe propertiesfor eachschene. Mostproperties
areself-explanatory the othersare describechere:

Multiple leaves Multiple leaves are more difficult in the ap-
proactes using flat datastructures. Having multiple invali-
datedfields causesthe table to bemme sparsethusthe nor-
ma mechaismscannat be used. Forcing out collabaating
entitiesis difficult.

Easily recoverable If the groupmanager or othe group memiers
suddenly disgppear, the flat appraches canrecover from this
situaion by eithereleding a new group maragerin the cen-
tralized appraach, or shfting key holdes in the distributed
approah. This doesnot involve the cogoerationof the whole
group, but only a few participants. Thus failure recovery or
sdf-healing canbe achieved.

Assigned | Ds While the centralizedflat approach canwork with
assgned IDs, it may be unwantedto remenber the assig-
ment of IDs, and thus the use of IDs definedby the network
(or afunction thereof)maybe preferred.

Exclusion of colluding participants This is passiblein the Flat
schemeshbut will alsoexclude anumbe of valid participants,
which will needto join again

4.2 Useability

While the centralzed approachesare bettersuitedfor broadtast-
ing and high-secuity applications the distributed appoach fits
more into dynamiccorferencirg without a dedcatedsessiorchar.
While menory requiremerts for the group marage are signfi-
cantly highe in the tree scenario(seememay corsumgion be-
low), this allows for anadditionallevel of control, andmay thusbe
necessgy anyway, and worth its costin certain applications

Themultitude of availabe featuressuch asperfect forward se-
crecy, sdf-healing, no ned for participantsto cooperateor retun
chanrelsto the manaer, the possibility to male a transition form
one schemeto the other migratecontrol ard no recuired trust in
third partiesallow theseappraoachesto fulfill mary differentbasic
needs. They comparefavorally to existing appraches in terms
of simpicity, reliability, computationd requirementsandachieved
security.

4.3 Achieved Performance

Ressarceusages acritical point in all apgdi caionsthatoffer cryp-
tographic functions. Relevant costs (both for the group managr
and the participarns) are:

e CPUconsumption
e Memoryconsumption

| Property Tree [C" [ D |
Allows establishmet of group-wise| yes | yes | yes
key to achieve privacy andor authertic-

ity

Perfectforwardsecreg yes | yes |yes
Dynamicjoin andleave canbehanded | yes | yes | yes
Trustin third partiesrequired no no no

Desigredfor onecentralcontrollingen- | yes | yes | no
tity
Cortrolling ertity mustknow all partic- | yes | no no
iparns
Multiple leaves yes | diff | diff
Exclusgon of colluding participants yes | diff | diff
Jaining andseparationof groups exsy | yes | yes
Setupimplosion isanisste yes |[yes [ no

Returnchanrel required during opera-| no no yes
tion

AssigredIDs or Network IDs both | both | net
Single paint of failure yes |[yes [ no

Easilyrecoverable no yes | yes
Smalldatabase no yes | yes

Involvement of multiple parties for | no no yes
leaveljoin

Table 1: Propertiesof differentscheme (diff=difficult)

e Comnunicationbandvith
e Typicd end-to-endoperationdelay

The tree-basedat of the systemhasbee implemented. In
view of thesimplicity of thepresentedarchtectue, asoundassss-
mert of the involved costscanbe made. The upper bounds given
ascorcretevaluesaresofar confirmedby our implementationand
are appopriatefor a Sun“Ultra 1" workstaton. Due to the ever
recuring spaceconstraintsof this publication, exact nunbersand
costs of operatiors as relatedto the preseted apgoactescanbe
foundin [CWSPO8].

Memoryconsunption is very different in thetree vs. flat sce-
naios. For the tree, the groupmaragerneedsto hold all N par
ticipants,andan additiond N — 1 KEK nodes. This correspads
to a storaye of about 40 bytesper tree node or leaf, in anuncam-
pressedtree, or two times this figure for eat prospective partici-
pant. Thetreecan be sparselypopuated and compressed. It can
alsobe grown at run-time,sothe group manager neednot commit
to a certain sizein the beginning. In the tree scenaio, memory
requirementsfor eachparticipantamount to W times40 bytes, or
lessthan 10kB evenfor IPv6 IDs. In theflatscenarios,thememory
requirementfor ead participantand the Group Manageris small.
Someadditionalinformation mayneedstorage such askey owner
ship, but total costis belov 20kB in all cases. This makesthe ap-
proachusabbe on platformswith compaatively redicedressouces,
swch asembealdedsystems.

Onthe comnunicationside, join operationsn centralizedsce-
narios induceno additional traffic, and participantsare notified of
key revision changesimplicitly, by the receptionof messagsen
cryptedwith a highe revision nurmber A leave operationcauss
a messge of typically 2W x 40 bytesto be sent,or abou 1-2
kB. This messag may needto be retrarsmitted in one of the re-
liable multicast implemerations, increasingthe pariticparts delay
until he receives the updatedkeying material. In the distributed
scenario, multiple exchangesare required, resuting into 2W mul-
ticast messgesin the worst case. This may alsoinvolve a few
unicastmessagsto cover gapshetweerunrelatedsubgraups.



4.4 Co-operation

This appoachbuilds a conplete framework, but it doesnt stand
alone. It worksnicely on top of (unicast)securityarchitecturesuch
asthe one mardatoryfor IP version6 [Atk95]. We are working on
anintegrationinto SKIP [CLA T96], which is available in souce
for anumberof platforms.

Our schems also work atop any reliable multicast protacol
(e.g. [FIMT 95, PSB95, PTK94]). It canalsowork without any,
but this will increasethe load on the Group Manage:. It alsocan
takeadvartageof the proposedintegratedServices architectureor
thelnternetand the associatedesouceresenationprotocol, RSVP
[BCS93] to limit the work thathasto be doneby the reliable mul-
ticastprotoml| and thus reducelatencies

Our schemesdo not rely on specific cryptographic algorithms
ard protoml, but canuseary of anumkberof themproviding abasic
functiondity. So evenif oneof them shoud have to be considered
wedk or evenbroken thee componeris are easyto changeard this
framewvork will continueto work.

5 Conclusionsand Further Work

In this paper we presenteda completeframework for securemul-
ticasting The coreof the framework consistsof threeappgoaches
which have differentproperties, but rely on the samebasic philos-
ophy. All our approactesorgarize the spaceof keysthatwill even-
tudly to be assignedto group menbersin a unique way, without
adually generatinghe keys asbeforethey areneedel. Only when
new group keys nedl to be estalhished,they aregeneratecanddis-
tributedto only the membes of the groupaffectedby acharge. Our
orgarization of the key spae asuresthat all operatonson groups
may beexecuted with acomplexity of O(logN) orlesswhereN is
thesize of thegroup, andthe comgexity ismeasuredn the sizeand
number of messigesexchanged, andthe numberof cryptograghic
operatiors to be performedby ary of the participarts.

Our threeapproatesdiffer in someimportantaspects.Among
others,they offer the systemdesigrer achoicebetween

centralzedor distributed key management,

no or sometrustin other participants,

varyingdegreesof loadon the participars, and

tight control of thegroupor failsafedistributedoperaton.

As discussedn the introductary section,variousauthorshave
published work on secue multicaging schems. Some of the prop-
ertiesas presetedin Tabe 1 arealso offeredby their approades,
but we are not aware of ary schemethat has all thes properties
while maintairing the efficiency of ours.

Somecorsideratiors desrve further studes. Although a pre-
liminary implementationis available and working, we still lack ex-
perimentswith large and distributed groups; to this end, the inte-
gration of our experimentalsoftwareinto currertly available plat-
forms is planred, such as SKIP [CLAT96] ard ISAKM P/OaKkey
[Orm97]. The possibility of a hot switching betweenthe ap-
proaclespreseted asdiscussd in Section3.5 is a recen discov-
ery, and need to be consiceredin detail. Specifically an effi-
cient translationalgaithm between the tree (Section3.2) and the
flat datastructure(Section3.3) needsto be found and analyzd.
Furthermee, we anticipatethat batching of leave operdions may
be mademore efficient with optima grouping of the partcipants
leaving within sometime interval.
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