Efficient Security Mechanisms
for Overlay Multicast-Based Content Distribution

Sencun Zhu', Chao Yao?, Donggang Liu®, Sanjeev Setia?, and Sushil Jajodia®

! Department of Computer Science and Engineering and School of Information Sciences and
Technology, The Pennsylvania State University, University Park, PA 16801
szhu@cse.psu.edu
2 Center for Secure Information Systems, George Mason University, Fairfax, VA 22030
{cyao, setia,jajodia}egmu.edu
3 Department of Computer Science, North Carolina State University, Raleigh, NC27695
dliu@unity.ncsu.edu

Abstract. This paper studies the security issues that arise in an overlay multi-
cast architecture where service providers distribute content such as web pages,
static and streaming multimedia data, realtime stock quotes, or security updates
to a large number of users. In particular, two major security problems of over-
lay multicast, network access control and group key management, are addressed.
We first present a bandwidth-efficient scheme, called CRBR, that seamlessly in-
tegrates network access control and group key management. Next we propose a
DoS-resilient key distribution scheme, called k-RIP, that delivers updated keys to
a large fraction of nodes with high probability even if an attacker can selectively
compromise nodes in the multicast data delivery hierarchy and command these
compromised nodes to drop keying packets. The proposed schemes do not rely on
knowledge of overlay topology, and can scale up to very large overlay networks.

1 Introduction

We consider the security issues that arise in an overlay multicast architecture where
service providers distribute content such as web pages, static and streaming multimedia
data, realtime stock quotes, or security updates (e.g., new virus signatures, certificate
revocation lists) [14].

Overlay multicast, also called end system multicast or application-level multicast [¢],
was proposed as a new group communication paradigm in place of IP multicast whose
deployment has been very slow due to both technical and operational concerns. Re-
cently several studies [7, &, 12, 24] have investigated research problems in overlay mul-
ticast such as algorithms for tree or mesh construction, routing, reliability, and resource
allocation. However, security issues in overlay multicast have received relatively lit-
tle attention so far. Previous work on overlay network security either investigates the
impact of selfish cheating nodes on the performance of overlay multicast trees [15],
or investigates schemes that improve the fault-tolerance or denial-of-service(DoS) re-
silience of overlay networks by introducing path redundancy [3, 19, 21, 22].

Contributions: We concentrate on two major security problems of overlay multicast:
network access control and group key management. In IP multicast, network access
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control and group key management were considered as two independent issues and they
were studied separately, one in the network layer [ 1] and the other in the application
layer [5, 16, 17, 20]. In this paper, we propose a bandwidth-efficient scheme called
CRBR that seamlessly integrates network access control with group key management.
CRBR exploits the special property of overlay multicast that a node is both a group
member and a router. We show through analysis and simulation that CRBR greatly
outperforms other two representative group rekeying schemes: LKH [20] and SDR [16]
when they are applied in overlay multicast. Moreover, using a queueing model, we
show the impact of node presence dynamics (i.e.,coming online/going offline) on the
performance of group rekeying protocols.

We also propose a simple but effective DoS-resilient key distribution scheme, called
k-RIP (stands for k Random Injection Points), that delivers updated keys to a large frac-
tion of nodes via an overlay network. Specifically, in addition to propagating one copy
of updated keys using a multicast tree rooted at the source node, our scheme injects &
additional copies of updated keys into the multicast tree through £k randomly selected
nodes in the network. These selected nodes propagate the message to both their child
nodes (if any) and parent nodes, thereby spreading the message over the multicast tree.
Our simulation and analysis results show that k-RIP can greatly increase the probability
that nodes receive messages even if an attacker can selectively compromise nodes in the
multicast tree, compared to a scheme in which only one copy of the message is injected
via the root node. Unlike previously proposed schemes [3, 19, 21, 22], k-RIP does not
rely on the knowledge of the overlay topology. Thus, it is scalable to very large overlay
networks.

Organization: The remainder of this paper is organized as follows. Section 2 discusses
some related work on group key management, network attacks and countermeasures.
Section 3 describes the system model and our design goal. In Section 4, we present our
scheme CRBR for providing both network access control and group key management,
followed by its security and performance analysis. In Section 5 we describe our k-RIP
key distribution scheme. Finally, Section 6 concludes this paper.

2 Related Work

We introduce the related work in four categories: group key management, network at-
tacks and countermeasures, and resilient overlay multicast.

Group key management. Group key management has been extensively studied in the
context of secure multicast in IP multicast. The previous group rekeying schemes can be
categorized into stateful and stateless protocols. The stateful class of protocols includes
several protocols based upon the use of logical key trees, e.g., LKH [20], OFT [5]. In
these protocols, the key server uses key encryption keys that were transmitted to mem-
bers during previous rekeying operations to encrypt the keys that are transmitted in the
current rekeying operation. Thus, a member must have received all the key encryption
keys of interest in all the previous rekey operations to decipher the current group key.
Adding redundancy in key distribution [ 18, 23] does not fully address the issue in the
case of burst packet loss or nodes going offline frequently. Stateless group rekeying
protocols [13, 16] form the second class of rekey protocols. In these protocols, a le-
gitimate user only needs to receive the keys of interest in the current rekey operation
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to decode the current group key. The stateless feature makes these protocol very at-
tractive for applications in which members go offline very frequently. However, these
protocols usually have much higher communication overhead than the stateful proto-
cols. Our scheme also provides the stateless property, but it incurs significantly smaller
communication overhead than the other schemes in the context of overlay multicast.
Moreover, it also provides network access control.

Network attacks and countermeasures. Mathy et al [ | 5] studied the impact of selfish
nodes cheating about their distance measurements in application-level multicast overlay
tree. Badishi et al [4] proposed a gossip-based multicast protocol called Drum, which
combines multiple techniques such as push, pull, random port selections, and resource
bounds, for mitigating DoS attacks in secure gossip-based multicast. Wright et al [21]
presented k-redundant depender graphs for distributing public-key certificate revocation
lists (CRLs), which provides every node in the graph with k disjoint paths to the root of
the graph, thus guaranteeing delivery even when up to k£ — 1 paths between them have
failed. Song et al [19] improved the scalability of the above scheme by presenting ex-
pander graphs for constructing robust overlay networks that have constant degree. Yang
et al [22] proposed to augment tree-like hierarchy with hierarchical overlay networks,
which is actually also a type of graphs, to achieve DoS resilience.

All these schemes provide stronger fault-tolerance or DoS resilience at the cost of
higher (re)construction complexity to maintain their security property, especially when
nodes join or leave the tree frequently. Moreover, these schemes are subject to selec-
tive attacks in which an attacker can prevent a large number of nodes from receiving
messages by compromising (or becoming) the nodes close to the root. Our random in-
jection points scheme directly works with the existing overlay multicast schemes with-
out changing trees into graphs, and it is especially suitable for distributing small-size
but critical messages. Our scheme is robust to selective attacks; therefore, we believe
that the combination of our scheme with the other DoS-resilient schemes will make a
distribution system more robust to DoS attacks.

Resilient overlay multicast. Banerjee et al [3] introduced a probabilistic forwarding
scheme for overlay multicast. In their scheme, every node forwards received packets
to a randomly selected set of nodes, assuming that every node has global knowledge
of overlay topology or it can discover other nodes on the fly. Our k-RIP scheme also
uses randomness, but the randomness is used by the key server to inject packets into the
overlay network, not used by the regular nodes to forward packets. The main reason we
do not employ their scheme directly is because of scalability consideration. For large-
scale and dynamic overlay networks, the overhead for discovering other nodes on the
fly or maintaining global topological knowledge would be very large. In k-RIP neither
the key server nor the nodes need knowledge on overlay topology. This allows k-RIP to
scale up to arbitrarily large overlay networks.

3 System Model and Design Goal

This section describes our system model and design goal. For ease of presentation, we
use the terms “join” and “leave” to denote the actions of a subscriber coming online
and going offline, respectively, whereas use “add” and “revoke” to denote the actions of
becoming a member and cancelling the membership status of a subscriber, respectively.
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3.1 System Model

There are potentially a large number of application scenarios of overlay multicast,
which are characterized by different parameters (e.g., group size, membership dynam-
ics, number of data sources). It seems unlikely that a single system model can cover all
these scenarios. Therefore, we focus on a specific application scenario, which we be-
lieve is (or will be) very representative. We consider a commercial application of over-
lay multicast, in which a service provider distributes data (e.g., live content or stream-
ing media) to a large number of subscribers (also called member nodes hereafter). For
simplicity, we assume that online nodes are self-organized into an overlay multicast
delivery tree rooted at the distribution server of a service provider, although our se-
curity schemes work for various distribution infrastructures, such as trees, meshes, or
other types of graphs. The algorithms for constructing and maintaining overlay multi-
cast trees [2, &, 12] are out of the scope of our work.

The population of the system could be up to hundreds of thousands or even millions
of nodes. We assume that a node may join or leave a multicast group very frequently
and at any time. For example, a user may subscribe to multiple service providers for
different programs. She may switch between multiple channels to find an interesting
program to join. A user may also leave a channel immediately after she has received the
data of interest to her.

In this model, the service provider has three types of servers playing different roles.
A key server (or many key servers for scalability) provides subscription services to
users. Before a user is able to join the group for the first time, it needs to subscribe to
the key server (e.g., through a website). After successful subscription based on certain
policies or rules (e.g., agreeing to pay service fee), a user is provided with a service
credential that allows it to join the multicast delivery tree later. A user must also contact
the key server to cancel its membership later if it wants. The key server also manages
the update of data encryption keys (DEKs). When it changes its DEK, it sends a new
DEK to the data server, which encrypts the future messages with the new key. The
key server also sends to the distribution server its (updated) network access control
policy or access control list indicating which nodes are currently authorized to join
the group. The data server is mainly engaged in processing the data to be distributed,
e.g., computing encryptions and digital signatures. It transmits the prepared data to the
distribution server for distribution.

3.2 Design Goal

Security requirements of overlay multicast are similar to those of other networks. Some
of the general security properties are authentication, confidentiality, network access
control, availability, anonymity, and fairness.

In this paper, however, we focus on two of these security issues in the context of
overlay multicast. First, we want to provide data confidentiality and network access
control. Data confidentiality ensures that only authorized nodes can understand the
multicast data. It must be provided because an unauthorized user may attempt to re-
ceive multicast data by eavesdropping on the communication links of authorized nodes
or even of Internet routers. Network access control is also critical because it ensures that
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Fig. 1. The system model.

only authorized nodes can join the overlay multicast tree; otherwise, the resources of a
legitimate node are consumed for forwarding data to unauthorized nodes. Second, we
want to provide a DoS-resilient key distribution scheme that delivers keys to existing
member nodes with high probability even if some selectively compromised nodes drop
the keys they are supposed to forward. Note that We do not address another type of DoS
attack in which an attacker floods the network with junk data. Instead, we assume the
existence of an appropriate multicast source authentication scheme by which member
nodes can immediately verify the data from the data server and the key server and drop
false data.

4 A Certificate Revocation Based Group Rekeying Scheme
(CRBR)

An important, while challenging, issue for providing multicast data confidentiality is
group key management. To enforce both backward confidentiality (i.e., a new user
should not be able to decipher the data distributed before its subscription) and forward
confidentiality (i.e., a revoked user should not be able to decipher the future data), it is
required to distribute a new group data encryption key (DEK) to all authorized mem-
bers in a secure, reliable, and timely fashion when group membership changes. This is
referred to as group rekeying.

Unicast-based group rekeying, in which the key server sends a new DEK to ev-
ery individual node, has the communication complexity of O(NV) keys. Recently pro-
posed group rekeying schemes [5, 16, 20] use logical key trees to reduce the com-
plexity of a group rekeying operation from O(N) to O(logN). Further, it has been
proposed that groups be re-keyed periodically instead of on the basis of every member-
ship change [17, 23]. Periodic or batched rekeying can reduce both the processing and
communication overhead at the key server, and improve the scalability and performance
of key management protocols. Note that in all these schemes, the key server includes
keys for all the member nodes when distributing its rekeying message, and every mem-
ber receives the entire message although it is only interested in a small fraction of the
content.

Network access control, which is another critical security service, was studied inde-
pendently with group key management in IP multicast. It is usually enforced by Inter-
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net edge routers [ | 1]. Specifically, each router maintains inclusion or exclusion access
control lists (ACLs) for all supported multicast groups, and every member presents its
authorization certificate or token to its edge router to join a group. Network access con-
trol is hard to implement in IP multicast because routers are required to authenticate
packets, to establish trust relationship with individual group controllers, and to keep
their ACLs up-to-date.

4.1 Scheme Overview

We exploit the property of an overlay network that nodes are both hosts and routers
when designing group rekeying and network access control schemes. In IP Multicast,
all group members are end hosts, and they have no responsibility for forwarding keying
materials to other group members. In contrast, for group communication in an overlay
network, the nodes in the delivery tree also act as routers. As such, the key server only
has to deliver a new DEK securely to a small number of nodes, which are its immediate
children, and these children then forward the new DEK securely to their own child
nodes. In this way, a group key is propagated to all the online member nodes in a hop-
by-hop fashion. The amortized transmission cost per node is one key, independent of
the group size.

For the above scheme to work, a basic requirement is the existence of a secure
channel between every pair of neighboring nodes. We employ conventional public key
techniques for establishing pairwise keys between two nodes. The use of public key
techniques can additionally provide network access control because public key tech-
niques such as digital signatures support strong source authentication. In overlay multi-
cast, because nodes are both routers and hosts, network access control will be achieved
as long as every node authenticates every other node that contacts it for joining the
network.

In our system model, it is very natural that data access control (through encryption)
and network access control (through authentication) be integrated. A node should have
both privileges if it is authorized, and it should not have either of them if it is revoked.
This motivates us to update group keys and invalidate the public keys (or certificates) of
revoked nodes simultaneously. Moreover, since periodic group rekeying is much more
scalable than individual rekeying [ | 7] and certificate revocation information is also dis-
tributed periodically [0], group rekeying and the distribution of certificate revocation
information can be performed with the same time interval. An appropriate rekeying
interval is application dependent and requires a trade-off between security and perfor-
mance. The selection of rekeying interval is out of the scope of this paper.

4.2 Scheme Specifications

This subsection describes the details in CRBR.

— Node registration: The key server issues every member a public-key certificate
when a member subscribes to the group.
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— Security update generation: The key server generates a new certificate revocation
list (CRL) and a new DEK K, for every group rekeying. It further computes a dig-
ital signature over the CRL, K4, and a timestamp. Denote SU as a security update
that includes the CRL, the timestamp, and the above digital signature (note that K,
is not included in SU). The key server sends SU and K to the distribution server.

— Security update distribution: For the ease of presentation, here we use a tradi-
tional, non-DOS-resilient scheme for the distribution of security updates. This is
referred to as base scheme (a DOS-resilient scheme will be presented in Section 5).
In the base scheme, the distribution server forwards SU and K, to each of its child
nodes. SU is sent in cleartext, whereas K, is encrypted with a pairwise key shared
between two nodes in every link. A node establishes a pairwise key with another
node and then propagates K, to it only if the CRL indicates that node is still a legit-
imate member. Also note that every node can verify the authenticity of the received
group key K, by verifying the signature. After successfully verifying the message,
these child nodes forward the message to their own child nodes. Recursively, the
security update and K are propagated to all on-line nodes in a hop-by-hop fashion.

— Local recovery: A node that has missed one or several security update informa-
tion because it was off-line can authenticate itself to any one of the online nodes to
obtain the up-to-date security update and the group key when it joins the network,
because that node knows if the joining node is legitimate or not based on the CRL
it possesses.

Certificate management. The key server issues every node a unique public-key cer-
tificate if the node is authorized. The node is also given the public key of the key server,
which allows the node to verify the certificates (hence their public keys) presented by
other nodes.

The key issue in using digital certificate is certificate management. In general, there
are mainly two challenges. The first challenge is for a node to verify a received certifi-
cate in an efficient and timely fashion in the presence of complex CA hierarchy. In our
applications, fortunately, there is no CA hierarchy since every user receives a certifi-
cate from the same key server. The second challenge is certificate revocation because
users may unsubscribe from the group at any time. We adopt a push-based approach in
which the key server distributes its certificate revocation lists (CRLs) periodically. To
minimize the communication overhead, we employ the following techniques.

— The key server assigns a unique integer to every node as the identifier of the cer-
tificate of the node. The integer starts from ‘0’ and is incremented by one for a
new node. Note that the key server does not assign the ids of revoked nodes to any
new nodes. Also, the certificate of a user does not contain any personal informa-
tion about the user. Instead, the key server has a database that records the personal
information of a user and its certificate.

— The CRL is a bit string of size Z, where Z is the number of nodes that have so far
subscribed to the system. Every certificate is mapped to a bit in the bit string and
the id of the certificate is the index of the bit in the bit string. A bit value of ‘0’
indicates that a corresponding certificate is invalid and ‘1’ indicates valid. When a
node is revoked from the system, its corresponding bit in the bit string is set ‘0’.
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Node joining. When a node u joins the multicast delivery tree after its subscription
process, it follows the existing overlay multicast routing protocol, except that it authen-
ticates to all the nodes it contacts with and also verifies any messages from those nodes.
For example, nodes u and its parent node v can authenticate to each other and establish
a pairwise key K,,,, based on their certificates and their public/private keys. Node v also
checks if the bit indexed by node u’s id in its CRL is ‘1’. Then node v sends node u
the current K, encrypted by K, and SU. Node u can verify the authenticity of K,
based on SU. Note that a pairwise key is not merely for delivering K ,. In all the over-
lay multicast routing protocols [2, 7, &, 12, 24], two neighboring nodes in the multicast
tree exchange KEEPALIVE messages periodically. They can use their pairwise key for
authenticating these KEEPALIVE messages to each other.

4.3 Security Analysis

In our scheme, no unauthorized nodes can get the group key K, because a member
node only forwards K, to other member nodes. Nor can a compromised node inject a
false group key into the network because the group key is signed by the key server. In
addition, an unauthorized node cannot join the multicast tree. Our scheme also provides
weak anonymity in the sense that the certificate of a user only has an integer field to
uniquely identify the user. A node cannot figure out the identities of other users in the
system; however, it may know the IP addresses of other nodes it is communicating with.

4.4 Performance Evaluation

This subsection compares the performance of our scheme CRBR with two well-known
group rekeying schemes: LKH [20] and SDR [16], assuming that they are employed in
overlay multicast. The purpose of this comparison is to show that it is more desirable
to design a specific group rekeying scheme like CRBR than to directly apply other
schemes that were not designed for overlay multicast.

The metric of interest is key server bandwidth overhead. Because security updates
are propagated in the entire multicast tree, the more the key server distributes, the more
network and node resources are consumed. Hence, key server bandwidth overhead is
also an indication of the total network bandwidth overhead and an individual user’s
bandwidth overhead, which we may care the most in practice.

Two scenarios are studied. The first scenario considers the bandwidth overhead of
the key server for multicasting keys to online nodes. The second scenario considers
the bandwidth overhead of the key server for unicasting the current keys to individual
nodes that have missed one or several previous group rekeying operations because they
were offline. To study the performance of these schemes quantitatively, below we first
present an analytical model for node presence dynamics.

The analysis of node presence dynamics. A member node can be in either of two
statuses: presence (online) or absence (offline), and it can switch its status between
these two statuses until its membership duration is expired and is then revoked from
the group. We use the term “presence duration” and ‘“absence duration” to denote a
continuous time period a node stays in a group and stays outside a group, respectively.



48 Sencun Zhu et al.

Previous study [ 1] based on multiple sessions in MBone showed that presence durations
in a multicast session follow either an exponential distribution or a Zipf distribution.
For simplicity, in this study we assume that the durations of node membership follow
an exponential distribution with mean 1/6. We also assume that presence durations of
nodes follow another exponential distribution with mean 1/, and further assume that
the absence durations of nodes are exponentially distributed with mean R/u. Thus R is
the ratio of the average time for which a node is absent to the average time for which it
is present.

Figure 2 depicts our analytic model. Let the group rekeying interval be 7. When the
system is in its steady status, during 7' the number of new subscribers J is equal to the
number of revoked subscribers L. Based on queueing theory, the revocation rate of the
system is NV - § where N is the population of the system. Thus, L =N -6 -T.

N
AR
g Corfie Online Goloffline | L,
u/R n

Fig. 2. An analytical model.

In this model, the rate of an online user going offline is x and the rate for an offline
user coming online is x/R. Let N; and N, be the populations of online and offline
users just after a rekeying operation, respectively, then N; + N, = N. Denote S as
the number of nodes switching from offline status to online status in 7. In the steady
status, S is also the number of nodes switching from online to offline in 7'. For periodic
batched rekeying, both node additions and revocations are processed at the end of a

group rekeying. Thus, S = N; - - T = N, - u/R - T. We have N; = RLH and

 N-p-T

5= R+1 M

We will use S in our evaluation study shortly.

The impact of presence dynamics on group rekeying

Scenario I: Multicast Cost. For LKH, we adopt the analytic result in [23] to compute
the communication cost of the LKH-based group rekeying scheme. For SDR, the upper
bound of group rekeying cost is 2r, where 7 is the accumulated number of nodes that
have been revoked from the system so far. We use simulations to show its average cost
in different rekeying periods.
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The setting for the comparison is as follows. We assume that in the steady status,
N = 65536. Let the average membership duration be 1/ = 30 days and the group
rekeying interval be T' = 1 day. Let the size of a key be 20 bytes (128-bit AES en-
cryption, with a key version field and encoding overhead). Figure 3 depicts the band-
width overhead of LKH, SDR, and CRBR in the first thirty rekeying events. We can
observe that LKH has the same bandwidth overhead during different rekeying opera-
tions, whereas in SDR the bandwidth overhead starts at a small value and eventually
exceeds that in LKH. The bandwidth overhead in CRBR increases slightly with time,
but it is still far smaller than that in the other two schemes.

Note that although in this simulation setting the bandwidth overhead seems not a
big concern even for individual users in any one of these three schemes, the bandwidth
saving of our scheme over the other two schemes is very meaningful for a very large
group. For example, when N reaches one million, under the same setting every rekeying
cost in LKH is 8.3 MB, in SDR it becomes several megabytes when 7 reaches hundreds
of thousands, whereas in CRBR it is upper bounded by 128 KB. Because of its small
size, the rekeying message in CRBR can be distributed using our DoS-resilient k-RIP
scheme introduced in Section 5.

N
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— > -8 Stateless(SDR or CRBR)
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Kl 3 10°%
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25007 g
S —
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The i'th Rekeying Event Group Size(N)

Fig.3. Rekeying cost of LKH, SDR, and Fig.4. The bandwidth overhead of key server
CRBR in different rekeying times. for unicasting keys to nodes.

Scenario II: Unicast Cost. When the key server distributes its security update, none
of the N, offline nodes receive it. As we showed earlier, S of these nodes come back
online during 7. When LKH is employed, these S nodes would need to ask the key
server for retransmission of the current group key to decrypt the current data because
of the statefulness property of LKH, whereas in SDR and CRBR, these nodes can get
retransmission from other nodes.

Next we show the overall retransmission cost in these schemes. In SDR or CRBR,
only the current group key (no KEKSs) is retransmitted to a requesting node. Thus the
overall bandwidth overhead is S keys if we do not count other packet overhead. In
LKH, a node needs to receive the current group key and some of its KEKs that have
been updated. We assume that in LKH, a node that comes online needs to receive on
average h/2 keys, where h is the height of the key tree maintained by the key server.
Therefore, during 7', the key server needs to retransmit % keys.
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Figure 4 plots the bandwidth overhead for unicast-based key updating in LKH and
SDR/CRBR with the same network characteristics as in the previous comparison. We
can observe that the key server bandwidth overhead is nontrivial and it increases linearly
with group size. For example, for a group of size of 65, 536, in LKH the key server has
to transmit 25.6 MB to help nodes update keys. In SDR or CRBR, the cost is 1.28 MB.
When N reaches one million, the cost in LKH becomes greater than 400 MB.

Overall, the analysis of these two scenarios shows that CRBR outperforms LKH
and SDR in terms of bandwidth for the applications under consideration. Moreover, our
simulation (although not shown) indicates that in many cases we can greatly reduce
the size of the CRL by compressing it using a compression program, e.g.,“zip”, before
performing digital signing.

5 A DoS-Resilient Key Distribution Scheme (k-RIP)

This section describes our DoS-Resilient key distribution scheme called k-RIP. The
scheme can also be used for distribution of other small-size but critical information
(e.g., new virus and worm signatures, CRLs) in overlay multicast group.

In overlay multicast, messages are normally injected into the network from the
distribution server (i.e., the root node), and are then forwarded hop-by-hop to all the
other nodes in the tree. If a malicious node in the tree intentionally discards the mes-
sage it receives from its parent node, its downstream nodes will not receive the mes-
sage. This attack is specially severe when the malicious node is very close to the
root. We note that this attack is also effective to non-tree based delivery infrastructure.
Schemes [19, 21, 22] based on more complex graphs are more resilient to the attack
in general, but they are still subject to selective attacks in which an attacker selectively
compromises several nodes close to the injection point.

Note that we cannot solely rely on detection and retransmission mechanisms to
address this attack. If every node that detects message losses asks the key server for
retransmission, the key server will become the performance bottleneck. Therefore, it is
very important that the majority of the member nodes could receive messages even in
the presence of DoS attacks.

5.1 Scheme Overview

To address the above attacks, we propose that in addition to propagating its message
through the root node, the key server also randomly picks £ nodes (not including the
root) in the tree and sends its message to these £ nodes. All these k£ nodes propagate
the message towards their children (if any) as well as their parents if their children or
parents have not received the message yet. Thus, if a small number of nodes do not
forward the message, other nodes might still be able to get it from their children or
parents with high probability.

In this scheme, we can simply use sequence numbers to suppress duplicated mes-
sages, thus every node only receives one copy of the message and forwards the message
to another node at most once. Moreover, this scheme has the additional benefit of reduc-
ing the overall latency for all online nodes to receive the message. On the other hand,
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this scheme incurs the bandwidth overhead for the key server to transmit k£ additional
copies of the message. However, for small-size messages (e.g., tens or hundreds of kilo-
bytes) and a small £ (e.g., < 20), in practice this transmission overhead should not be a
big concern for the key server.

5.2 Node Selection

The very first question is which k nodes to select? To answer this question, we need
to consider two factors: latency and DoS-resilience. Ideally, we should select £ nodes
such that the overall latency is minimized and the number of nodes that can receive
messages is maximized. In practice, it is hard to achieve the above goal because the key
server might not have the precise knowledge of the tree topology due to the presence
dynamics of the member nodes. The key server might know which nodes have joined
the tree from a rendezvous point (RP) in many routing algorithms [2, 24] because a
joining node contacts a RP for information assisting the node to find a position in the
tree. However, for scalability the RP does not keep track of the position of a specific
node in the tree or if a node is online or offline. Thus, for our scheme to work, a practical
issue is to determine which nodes are online.

A heuristic selection algorithm. A simple solution works as follows. The key server
randomly selects its member nodes to connect to. If a member node is unreachable, it
picks another one. The key server repeats this process until it discovers k online nodes.
One problem with this scheme is that the key server might not know the IP addresses of
its member nodes because nodes might have dynamic IP addresses. This problem can
be addressed by letting the RP record the IP addresses of the nodes that have recently
contacted it. Because nodes normally do not change their IP addresses during a session,
the key server can use these IP addresses directly'.

Using the same group characteristics as that used in Section 4.4, we know that
for a system that has the registered population of NV and the average network size of
N, = R 1> the key server needs to try an average number of 5~ kN = k(R + 1) times to
find k online nodes. This shows that the efficiency of this algorlthm relies on the node
presence dynamics. For a small R, this selection algorithm should work fine. When R
is large, we may exploit the following heuristics to increase the hit ratio. The idea is
that the key server could make a good guess of online members based on the joining
times of the members. Again, we assume that presence durations in a multicast session
approximately follow an exponential distribution [I]. Assume that the mean of pres-
ence durations is 1/6, which can be calculated if every member node records its every
presence period and reports its mean presence time to the RP when joining the tree.

The probability p;(¢) that a member node ¢ is still online ¢ time after it joins is
pi(t) = e %t p;(t) decreases with ¢, indicating that the nodes joining more recently
are more likely to be online than those joining earlier. Thus, the RP simply tells the
key server the ids of m distinct nodes that joined the tree most recently, such that
Yo pi(ti) > @k, where t; (1 < ¢ < m) is the time difference between the cur-
rent time and the joining time of that node. Here ¢ > 1 is a parameter reflecting the

! Note that for nodes behind network address translators(NATs), if they can join the overlay
network [ 0], they should also be reachable to the server.
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probability that the key server finds & online nodes from m candidates, and it is variable
and should be determined by the presence dynamics of an actual application.

We note that there is a potential attack against this selection algorithm if the mes-
sage (e.g., the CRL in CRBR) is distributed periodically, because multiple malicious
nodes may join the tree just before the distribution time point. Based on our selection
algorithm, the RP will likely report their ids to the key server. Thus, these malicious
nodes are selected as injection points, reducing the effectiveness of our scheme. To mit-
igate this attack, it is important that the key server randomly picks nodes from the m
candidates for presence test, not preferring the nodes that joined more recently.

5.3 Evaluation of Effectiveness

This subsection reports the effectiveness of our k-RIP scheme in increasing DoS-
resilience. Due to space limit, we refer the reader to our technical report [25] for our
simulation results on the effectiveness of our scheme in reducing propagation latency.
We first show the analytical model, followed by simulations.

Analytical model. Figure 5 depicts an example multicast tree that has degree of d = 2
and group size of N, nodes (excluding the root node that is the distribution server).
The solid nodes are good nodes and the empty one is a compromised node that drops
messages going through it. Let h be the height (in hops) of the compromised node from
the root and s be the number of nodes in the subtree rooted at the compromised node.
N, _ 1=("!

anr d-1 -

Distribution
— Server

Then we have s =

Fig. 5. An example tree of size N, excluding the root. The empty node is a compromised node
whose tree size is s.

Let z be the number of good nodes that can receive messages. Let base scheme be
the one in which only a single copy of a message is injected via the root node. It is
easy to see that in base scheme z = N, — s. In our k-RIP scheme, besides the root
node, k randomly picked nodes also inject the message into the tree simultaneously. If
a good node in the subtree rooted at a child node of the compromised node is selected ,
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all the nodes in this subtree will receive the message. If one good node is selected from
each subtree rooted at each child node of the compromised nodes, all the good nodes
in the network will receive the message. More generally, denote p(7) as the probability
that at least one node is selected from each of ¢ (0 < i < d) subtrees rooted at ¢ child
nodes (but no nodes are selected from the other (d — @) subtrees) of the compromised
node. Further denote x = (s — 1)/d and y = N, — s + 1, as shown in Figure. 5. Basic
probability and combinatorics arguments can be used to derive p(7):

/) (i=0)

Bl1=3 (1o~ 1+i0) @

This analytic result has been validated by simulations.

Simulation setting. We first generate a random graph of 10,000 nodes and then con-
struct a tree out of the graph based on the joining algorithm that is also used in [ 12, 24].
Specifically, every joining node searches from the root downwards along the tree for the
(possible) nearest node as its parent, thus geometrically adjacent nodes become neigh-
bors in the tree. The link delay between any two nodes is randomly selected from a
uniform distribution between 10 and 200 ms, and the outdegree of a node is a random
number between 1 and 5. Our simulation programs were written using the Csim simula-
tion library [9]. We use the method of independent replications for our simulations and
all our results have 95% confidence intervals that are within 5% of the reported values.

Evaluation results. Figure 6 illustrates the effectiveness of our k-RIP scheme compared
to the base scheme, based on eqn. 2. We observe that in the base scheme, a compromised
node with the height h = 1 could prevent half of existing nodes from receiving the
message, whereas our scheme allows a much larger fraction of nodes to receive the
message. For example, when k& = 3, about 80% nodes can receive the message. More
nodes get the message when k increases. For example, when k = 10, about 97% nodes
could receive it. In addition, the figure indicates that in the base scheme, to cause denial
of service to more nodes, an attacker should manage to become as close to the root
as possible. However, when our scheme is deployed, that is not necessarily the best
strategy for the attacker. For example, when k£ = 10, becoming a node with h = 2 or
h = 3 gives the attacker a little more advantage than becoming a node with h = 1.

Next we study the effectiveness of our heuristic selection algorithm that selects
k nodes from mostly recently joined m nodes (denoted as k-RIP-h, dashed lines in
Figure 7), compared with the base scheme in which we randomly select k& nodes from
N, nodes (denoted as k-RIP, solid lines). We set the outdegree of a node d = 3 and
the size of the candidate set m = 50. Figure 7 indicates that except when h = 1, the
effectiveness of k-RIP is only slightly affected when choosing k (k < 20) nodes from
50 most recently joined nodes instead of choosing from all N, = 10, 000 nodes.
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and k.

6 Conclusions and Future Work

We have presented a bandwidth efficient scheme that integrates network access con-
trol and group key management. Performance analysis and simulation study show that
our scheme incurs much smaller communication overhead than two other well-known
schemes. We also proposed a DoS-resilient information distribution scheme that deliv-
ers small-size but critical messages (e.g., keys) to a large fraction of nodes with high
probability even if an attacker can selectively compromise nodes in the multicast data
delivery hierarchy. The scheme has only considered to distribute one message and used
a fixed k. In the future, we will consider selecting k£ dynamically based on the receiving
status in the past.
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