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Abstract—An orthogonal decomposition of a general wideband
space–time frequency selective channel is derived assuming
antenna arrays at both the transmitter and receiver. Knowledge of
channel state information is assumed at both the transmitter and
receiver. The decomposition provides a framework for efficiently
managing the degrees of freedom in the space–time channel to
optimize any combination of bit-error rate and throughput in
single-user or multiuser applications. The decomposition is used
to derive efficient signaling schemes and receiver structures for a
variety of scenarios. For a fixed throughput system, we investigate
a power allocation scheme that minimizes the effective bit-error
rate. In addition, a strategy to maximize the throughput under
a worst-case bit-error rate constraint is proposed. For multiuser
applications, we propose a signaling scheme that achieves orthog-
onality among users by exploiting the temporal channel modes
which are common to all users. The effect of imperfect channel
state information at the transmitter is also investigated.

Index Terms—Diversity, high data rate, multiantenna systems,
multiple-access communications, wireless communications.

I. INTRODUCTION

U
SE OF antenna arrays at both base stations and mobile

handsets is envisioned in future wireless communication

systems [1]. It is well-known that availability of multiple an-

tennas at the transmitter and receiver significantly increases link

capacity. Consequently, exploitation of spatio–temporal diver-

sity has emerged as a key technology in state-of-the-art systems.

For example, an antenna array is required at the base station

in the third generation WCDMA (wideband code-division mul-

tiple access) standard [2].

Most existing space–time techniques assume channel state in-

formation (CSI) at the receiver (see [3]). However, availability

of CSI at the transmitter can be exploited to attain improved per-

formance as demonstrated by some recent works (see [4]–[8]).

Channel information may be obtained at the transmitter via sev-

eral means. In time-division duplexing (TDD), the uplink and
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downlink channels are reciprocal so the transmitter can esti-

mate the channel using pilot and/or data symbols transmitted

by the receiver. In frequency-division duplexing (FDD), a feed-

back channel may be used to relay channel information esti-

mated by the receiver back to the transmitter. The use of CSI

at both the transmitter and receiver for transmit diversity has

been applied in the third generation WCDMA standard [2], [8],

which is known as the closed-loop transmit diversity or transmit

adaptive array (TxAA) technique.

In this paper, we investigate efficient signaling schemes

and receiver designs that exploit CSI at both the transmitter

and receiver for wideband frequency selective space–time

channels. This work builds on our earlier results in [6], in

which minimum bit-error rate (BER) signaling schemes are

derived for single-user system given different types of channel

information. When perfect CSI is available, the BER-optimal

scheme can be viewed as a generalization of selection diversity

via adaptive frequency hopping with spatial beamforming. This

scheme uses only one channel dimension in a particular symbol

duration. The results in [6] are extended in this paper to exploit

all channel dimensions. An orthogonal decomposition of the

general wideband frequency selective space–time channel is

derived assuming -transmit and -receive antennas. The

channel modes are shown to be outer products of discrete-time

sinusoids (representing temporal dimensions) and spatial beam-

formers (representing spatial dimensions). The decomposition

provides a framework for efficiently managing the degrees of

freedom in the space–time channel to optimize BER and/or

throughput in single-user and multiuser applications.

We consider a fixed phase modulation scheme for concrete-

ness. The throughput of the system is determined by the number

of distinct data streams. Our results show that there is a tradeoff

between throughput and BER—higher throughput generally

results in a higher BER. Using only the most dominant channel

mode to transmit a single data stream represents one (min-

imum BER) extreme. On the other hand, transmitting distinct

data streams on all modes represents the other (maximum

throughput) extreme. For a given fixed throughput, we derive

a power allocation scheme that minimizes the BER under a

total power constraint. Given a worst-case BER constraint,

we propose a strategy for maximizing the average throughput

under a total power constraint.

We also propose a multiuser scheme that employs different

sinusoids or temporal dimensions for different users to attain

perfect user separation without any processing at the receiver.

Furthermore, the signaling and receiver design for each user do
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not require the channel or signaling information of other users.

This scheme is analogous to methods employed in orthogonal

frequency division multiple access (OFDMA) or multiuser mul-

ticarrier systems (see [9]).

Prior work closely related to the results in this paper is

found in [4], in which the singular value decomposition (SVD)

of the overall space–time channel is exploited for maximum

throughput application in narrow band systems. The SVD in

[4] does not admit a closed-form expression. In this paper,

we obtain a closed-form SVD for each channel coupling all

the transmit antennas to a particular receive antenna. These

closed-form SVD’s then yield a lower dimensional eigende-

composition for the channel after coherent combining across all

receive antennas. We demonstrate that our approach requires

lower computation complexity.

To fully exploit the potential of our proposed schemes, suffi-

ciently accurate estimates of CSI are required at the transmitter.

In practice, some nonidealities may exist (see [5], [6]). We an-

alyze the effect of imperfect CSI at the transmitter. It is shown

that while imperfect CSI at the transmitter does not result in the

loss of multiuser separation, each user incurs some performance

penalty. Simulation results are given to assess the amount of per-

formance loss in high throughput single-user systems due to the

delayed CSI at the transmitter.

The rest of the paper is organized as follows. The space–time

channel model and orthogonal decomposition are given in Sec-

tions II and III, respectively. Signaling and receiver designs for

single-user systems that trade throughput for BER are outlined

in Sections IV and V, respectively. We discuss multiuser system

design within our framework in Section VI. The effect of im-

perfect CSI at the transmitter on the system performance is dis-

cussed in Section VII, followed by the concluding remarks in

Section VIII.

Superscript , , and indicate matrix transpose, matrix

conjugate transpose, and complex conjugation, respectively.

Uppercase boldface denotes a matrix while lowercase boldface

indicates a vector. denotes the identity matrix.

denotes a complex Gaussian vector with

mean and covariance matrix . Expectation is denoted as

and the Euclidean norm of vector is denoted as . The

symbol denotes Kronecker product and is formed

by stacking the columns of matrix into a vector [10], [11].

is the column vector with 1 located at the th

row. Kronecker delta distribution is defined as

The diagonal matrix generated by the vector is denoted by

. The th largest eigenvalue and the corresponding

eigenvector of matrix is denoted by and ,

respectively, and we assume . In this paper,

since is always Hermitian symmetric and nonnegative

definite, .

II. WIDEBAND SPACE–TIME CHANNEL MODEL

Consider a single-user system with transmit and receive

antennas. We assume that each component of the transmitted

signal has duration

and two-sided essential bandwidth . The transmitted signal

undergoes a frequency selective -input, -output

fading channel with delay spread of . The signal at the

th receive antenna can be written as

(1)

where is the channel impulse response representing the

coupling between the th transmit and th receive antenna. We

assume that The maximum transit time across the array is small

compared to the inverse bandwidth of the signal. We also as-

sume that the channel coefficients corresponding to different

paths and antennas are not completely correlated. The additive

noise process is temporally and spatially white zero mean com-

plex Gaussian. That is, .

We assume for a single transmitted data stream that the th

antenna waveform has the following form:

(2)

where is the (unit-energy) chip waveform of duration

, is the transmit power, and . Here ,

represents the signature sequence asso-

ciated with the th antenna. We sample at the rate

to enable discrete-time processing without loss of information.

Let

(3)

Hence, contains samples of the received signal at the th

antenna over one symbol duration, while is an matrix

containing the signature codes from all transmit antennas. Now,

define as the time-shift matrix corresponding to

the path delay . We assume the delay is cyclic, so that is

circulant. For example, when and

While the actual delay corresponds to a linear shift, negligible

error is introduced by this assumption for sufficiently large

provided that . Furthermore, if a chip-level cyclic

prefix is introduced, the cyclic shift is exact [12]. By defining

, ,

, and , we have

from (1) and (2)
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Defining and applying the identity

[10] twice, we get

(4)

where .

III. SPACE–TIME CHANNEL DECOMPOSITION

The overall space–time channel may be represented as

. The number of available

space–time dimensions, , is precisely the rank of .

Since we assume that the channel coefficients are not

perfectly correlated, w.p. 1 (see

[13]).1 Our goal is to design transceivers that access all

degrees of freedom in a way that different channel modes do

not interfere with one another. This goal can be accomplished

when a SVD of is available, analogous to [4]. This SVD has

to be computed numerically since for , a closed-form

SVD for can not be obtained. Numerical computation is

prohibitive in practice since is usually large for wideband

applications ( 32).

In this paper, instead of using an SVD for , we derive a

closed-form SVD for and show that via appropriate sig-

naling and receiver designs, all degrees of freedom can

be accessed via noninterfering modes. The circulant structure

of is exploited to obtain a closed-form SVD for the th re-

ceive antenna space–time channel matrix in (4).

Theorem 1: Define

(5)

(6)

Then, admits the following SVD:

(7)

(8)

Proof: Appendix A.

Notice that the left singular vectors are indepen-

dent of since they are associated with temporal channel char-

acteristics. Also, notice that the th row of is the complex

conjugate of the frequency response of the channel between the

th receive and th transmit antenna at frequency .

Consider implementing the maximum likelihood or max-

imum ratio combining (MRC) receiver for the data . We

may decompose the MRC receiver into two stages: front-end

matched filtering with only the channel coefficients and com-

bining across all received antennas, as denoted by

1As long as the channel is not completely correlated, there exists N
nonzero singular values w.p. 1. Higher channel correlation, however, results
in larger channel singular value spread.

, followed by matched filtering with the signature code

. We shall study the -dimensional vector as it contains

the channel coefficients. Substitute for to obtain

(9)

Now apply Theorem 1 and the identity

to show

(10)

where

(11)

is the overall spatial mode matrix at frequency . Since

the rank of in (11) is , it is clear from (10) that

is of rank w.p. 1.

Also, is the Grammian of , hence

rank rank [11]. It is easy to verify that

the eigenvectors of are

(12)

with the corresponding eigenvalues .

These eigenmodes represent all the available noninter-

fering space–time subchannels for any MRC-based receiver.

While a single data stream was assumed to motivate the MRC

receiver structure, in general noninterfering data streams

can be transmitted in parallel using the eigenmodes of

. Each of these streams can be demodulated using

the MRC receiver described above. This issue will be discussed

in Section V.

Notice that to compute all the eigenvectors in (12), the most

costly operation is finding the eigenvectors of matrices, each

with the size of . This is much less complex than com-

puting the singular modes of the matrix since

is typically large ( 32) and is typically small (currently 2–4

for WCDMA [2]) in practice.

IV. MINIMUM BER SINGLE-USER SYSTEM

Minimum BER is obtained by transmitting only a single data

stream via the most dominant subchannel [6]. In this case, we

choose

(13)

where

(14)
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(a)

(b)

Fig. 1. Single-user minimum BER system for BPSK (a) transmitter
(b) receiver.

That is, is the frequency of the spatial mode matrix with the

largest dominant eigenvalue and is the corresponding domi-

nant eigenvector. Notice that only one dimension is used in any

one symbol duration to achieve minimum BER. This signaling

scheme can be implemented as shown in Fig. 1(a) with .

For receiver design, we assume BPSK modulation

( ), although extension to other modulation schemes is

straightforward. The MRC receiver computes in (9) and then

correlates with to obtain the decision statistic

for . To simplify receiver complexity, we exploit Theorem

1 as follows. It is easy to show using the identity

and the orthogonality of

that

(15)

Hence, can be written as follows:

(16)

This can be implemented as shown in Fig. 1(b) with . Note

that , which represents the CSI, and the transmit beam-

former need to be known at the receiver. For BPSK modula-

tion, the maximum likelihood detector is . In

this case, [6]2

BER (17)

Choosing with defined in (14) maximizes the

argument of and therefore the BER is minimized. Note

that the effective SNR is , so is the gain of

the dominant subchannel.

2 Q(x) = e du:

We assume the availability of , , and at both the

transmitter and receiver. In practice, this availability depends on

the system constraints. For TDD systems, , , and can

be computed at both the transmitter and receiver by exploiting

reciprocity. Alternatively, and can be computed at the trans-

mitter and signaled to the receiver. can always be esti-

mated at the receiver for front-end processing. In FDD systems,

reciprocity does not hold, hence CSI needs to be signaled to the

transmitter via a feedback channel. In order to reduce feedback

overhead, the receiver may compute and and feed them

back to the transmitter, rather than feeding back CSI.

V. HIGH THROUGHPUT SINGLE-USER SYSTEMS

Since we assume a fixed modulation scheme, the throughput

of the system is determined by the number of streams trans-

mitted simultaneously. To transmit data streams via the

channel, we choose a transmitted signal of the form

(18)

where the signature codes are chosen to be a subset of the

eigenvectors of given in (12). Define the relative

throughput of a system as the total system throughput relative

to the throughput of a one-stream system with the same modu-

lation scheme. The relative throughput is bounded by ,

the maximum number of parallel subchannels. Without loss of

generality, we assume that in this section. That is, is

the transmit power for the th stream normalized with respect

to the noise variance . At the receiver, different streams are

easily separated due to the orthogonality of . The trans-

mitter and receiver for this maximum throughput scheme may

be implemented as shown in Fig. 1(a) and (b), respectively, for

each data stream with and chosen accordingly.

Throughput is maximized by using all the spatio–tem-

poral dimensions for data transmission as discussed above.

However, for a fixed total transmitted power, this comes at

the expense of BER since the power has to be distributed

between streams. Hence, there is a tradeoff between

throughput and BER. One may trade throughput for lower

BER by choosing to transmit with data streams.

Since perfect CSI is available at the transmitter, the subchannel

gains (eigenvalues) defined in Section III can be

determined. Without loss of generality, assume that

(19)

where the nonzero gain assumption is achieved w.p. 1 by As-

sumption 2 in Section I. Clearly, the most power-efficient way

to achieve a relative throughput of is to use the subchan-

nels with the highest gains. We define the effective BER of an

-stream system as

BER BER (20)

where is the received SNR corresponding to the th

stream. is a strictly decreasing function of
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the received SNR, and depends on the chosen modulation

scheme. The effective BER reflects the average system

performance across subchannels. The transmit power

allocated for all streams is assumed to satisfy the

constraint . In general, is chosen

based on the subchannel gains . Note that to

achieve relative throughput of , we require for all

.

We now investigate a power allocation scheme that minimizes

the effective BER for a fixed throughput ( ) in Section V-A.

This scheme further leads to a strategy to maximize the instan-

taneous throughput for a given worst-case BER requirement, as

discussed in Section V-B.

A. Fixed Throughput Criterion

We assume BPSK or QPSK modulation, so that

. The results presented

below can be extended to other modulation schemes. For

a given relative throughput of , we choose to

minimize . Since the effective BER reflects the av-

erage performance over all subchannels, it may result in some

subchannels with extremely high and some with extremely low

received being used for data transmission. This

effect is more pronounced when the total transmit power

is low. To prevent this, we impose a worst-case SNR constraint

resulting in the following optimization problem:

(21)

(22)

(23)

The constant is chosen such that is the worst-case

BER for subchannel .

The above optimization problem can be solved via the

Kuhn–Tucker conditions [14]. The following is shown in

Appendix B.

1) A solution exists if and only if

(24)

where denotes the cutoff transmit power for a rel-

ative throughput of . When (24) is met, the solution is

unique and characterized by:

(25)

where satisfies

(26)

and is chosen such that .

2) For a given total transmit power and subchannel

SNR values , the minimum effective BER

power allocation results in

(27)

provided that is a constant or decreasing

sequence.

Hence, to maintain a relative throughput of for different

channel realizations, the total power may need to be ad-

justed accordingly. The property represented by (27) demon-

strates the tradeoff between BER and throughput. That is, higher

throughput results in higher effective BER. Note that although

this property is intuitively pleasing, it is generally not true for

arbitrary power allocation schemes.

The solution of (26) must be obtained numerically. The

derivation in Appendix B suggests an iterative procedure to

obtain the solution of (25) and (26). Starting with an arbitrary

, (26) is solved numerically for . A unique solution

is guaranteed for any value of . If , is

increased to reduce each . Similarly, if ,

is lowered to increase each . This procedure is repeated

until is satisfied within a prescribed

numerical tolerance.

An approximate solution of (21) can be obtained by replacing

the exact BER for each subchannel in (21) with its Chernoff

bound. In this case, we minimize the following upper bound on

the effective BER:

This approximation is accurate for sufficiently large .

Again, using Kuhn–Tucker conditions as in Appendix B, we ob-

tain the following closed-form solution for ,

assuming (24) holds:

(28)

where is chosen to satisfy the power constraint

. We term this solution the Chernoff-based power allo-

cation. Analogous to the exact solution, it can be shown that

holds in this case as well.

When is sufficiently large, it is easy to see that the

worst-case subchannel BER constraint in (23) is not active. In

this case, the exact solution to (21) is for all , where

is given in (26). The Chernoff-based solution is simply

.

Another simple suboptimal power allocation scheme that sat-

isfies the constraints in (22) and (23) assuming (24) holds can

be obtained as follows:

(29)

That is, after satisfying the minimum SNR constraint in each

subchannel, the remaining power is distributed equally for all

subchannels. We term this scheme uniform power allocation. It
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is easy to see that holds for uniform

power allocation.

B. Maximum Throughput Criterion

We now consider an adaptive throughput scheme where

the instantaneous relative throughput is maximized subject to

constraints (22) and (23). Let the set of “allowable” relative

throughput be with . This is intended to allow

“no-transmission” when the channel undergoes such deep fades

that the BER requirement cannot be achieved for a given .

The solution of this problem is simply choosing the largest

such that

(30)

still holds for each channel realization.

Note that the maximum throughput criterion is not coupled

to any subchannel power allocation scheme but only requires

. Thus, one may use the minimum effective BER

or uniform allocation scheme described above to choose the .

C. Examples

For all the examples, we consider a 2 and

16 system. There are 3 paths with . The

channel coefficients are assumed IID and

(Rayleigh fading). To illustrate the fixed throughput criterion,

we consider 32. Perfect CSI is assumed at the trans-

mitter and receiver. The system is required to achieve the same

worst-case BER of on each subchannel. Hence

where is the inverse of .

We first compare the minimum effective BER power alloca-

tion (based on the exact and Chernoff-bounded effective BER)

to uniform power allocation. One channel realization and

are used. The resulting sorted subchannel SNR values and

the cutoff transmit power as a function of are de-

picted in Fig. 2(a) and (b), respectively. For 32, which

implies 33.54 dB is required to satisfy the worst-case

BER constraint. The allocation of power and resulting BER

across subchannels for 33.6 and 37 dB are depicted

in Fig. 3(a)–(d). From this example, we make the following

observations.

1) The Chernoff-based solution is virtually identical to the

exact minimum effective BER solution. The difference

between the minimum effective BER and uniform power

allocation schemes is small when is close to the

minimum value 33.54 dB. The difference is more pro-

nounced when excess power is available;

2) Both the minimum BER and uniform power allocation

schemes allocate relatively more power to subchannels

with low gain. However, as evident from Fig. 3(b) and (d),

the received SNR is largest in the subchannels with

the largest channel gain . Notice that the minimum

effective BER solution tends to allocate more power to

(a)

(b)

Fig. 2. (a) A channel realization for N = 16, P = Q = 2, L = 3 (d 2
f0; 1; 2g). (b) Cutoff power � as a function of M to achieve feasibility
condition (24).

subchannels with low channel gain than does the uniform

scheme, which results in lower effective BER;

3) The worst-case subchannel BER constraint in (23) is ac-

tive only for low . This is evident from Fig. 3(c) and

(d). The subchannel BER values for 37 dB fall

below 10 , which indicate that for all .

The effective BER for different is displayed in Fig. 4(a) as

a function of using the same channel realization and exact

minimum effective BER solution. A comparison to the effective

BER obtained using Chernoff bound and uniform power alloca-

tions is shown in Fig. 4(b). Observe that the loss of performance

due to uniform power allocation compared to the minimum ef-

fective BER solution is more pronounced as increases. Also,

the Chernoff approximation introduces negligible performance

loss.

To demonstrate the notion of adaptive throughput introduced

in Section V-B, we assume and 10 worst-case
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(a) (b)

(c) (d)

Fig. 3. Different power allocation schemes and the resulting subchannel BER for (a), (b) � = 33.6 dB and (c), (d) � = 37 dB.

BER requirements and use the Chernoff-bound power allocation

scheme. Four different sets of allowable relative throughputs are

used

(4 levels)

(6 levels)

(18 levels)

(33 levels).

The resulting average relative throughput and average

are depicted in Fig. 5(a)–(d). The averages were computed over

600 channel realizations. Observe that larger sets result in better

average throughput for any and the resulting BER profiles

are closer to the worst-case requirement. With small sets excess

power tends to reduce the effective BER rather than increase the

number of channels, while with the larger sets increases in

tend to increase the number of channels, rather than reduce av-

erage . Also, decreasing the worst-case BER results in

a decrease in throughput as more power is needed to achieve a

certain throughput.

VI. MULTIUSER SYSTEMS

For a general multistream system with active users, the

sampled signal at the th receive antenna in (4) can be written

as

(31)

where and the index denotes the

th user. Here the th user transmits data streams. Note that

in general the signal transmitted by different users see different

channels. It is easy to show that the SVD of in

Theorem 1 can be written as

(32)

where the th row of is the complex conjugate of frequency

response of the th user channel between the th receive and th

transmit antenna at frequency .
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(a)

(b)

Fig. 4. BER for different M . (a) Minimum BER . (b) Comparison
of power allocation schemes.

In this section, we demonstrate that up to users can be

accommodated without resulting in multiaccess interference.

This is possible by exploiting the left singular vectors

which are independent of the channels of different users. Choose

, where can be any arbi-

trary permutation of . Here, represents

the frequency assignment for different users. For simplicity, we

choose . Analogous to (15), we have from (31) and

(32)

(33)

Since are orthogonal, perfect user separation can be

achieved without using a decorrelating detector at the receiver.

It is apparent that the separation of users is achieved using only

the orthogonal temporal dimensions. In general, spatial di-

mensions can not be used for separating users because different

users generally have different channel coefficients. After this

temporal frequency assignment, each user has dif-

ferent spatial dimensions. These available spatial dimensions

may be used to increase throughput and/or minimize BER by

deriving the appropriate spatial beamformers.

Suppose the maximum number of users is desired.

The transmitter and receiver structure in Fig. 1 may be employed

for each user (or each user’s data stream) with ,

, and . Denote the test statistic for data

stream of user as , which can be written as

(34)

The spatial beamformer may be chosen to optimize the

th user’s BER, throughput, or a combination between the two

as discussed in Sections IV and V.

If the number of users , then temporal dimensions can

also be used to increase each user’s throughput and/or minimize

BER. In this case, user is assigned to

dimensions, where is the number of temporal dimensions

(frequencies) for user and .

As noted, user separation in this framework is a result of the

channel’s temporal eigenstructure. The temporal eigenstructure

is independent of the channel realization and hence, is common

to all users. This also implies that multiuser separation can be

achieved without the availability of CSI at the transmitter. This

is analogous to the use of sinusoids for multiuser separation in

OFDMA systems. The perfect multiuser separation property

also implies that the signaling and receiver design for each user

do not require any channel or signaling information of other

users. This greatly simplifies system design. For example,

each user’s total transmit power may be independently

adjusted. Thus, CSI at the transmitter can be utilized to adjust

the amount of transmitted power to

achieve a certain target BER for each user.

VII. EFFECT OF IMPERFECT CSI AT THE TRANSMITTER

The results in Sections IV and V assume that the CSI

at the transmitter is perfect. In practical systems, however,

some nonidealities may exist. For instance, both FDD and

TDD provide delayed versions of the estimated CSI at the

transmitter. In addition, for FDD systems, CSI is quantized

and suffers from feedback bit error. Delay is by far the most

prominent nonideality since sufficiently fine quantization, low

error rate feedback channels, and a strong pilot for channel

estimation can be used. The performance loss due to delayed

CSI at the transmitter for minimum BER closed-loop scheme

in Section IV is investigated in [5], [6]. It is demonstrated that

for sufficiently high fading rates, open-loop technique starts to

outperform closed-loop technique.

In this section, we investigate the effect of imperfect CSI

at the transmitter on the performance of the high throughput
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(a) (b)

(c) (d)

Fig. 5. Adaptive throughput performance. We choose N = 16, P = Q = 2, L = 3 (d 2 f0; 1; 2g). (a) Average M for " = 10 . (b) Average BER for
" = 10 . (c) Average M for " = 10 . (d) Average BER for " = 10 .

single-user system in Section V. As noted in Section VI, per-

fect user separation is a result of the channel’s temporal eigen-

structure, which is independent of the channel realization. This

implies that imperfect CSI at the transmitter and/or receiver will

not affect multiuser separation. Each user, however, will incur

some performance loss. Denote the imperfect CSI at the trans-

mitter as and the corresponding spatial mode matrices

as . It is apparent from (12) that the effect of imper-

fect CSI at the transmitter is manifested in the choice of spatial

beamformers and power allocation , which are

derived from . Denote the frequency associated with

the th stream as . That is, .

Note that is in general not 1-to-1. This is especially

true for . In this case, at least one frequency corresponds

to multiple values of . Analogous to (33) and (34), we have

(35)

(36)

where and

. As expected, the data streams trans-

mitted at different frequencies do not interfere with one another.

Inter-stream interference at the same frequency occurs since

the spatial beamformers are derived from the imperfect CSI at

the transmitter. To gain some insight in how the deviation from

the actual CSI affects the amount of interference, we relate the

actual and imperfect spatial mode matrices as follows:

(37)
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(a) (b)

(c) (d)

Fig. 6. Degradation in BER due to delayed CSI at the transmitter. (a) Six-level set, " = 10 . (b) 18-level set, " = 10 . (c) Six-level set, " = 10 .
(d) 18-level set, " = 10 .

where is a multiplicative constant and is the error

component.3 Using (37) and defining as the

th eigenvalue of , can be written as

(38)

Hence, inter-stream interference is caused by the error compo-

nent .

The performance loss due to the above inter-stream interfer-

ence can be quantified from the increase in the system error rate.

It can be shown that assuming BPSK modulation, the BER of

stream can be written as

BER

(39)

3For delayed CSI, � is inversely proportional to the fading rate.

For large , the inter-stream interference element can be

approximated as Gaussian, which results in the following

approximation:

BER

(40)

In addition to inter-stream interference, another source of

performance loss due to imperfect CSI at the transmitter comes

from the power allocation (reflected in ). This is

simply because the optimal power allocation derived from the

eigenvalues of is not necessarily optimal for the

actual CSI.

As an example, the effect of delayed CSI at the transmitter is

simulated for the adaptive throughput system in Section V-C.

We assume a typical closed-loop WCDMA scenario with one

slot delay (one slot 0.667-ms, 2 GHz center frequency [2]).

The average effective BER versus for various mobile

speeds are depicted in Fig. 6. We use the six- and 18-level sets

with and 10 . In contrast to the case where perfect
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CSI is available at the transmitter, the worst-case BER con-

straint is not always satisfied when delayed CSI is used at the

transmitter. Observe that the degradation is more pronounced

for higher . This is expected since the inter-stream

interference becomes more severe as is increased. Notice

also that the system with more stringent worst-case BER re-

quirement incurs larger penalty from inter-stream interference.

VIII. CONCLUSION

An orthogonal decomposition of a general space–time

multiantenna multipath channel is derived and utilized to

design efficient signaling strategies and the corresponding

receiver structures. The decomposition explicitly characterizes

available noninterfering spatio–temporal

dimensions in the channel. The time bandwidth product

represents the number of available temporal dimensions. The

number of available spatial dimensions is , where

and are the number of transmit and receive antennas,

respectively. This decomposition provides a framework to

jointly address system design for minimum BER, maximum

throughput, multiuser applications, as well as the combination

of the three, provided CSI is available at the transmitter. For

a fixed throughput system, a power allocation scheme that

minimizes the instantaneous effective BER of a multistream

transmission is derived. In addition, a strategy to maximize

the system throughput given a worst-case BER requirement

and is proposed. For multiuser applications, analogous to

OFDMA systems, the proposed scheme possesses a perfect

multiuser separation property as a result of the common

temporal eigenstructure across all channels. In practice, some

performance loss may occur when imperfect CSI is used at

the transmitter. We analytically show that while imperfect

CSI at the transmitter does not result in the loss of multiuser

separation, each user incurs some performance penalty. Some

simulation results are given to illustrate the performance loss

in high throughput single-user systems due to the delayed CSI

at the transmitter. Degradation in the effective BER is observed

as the channel fading rate increases.

APPENDIX A

PROOF OF THEOREM 1

Since is circulant, , where

is the -DFT

matrix and [11]

Let . Then, it can be shown that

(41)

Using the same argument as in [6], it can be shown that

. . .

. . .

(42)

where is given in (6) and

is the unitary permutation

matrix [10]. Hence

(43)

where is defined in (5) and the first equality follows from the

identity

(44)

with appropriate dimensions. The proof is completed by com-

bining (41)–(43).

APPENDIX B

MINIMUM SOLUTION

In this appendix, we denote the power parameter as and

the optimal solution as . The same holds for the Lagrange

multipliers and (defined later). The superscript for

will be suppressed when the context is clear.

Claim 1: If (24) is not satisfied, the constraints in (22) and

(23) are not feasible. If (24) is satisfied, the constraints in (22)

and (23) define a compact set in . This ensures the

existence of a minimizer . Hence, (24) is a necessary

and sufficient condition for the existence of a minimizer.

Notice that the cost function in (21) and the inequality con-

straints in (23) are convex. The equality constraint in (22) is

affine linear. Hence, the optimization problem is convex and the

Kuhn–Tucker conditions are necessary and sufficient conditions

to find the minimizer . The Lagrangian of this opti-

mization problem is

(45)

where and are the Lagrange multipliers. The optimizers

, , and must satisfy the following condi-

tions:

• For , , and

(46)
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• Constraints (22) and (23).

• , .

• , .

The condition in (46) is equivalent to

It will be demonstrated later in the uniqueness argument that the

parameter can be chosen to satisfy the power constraint (22).

For a given , the optimizers and that satisfy four

conditions above can be chosen for each as follows. Consider

the following:

(47)

If there exists a that solves (47), choose

and . This happens when is sufficiently small, which

is the case when is sufficiently large. Otherwise, choose

and such that .

Such exists because the left hand side of (47) is a

decreasing function of . Hence, the minimizer is

where is the solution of (47).

Now, we argue the uniqueness of the minimizer. Define a

function for a fixed as follows:

(48)

Hence, (25) can be written as , .

Notice that is a strictly decreasing function of . Hence,

given , and are one-to-one related and inversely propor-

tional. Also, and . Since is contin-

uous and strictly decreasing, takes on all values on .

Hence, there exists a solution to for any .

Note that solution is unique due to one-to-one relation between

and .

As demonstrated in the Claim 2 derivation below, the power

constraint is satisfied by tuning the param-

eter to obtain . Note that in the equations ,

, increasing/decreasing results in simulta-

neous decrease/increase in all since is common to

all . Hence, it is easy to see that there is a one-to-one corre-

spondence between and . Combining this fact and the

uniqueness argument in the previous paragraph, it can be in-

ferred that there is only one combination of with

that satisfies (25) and (26). This establishes the uniqueness of

the minimum effective BER solution.

Claim 2: : Given a channel realiza-

tion with subchannel SNR values in (19), let and

represent the effective BER defined in (20) for sys-

tems with relative throughput of and , respectively. Let

the corresponding subchannel power allocation be

and , respectively, with the same total power con-

straint .

First, we show that sufficient conditions for

to hold are

(49)

for any (50)

Since is a strictly decreasing function of ,

the following can be obtained from (49) and (50):

BER BER

BER

BER

BER

BER

BER

BER

BER BER

Condition 1 states that for a given total power and

subchannel gains , adding one new subchannel

(subchannel ) does not increase the amount of power

allocated to any existing subchannel, which is intuitively

pleasing. Condition 2 requires that the total received SNR for

a subchannel is proportional to the corresponding subchannel

gain for a given , , and assuming (19).

Next, we argue that the exact minimum effective BER solu-

tion satisfies Conditions 1 and 2 above. To show that Condition

1 is satisfied, observe the optimality conditions for minimizing

and without the inequality constraints:

(51)

(52)

Assume that for a given subchannel gains , the

solution of (51) has been found. By choosing
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and , for , the first optimality

condition in (52) is satisfied, but

Consider choosing , . Since

and are one-to-one and inversely proportional, this re-

sults in for all . By choosing

an appropriate , the power constraint in (52) can be satisfied,

and the solution of (52) is obtained. Applying the inequality

constraints, , hence we have

. This demonstrates that Condition 1 is sat-

isfied.

To demonstrate that Condition 2 is satisfied, we show that

for a given , is a decreasing sequence

assuming . This is trivially satisfied for

where since as long as is the

same for all or a decreasing sequence. When ,

consider the following version of (47):

(53)

Note that for a given fixed and , is also fixed.

Let and . Since , we have .

Also, as argued above. To show that Condition 2 holds,

it suffices to show that is an increasing function of for a

fixed . Differentiating both sides of (53) after the change of

variables, we obtain

Hence, for a fixed , is an increasing function of . This

demonstrates that Condition 2 is satisfied. Since Condition 1 and

2 in (49) and (50) are satisfied, we conclude that

.

REFERENCES

[1] J. H. Winters, “Smart antennas for wireless systems,” IEEE Pers.

Commun., pp. 23–27, Feb. 1998.
[2] [Online]. Available: http://www.3gpp.org.
[3] A. Naguib, N. Seshadri, and A. R. Calderbank, “Increasing data rate

over wireless channels,” IEEE Signal Processing Mag., pp. 76–92, May
2000.

[4] G. G. Raleigh and J. M. Cioffi, “Spatio–temporal coding for wireless
communication,” IEEE Trans. Commun., pp. 357–366, Mar. 1998.

[5] E. N. Onggosanusi, A. Gatherer, A. G. Dabak, and S. Hosur, “Perfor-
mance analysis of closed-loop transmit diversity in the presence of feed-
back delay,” IEEE Trans. Commun., pp. 1618–1630, Sept. 2001.

[6] E. N. Onggosanusi, B. D. Van Veen, and A. M. Sayeed, “Optimal an-
tenna diversity signaling for wideband systems utilizing channel side
information,” IEEE Trans. Commun., pp. 341–353, Feb. 2002.

[7] R. W. Heath, Jr. and A. Paulraj, “A simple scheme for transmit diversity
using partial channel feedback,” in Proc. 32nd Asilomar Conf. Signals,

Systems, and Computers, Oct. 1998.
[8] J. Hamalainen and R. Wichman, “Closed loop transmit diversity for

FDD WCDMA systems,” in Proc. 34th Asilomar Conf. Signals, Sys-

tems, and Computers, Oct. 2000.
[9] Z. Wang and G. B. Giannakis, “Wireless multicarrier commmunica-

tions,” IEEE Signal Processing Mag., pp. 29–48, May 2000.
[10] J. Brewer, “Kronecker products and matrix calculus in system theory,”

IEEE Trans. Circuits Syst. II, vol. CAS-25, pp. 772–781, Sept. 1978.

[11] G. H. Golub and C. F. V. Loan, Matrix Computations. Baltimore, MD:
The John Hopkins Univ. Press, 1996.

[12] J. G. Proakis, Digital Communications, 3rd ed. New York: McGraw
Hill, 1995.

[13] R. J. Muirhead, Aspects of Multivariate Statistical Theory. New York:
Wiley, 1982.

[14] R. T. Rockafellar, Convex Analysis. New York: Wiley, 1984.

Eko N. Onggosanusi (M’02) received the B.Sc.
(with highest distinction), M.Sc., and Ph.D. degrees
from the University of Wisconsin-Madison, in 1996,
1998, and 2000, respectively, all in electrical and
computer engineering.

During the summer of 1999 and 2000, he was
a Visiting Student at the Digital Signal Processors
(DSPs) Research and Development Department,
Texas Instruments, Dallas, working on antenna array
diversity for wideband code-division multiple access
(WCDMA) and adaptive modulation and coding for

wireless personal area networks, respectively. In January 2001, he became a
member of technical staff in the Mobile Wireless Branch of Communication
Systems Laboratory, Texas Instruments, Inc., where he is working on the third
generation wireless communication systems, focusing on high data rate and
multiantenna techniques. His research interests include signal processing,
information theory, and channel coding for digital communications.

Akbar M. Sayeed (S’89–M’97–SM’02) re-
ceived the B.S. degree from the University of
Wisconsin-Madison in 1991, and the M.S. and
Ph.D. degrees from the University of Illinois at
Urbana-Champaign, in 1993 and 1996, respectively,
all in electrical and computer engineering.

From 1992 to 1995, he was a Research Assistant
in the Coordinated Science Laboratory at the Univer-
sity of Illinois at Urbana-Champaign. From 1996 to
1997, he was a Postdoctoral Fellow at Rice Univer-
sity, Houston, TX. Since August 1997, he has been

with the University of Wisconsin-Madison, where he is currently an Assistant
Professor in the Electrical and Computer Engineering Department. His research
interests are in wireless communications, sensor networks, statistical signal pro-
cessing, wavelets and time-frequency analysis.

Dr. Sayeed received the Schlumberger Fellow in signal processing and the
National Science Foundation (NSF) CAREER Award in 1999, and the Office
of Naval Research (ONR) Young Investigator Award in 2001. He served as an
Associate Editor for the IEEE SIGNAL PROCESSING LETTERS from 1999 to 2002.

Barry D. Van Veen (S’81–M’86–SM’97–F’02) was
born in Green Bay, WI. He received the B.S. degree
from Michigan Technological University, Houghton,
in 1983 and the Ph.D. degree from the University of
Colorado at Boulder, in 1986, both in electrical engi-
neering.

In spring 1987, he was with the Department
of Electrical and Computer Engineering at the
University of Colorado-Boulder. Since August of
1987, he has been with the Department of Electrical
and Computer Engineering at the University of

Wisconsin-Madison and currently holds the rank of Professor. He coauthored
Signals and Systems, (New York: Wiley, 1999). His research interests include
signal processing for sensor arrays, nonlinear systems, adaptive filtering,
wireless communications, and biomedical applications of signal processing.

Dr. Van Veen received an Office of Naval Research (ONR) Fellowship while
working on the Ph.D. degree, a 1989 Presidential Young Investigator Award
from the National Science Foundation, a 1990 IEEE Signal Processing Society
Paper Award, and the Holdridge Teaching Excellence Award from the ECE
Department at the University of Wisconsin in 1997. He served as an Asso-
ciate Editor for the IEEE TRANSACTIONS ON SIGNAL PROCESSING and on the
IEEE Signal Processing Society’s Technical Committee on Statistical Signal
and Array Processing from 1991 through 1997, and is currently a member of
the Sensor Array and Multichannel Technical Committee.


