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Abstract—We present an integrated system with structural
Gaussian mixture models (SGMMs) and a neural network for
purposes of achieving both computational efficiency and high
accuracy in text-independent speaker verification. A structural
background model (SBM) is constructed first by hierarchically
clustering all Gaussian mixture components in a universal back-
ground model (UBM). In this way the acoustic space is partitioned
into multiple regions in different levels of resolution. For each
target speaker, a SGMM can be generated through multilevel
maximum a posteriori (MAP) adaptation from the SBM. During
test, only a small subset of Gaussian mixture components are
scored for each feature vector in order to reduce the computational
cost significantly. Furthermore, the scores obtained in different
layers of the tree-structured models are combined via a neural
network for final decision. Different configurations are compared
in the experiments conducted on the telephony speech data used
in the NIST speaker verification evaluation. The experimental
results show that computational reduction by a factor of 17 can
be achieved with 5% relative reduction in equal error rate (EER)
compared with the baseline. The SGMM-SBM also shows some
advantages over the recently proposed hash GMM, including
higher speed and better verification performance.
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Index Terms—Gaussian clustering, neural network, speaker ver-
ification, structural Gaussian mixture model.

I. INTRODUCTION

R
ESEARCH on speaker recognition [1], including identifi-

cation and verification, has been an active area for several

decades. The goal is to have a machine automatically identify

a particular person or verify a person’s claimed identity from

his/her voice. As one of the techniques in biometrics, speaker

recognition can be used in many access control applications,

such as network security, phone transactions, room access, etc.

The speakers are divided into two groups, the enrolled target

speakers and the nontarget speakers or background speakers.

Both identification and verification can be classified into text-in-

dependent and text-dependent applications based on whether or
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not the person is required to speak pre-determined words or sen-

tences. The focus of this paper is text-independent speaker ver-

ification.

Gaussian mixture models (GMMs) [2], [3] recently have be-

come the dominant approach in text-independent speaker recog-

nition. One of the powerful attributes of GMMs is their ca-

pability to form smooth approximations to arbitrarily shaped

densities [4]. Although for text-dependent applications, hidden

Markov models (HMMs) can have some advantages when in-

corporating temporal knowledge, GMMs still show the best per-

formance to date for text-independent speaker recognition with

high accuracy. However, to have a detailed description of the

acoustic space and also achieve good verification performance,

the number of Gaussian mixture components in each model is

usually large, especially when diagonal covariance matrices are

used. In a GMM-based text-independent speaker verification

system, generally a universal background model (UBM) with a

large number of Gaussian mixture components is created based

on hours of speech data from nontarget speakers. Then a target

speaker GMM is created by maximum a posteriori (MAP) adap-

tation [5] of the UBM. Although the computational cost nearly

can be halved based on the correspondence between the UBM

and the target GMM, scoring all components within the UBM

for each test feature vector still dominates the processing time

during verification.

There have been some approaches proposed for speech recog-

nition before to reduce the computation of Gaussian mixture

components in HMMs, such as vector quantization (VQ) [6] or

Gaussian selection [7]. The feature space is partitioned with a

vector quantizer to associate a shortlist of Gaussians with each

codeword. Only the Gaussians in the shortlist are computed pre-

cisely, instead of all Gaussians. The likelihood computation can

be reduced significantly with small loss of recognition accuracy.

Several methods using different thresholding schemes to com-

pute shortlists of Gaussians that are most likely to have a sig-

nificant contribution to the mixture sum were devised in [8].

In [9] and [10], approaches based on tree-structured Gaussian

densities were proposed to achieve computational efficiency in

speech recognition. A tree structure with bottom-up clustering

was also proposed in [11] for purpose of pruning the aggregated

Gaussian models. In [12], a decision-tree technique was pro-

posed to partition the feature space hierarchically. Each node in

the tree represents a linear hyperplane, which is obtained based

on maximum mutual information. The computation required for

evaluating Gaussians is reduced by a factor of 25 with 4% rela-

tive degradation in word error rate.

(2013)



Recently, inspired by Gaussian selection in speech recogni-

tion, a hash GMM was proposed and applied to text-independent

speaker verification [13]. In this method a small hash GMM is

trained first with entire training data. Then a shortlist of the in-

dices of mixture components in the large UBM is generated for

each hash GMM component based on the occurring frequen-

cies of the best scoring components in the hash GMM and the

UBM. For each test feature vector, only those components in

the shortlist of the highest-scoring hash component are evalu-

ated. Computational reduction by a factor of ten was achieved

with minor degradation in verification performance. Some other

approaches to reducing the computational cost in speaker veri-

fication systems have also been proposed. It was shown that by

lowering model order or decreasing frame rate [14], [15], com-

putational cost can be reduced by a factor of four with negligible

degradation of verification performance. An efficient scoring al-

gorithm was proposed in [16] for speaker identification. Rapid

pruning of unlikely speaker model candidates was achieved by

reordering the sequence of observation vectors. It improved the

speed by a factor of six compared to the conventional sequential

sampling.

In addition to GMM-based system, artificial neural networks

(ANN) also have drawn much attention in both the speech

recognition and the speaker recognition communities. The ap-

plication of neural networks to speaker recognition dates back

more than a decade [17]. Being nonlinear classifiers, neural

networks possess the ability to discriminate the characteristics

of different speakers. But when the dimensionality of the input

feature space is high and the network structure becomes so-

phisticated, the convergence during training is slow. Moreover

the performance obtained when using a neural network alone

is inferior to that of GMM. Some hybrids of neural networks

and HMMs were introduced before in speech recognition with

the neural network acting as a pre-processor [18] or posterior

evaluator [19] for HMMs. Recently a neural network was used

in speaker verification as a post-processor in the score level

to combine the scores from three GMM-based systems with

different features [20]. The performance from multisystem

fusion is better than that from any of the three systems. There

are also some other applications of neural networks in speaker

recognition, such as to design discriminative features for robust

speaker recognition to compensate for telephone handset

distortion [21].

For purposes of achieving both computational efficiency and

verification performance, we propose an integrated system with

structural Gaussian mixture models (SGMMs) and a multilayer

feed-forward neural network. A structural background model

(SBM) is created first based on a well-trained UBM. During

the construction, all Gaussian mixture components in the

UBM are clustered hierarchically. In this way the acoustic

space is partitioned into multiple regions in different levels

of resolution. Each node in the tree-structured SBM is rep-

resented by a Gaussian. For each target speaker, a SGMM is

generated through multilevel MAP adaptation on the SBM.

During test, the computational cost can be reduced significantly

by searching down the SBM tree and scoring only a small

subset of the Gaussian mixture components in the SBM and

SGMM. Furthermore, multiple scores from different layers

of the SGMM-SBM are combined via a neural network to

form the final decision. This integrated system shows larger

discriminative ability than the baseline system GMM-UBM.

Variable configurations on the tree structures, distance mea-

sures, cluster centroid estimations and neural networks are

compared in this paper. Experiments are conducted on the data

used in the NIST 1999 speaker verification evaluation. The

results show that computational reduction by a factor of 17

can be achieved with 5% relative reduction in equal error rate

(EER) compared with the GMM-UBM. The SGMM-SBM also

shows advantages over the hash GMM one of which is better

verification performance.

This paper is organized as follows. In Section II we briefly

review GMM-based speaker verification systems. Then we in-

troduce the construction of the SBM and SGMM in detail in

Section III. The verification procedure and the score fusion via

neural network are presented in Section IV. In Section V our ex-

perimental results are reported. The last section summarizes the

principal conclusions.

II. GAUSSIAN MIXTURE MODELS

Since the construction of a SBM is based on the well-trained

UBM and also the GMM-UBM acts as a baseline system in this

paper, we briefly review the GMM-UBM speaker recognition

system [2]. The UBM with Gaussian components is trained

by the EM algorithm [22] using hours of speech data from non-

target speakers. The likelihood function of a -dimensional fea-

ture vector is

(1)

where is the weight of the -th component, and is the

Gaussian probability density function (pdf) with mean and

covariance matrix

(2)

For each target speaker, a GMM can be created through MAP

adaptation of the UBM. Based on the experimental results,

adapting only the mean for each Gaussian component yields

the best performance in speaker verification. The mean of

the th component of the GMM is obtained by

(3)

where is the set of feature vectors and is the mean of the

-th component in the UBM. Here and are computed

from the expectation step of the EM algorithm as

(4)

and

(5)
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is a relevance factor and is the a posteriori probability

of the -th component given feature vector

(6)

The speaker verification task is a hypothesis testing problem.

The decision between whether the is generated by the target

speaker or by someone else is based on the average frame log-

likelihood ratio between the target GMM and the UBM. With

the general assumption of independence of the feature vectors

of , it is calculated as

(7)

where is the parameter set of the target GMM. By thresh-

olding the average frame log-likelihood ratio, a decision can be

made to either accept or reject the target speaker hypothesis.

It is observed that only a few of the mixtures contribute sig-

nificantly to the likelihood value when a large GMM is evalu-

ated. Based on this fact and also the correspondence between

the target GMM and the UBM, a fast scoring approach was pro-

posed [2]. For each feature vector, the top scoring Gaussian

components among the components in the UBM are found

first. Then only the corresponding components in the target

GMM are evaluated. Since is usually far less than , the

computational cost is reduced by almost a half.

III. CONSTRUCTION OF SBM AND SGMM

The training of SBM and SGMM is shown in Fig. 1.

Based on the UBM, an -layer tree-structured SBM, as

shown in Fig. 2, can be generated to model the structure of

acoustic space. Through a top-down hierarchical clustering,

each node in the upper layers represents a cluster of

the Gaussian components in the UBM and is modeled by a

single Gaussian pdf. Each leaf node corresponds to a separate

Gaussian mixture component in the UBM. In this way, the

SBM models the acoustic space in different levels of resolution.

Once the SBM is constructed, a target SGMM with the same

tree structure can be created by multilevel MAP adaptation

of the SBM. Each layer in the SGMM is generated via MAP

adaptation of the corresponding layer in the SBM so that the

Gaussian components in the SGMM and the SBM retain a

close correspondence to each other, which is useful during

verification.

A. Distance Measure

Before the construction of the SBM, a distance measure

between two Gaussians must be defined. Several distance mea-

sures have been proposed in the literature. Kullback–Leibler

(KL) divergence [23] and Bhattacharyya distance [24] are

two of the widely used measures. Consider two Gaussian

mixture components and with distributions

and . The symmetric KL divergence is defined as

the sum of the relative entropy between and and that

Fig. 1. Diagram of training.

Fig. 2. Tree structure.

between and . It quantifies the information for discrimi-

nating between the two Gaussian components. When diagonal

covariance matrices are assumed, it can be represented as

(8)

where is the th element of the mean vector , and

is the th diagonal element of the covariance matrix .

We also consider the Bhattacharyya distance [24]

(9)

which is closely tied to upper bounding the Bayes classification

error. The second term of the Bhattacharyya distance is the Ma-

halanobis distance using an average covariance matrix.

B. Cluster Centroid Estimation

Cluster centroid estimation is another important issue for

Gaussian clustering during the tree construction. The centroid

of a cluster of Gaussian components can be estimated using

maximum likelihood (ML) estimation. In both [6] and [9],

it was assumed that the numbers of data samples from each

mixture component are equal. However, this may cause some

performance degradation because the acoustic space is mod-

eled inappropriately. With mixture weights considered, which



represent the amount of data corresponding to each mixture

component, the ML estimation can be approximated by

(10)

(11)

where is the th element of the mean vector for the cen-

troid of cluster and is the th diagonal element of the

centroid covariance matrix. The weight of can be calculated

as the sum of all weights for

(12)

When KL divergence is used, we also propose a KL approach

for cluster centroid estimation. An iterative algorithm is used

to minimize the sum of the KL divergence between the cluster

centroid and all the Gaussians within the cluster, i.e.,

(13)

By setting the derivatives of with respect to the mean

and variance to zero separately, the formulae for

updating the mean and variance are

(14)

and

(15)

With the initial values generated by the ML approach, the final

mean and variance can be obtained after several iterations with

the mean updated first in each iteration.

Similarly, to minimize the within-cluster Bhattacharyya dis-

tance, the mean and variance can be updated iteratively [25]

through the BH approach by

(16)

(17)

where is the number of components in cluster .

C. Tree Construction

During the SBM tree construction process, the number of

layers and the structure in the upper layers are deter-

mined first before clustering. The algorithm for the Gaussian

clustering is described as follows.

1) The mean and variance of the first layer, i.e., the root

node, are calculated by (10) and (11) with all Gaussian

components of the UBM in one cluster.

2) Then the nodes in the next layer are initiated by the

minimax method based on the KL divergence or Bhat-

tacharyya distance. The pdf of each node is obtained

by linear interpolation between the parameters of the

original pdf and that of the parent node [23].

3) A k-means procedure is applied to cluster Gaussian mix-

ture components into each node. In each iteration, when

KL divergence is used, the mean and variance can be up-

dated either by the ML approach [(10), (11)] or by the

KL approach [(14), (15)]. Similarly, the ML or BH ap-

proach [(16), (17)] can be applied when Bhattacharyya

distance is chosen. The initial values in both KL and BH

approaches are generated by the ML approach as men-

tioned before. The values of mean, variance and weight

are stored in each node once the distance converges.

4) The same procedures in step (2) and (3) are repeated for

other layers until the clusters in layer are generated.

5) Each Gaussian component in each of the clusters in layer

is stored in a separate child node, the node in the

leaf layer.

Due to the variable cluster size, the number of branches for

those nodes in layer varies from node to node and depends

on the different approaches to tree construction. However, the

total number of leaf nodes is always equal to .

It should be pointed out that a tree structure was applied in

a multigrained model [26] for speaker recognition before. Each

node in the tree is modeled by a GMM and represents a phone

class or a phone. So all the training data must be labeled first.

However, no transcription is needed for training the SBM be-

cause the Gaussian mixture components are clustered in an un-

supervised way. It has been shown in [23] that such an unsuper-

vised mixture grouping is phonologically meaningful. We also

notice that a VQ-based GMM was proposed in [27] for text-in-

dependent speaker identification. The whole acoustic space is

clustered into several subspaces via vector quantization. Then

each subspace is characterized by a GMM. However, for each

test feature vector the scores are computed against all GMMs to

find the maximum. Therefore no computational efficiency was

considered there.

D. Multilevel Adaptation

After construction of the SBM, a separate model needs to be

trained for each target speaker. Since all nodes in the same layer

of the SBM compose a Gaussian mixture model, with the sum of

weights being 1, a tree-structured target SGMM can be obtained

by adapting the SBM with MAP adaptation [5] in each layer

separately. The mean of the -th component in layer of the

SGMM is obtained by

(18)

where is a relevance factor for adaptation of mean in layer

. and are obtained by

(19)

(20)
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is the a posteriori probability of -th component in layer

given the feature vector

(21)

where is the number of nodes in layer . Similarly, the vari-

ance of the -th component in layer of the SGMM can

be obtained by (see (22) at the bottom of the page) where is

a parameter vector from the prior density [5] and is a rele-

vance factor for adaptation of variance in layer . When is

equal to and

(23)

(22) can be rearranged as (see (24) at the bottom of the page). It

can be further simplified to

(25)

where

(26)

The weight of the -th component in layer of the SGMM

can be obtained by [2]

(27)

where

(28)

is a relevance factor for adaptation of weight in layer . In

this way the Gaussian components in the target SGMM retain

correspondence to those in the SBM, which is similar with the

correspondence between the target GMM and the UBM in a

GMM-UBM system.

IV. VERIFICATION

Fig. 3 is a block diagram of our speaker verification system.

After features are extracted from the test speech, SBM and

SGMM both are scored to generate the background and target

scores. These scores are combined via a multilayer perceptron

(MLP) to produce the final decision.

A. Scoring SBM and SGMM

For each test feature vector , based on the likelihood in

each node, the highest-scoring node in the second layer of the

SBM, node , is found first. Then all its child nodes in the

third layer are scored. The tree is searched in this way down

to a certain node in layer . The scores obtained at

the nodes along the path become the background scores for the

corresponding layers. The background score in layer is

(29)

where are the indices of those scored com-

ponents in layer for , i.e. the child nodes of . The root

node is in fact . All child nodes of node are eval-

uated, comprising a subset of the leaf nodes. Similar with the

GMM-UBM baseline, the logarithm of the sum of the top

likelihoods in the subset is used as the background score of the

leaf layer

(30)

where , are the indices of the top compo-

nents in the subset. This also makes the comparison with the

baseline GMM-UBM fair, where the top likelihoods among

all Gaussian components are counted. Based on the indices of

those nodes in the SBM which contribute to different layers’

background scores, the corresponding nodes in the upper

layers of the target SGMM and the corresponding leaf nodes

are evaluated to generate the multiple target scores , with

.

B. Score Combination via Multilayer Perceptron

It would be straightforward to combine the multiple scores

from the SGMM and SBM via linear combination or choose

the maximum of the multiple likelihood ratios. However, these

approaches cannot bring obvious improvement over the per-

formance obtained from the leaf layer scores only, as shown

later in the experimental results section. The verification perfor-

mance obtained by using the scores from the lower layer is better

than its counterpart from the upper layers since it describes the

acoustic space with higher resolution. However, it is believed

that the scores from the upper layers still catch some useful in-

formation for speaker verification. Especially in the situation

of sparse training data, the upper layers with smaller number

(22)

(24)



Fig. 3. Diagram of test.

of Gaussians may be trained more sufficiently than the lower

layers. To reflect the nonlinear dependencies among the scores

from different levels, it is desirable to use a neural network for

score combination [20]. Theory shows that the standard multi-

layer perceptron (MLP) with one hidden layer and smooth non-

linear activation functions can realize an arbitrary nonlinear de-

cision boundary [28]. The three-layer MLP combines the scores

in different layers of the SBM and SGMM to obtain the final

score for each trial. As shown in Fig. 4, the scores act as the in-

puts of the MLP.

The output at the -th node of the hidden layer is obtained

by a sigmoid function

(31)

where and are the weights connecting the input and

hidden layer. The elements in are the separate scores from the

different layers of the SGMM and SBM for each trial and act as

the inputs of the MLP. Similarly, the final output is computed

as

(32)

where and are the weights between the hidden layer and

the single output neuron. This type of MLP has input

nodes with the background scores and target scores as separate

inputs so that is related with by a function

(33)

Another kind of MLP is also considered in this paper. It employs

input nodes which use the log-likelihood ratios

obtained from layer 2 to layer of the SGMM and the SBM,

with the background scores subtracted from the corresponding

target scores. In this case can be represented by

(34)

Then a final decision can be made based on the value of the MLP

output, .

The MLP is trained with the widely used back-propagation

(BP) algorithm [29], a gradient-descent approach. With scores

from some known target trials and impostor trials, the desired

output is set to 1 for target trials and 0 for impostor trials.

Through such supervised training, the MLP increases the ability

of discriminating target and impostor speakers. During test,

when a similar set of scores are obtained from the SGMM-SBM

Fig. 4. Multilayer perceptron

and put into the MLP, it is possible to correct some errors, i.e.,

to convert low log-likelihood ratios of target trials to a higher

output, and vice versa for the high log-likelihood ratios from

some impostor trials. A higher verification performance can be

expected in the integrated system. Also, since the dimension of

input is almost an order of magnitude lower than the dimension

of feature vector, it is easy to converge so the training is fast.

Different sizes of the hidden layer are tested in the experiments

section.

V. EXPERIMENTS

A. Database

The SGMM-SBM were evaluated on the telephony speech

data (Switchboard II, phase 3) used in the NIST 1999 speaker

verification evaluation. Four hours of speech from 240 male and

240 female test segments in the NIST 1998 evaluation (Switch-

board II, phase 2), with handsets balanced, are used for training

the gender-dependent SBM. Each of 230 male target speakers

and 309 female target speakers has two minutes of speech for

training. Among them 60 male and 60 female speakers are held

out for training the MLP. 29 241 gender-matched verification

trials from the other 170 male and 249 female speakers are used

for the test. So there is no speaker overlap between the MLP

training data and test data. The duration of each test segment

varies from a few seconds to one minute, with the majority of

tests falling into a range between 15 to 45 s. The 13 626 verifi-

cation trials from 87 male and 114 female speakers in the NIST

1997 evaluation (Switchboard II, phase 1) are used as develop-

ment data for tuning the structure of the MLP. The ratios be-

tween target and impostor trials in both evaluations are roughly

1:10. More details about the NIST evaluation can be found at

[30].

B. Front End Processing

The frame rate is set to 16 ms. Nineteen-dimensional Mel-fre-

quency cepstral coefficients (MFCC) are extracted from silence-

removed and bandlimited data first. Then the channel effect is

compensated by transforming the MFCCs with feature warping

[31], which recently was formulated within the framework of

short-time Gaussianization [32]. The 19 delta coefficients are



XIANG AND BERGER: EFFICIENT TEXT-INDEPENDENT SPEAKER VERIFICATION 453

calculated based on the warped MFCCs and appended to form a

38-dimensional feature vector which is used in all the following

experiments.

C. Evaluation Measure

The evaluation of the speaker verification system is based on

Detection Error Tradeoff (DET) curves, which show the tradeoff

between false alarm (FA) and false rejection (FR) errors. In ad-

dition to the equal error rate (EER), there is also a detection cost

function (DCF) defined for the NIST evaluation [33]

(35)

where and are the a priori probability of nontarget and

target tests with and ; the specific cost

factors are and , which shifts the point of

interest toward low FA rates.

D. Computational Reduction Factor

To represent the computational requirements of the

GMM-UBM relative to the SGMM-SBM, a computational

reduction factor is defined as

(36)

where , and are the numbers of Gaussian components

evaluated in the UBM, target GMM and SGMM, respectively.

is the average number of Gaussian likelihoods computed in

the SBM for each feature vector. In all experiments, is 1024

and is 5. can be obtained by

(37)

since we evaluate one node in each layer from layer 2 to layer

and nodes in the leaf layer of the SGMM. The value of

is approximated by

(38)

where is the number of nodes evaluated in layer of the

SBM for test feature vector during the scoring as described

before.

E. Experimental Results

1) Variable Tree Structures With KL-ML Approach: Several

tree structures were tested first with KL-ML approach, i.e.,

with KL divergence and ML estimation. The log-likelihood

ratio from the leaf layers only is used in the first three sections

of experimental results. It will be denoted as GMM-SBM to

distinguish it from the score fusion of SGMM-SBM discussed

later. Only mean was adapted for the leaf layer of the SGMM.

The relevance factor was set to 1 based on some initial

experiments. Five three-layer trees and one four-layer tree were

examined separately, with increased as shown in Table I.

are the numbers of nodes in the second, third and fourth

layer. The first row corresponds to the baseline GMM-UBM

with 1024 components. Each three-layer tree had 2, 4, 8, 16, or

32 nodes in the second layer, and the four-layer tree had four

nodes in the second layer, with eight child nodes each, so that

32 nodes exist in the third layer. Compared to the GMM-UBM,

TABLE I
VARIABLE TREE STRUCTURES WITH KL-ML APPROACH FOR GMM-SBM

the four-layer KL-ML GMM-SBM achieves computational

reduction by a factor of about 17, and causes only around 5%

relative degradation of verification performance in terms of

both EER (from 12.9% to 13.5%) and minimum DCF (from

0.0470 to 0.0495). Thus, although the number of Gaussians

computed precisely is small, these Gaussians can still ap-

proximate the likelihood of test feature vectors when the tree

is constructed based on the acoustic similarities between all

Gaussian components.

2) Variable Distance Measures and Cluster Estima-

tions: For each tree structure mentioned above, the other

three different combinations of distance measures and centroid

estimations are also tested. The KL-KL approach constructs

the SBM based on the KL divergence and KL estimation. The

BH-ML and BH-BH approaches use Bhattacharyya distance

and ML estimation or BH estimation, respectively. We also

compare these approaches with the reduced-size GMM-UBM.

To make the comparison fair, we keep the resolution of the

1024-component GMM-UBM intact. For each test feature

vector, a subset of Gaussian components is chosen randomly

without any knowledge. The size of the subset is set as 512,

256, 128, or 64, respectively. It is used as to calculate

the computational reduction factor . The minimum DCFs

from multiple systems are shown in Fig. 5. The four different

GMM-SBMs show similar performances when the computa-

tional reduction factor is below 12. When exceeds 12, the

KL-ML approach becomes slightly better than the other three.

To achieve computational reduction similar to that of the four-

layer SBM, the size of the chosen subset of the GMM-UBM

has to be reduced to 64. However, the DCF obtained from the

randomly chosen 64-component GMM-UBM increases by 40%

relatively compared to the 1024-component GMM-UBM. Fur-

thermore, compared to the 512-component GMM-UBM, the

four-layer KL-ML GMM-SBM achieves computational reduc-

tion of around 8.5 with almost no performance loss.

The EERs and minimum DCFs obtained from all four-layer

GMM-SBMs using the KL-ML, KL-KL, BH-ML, and BH-BH

approaches are shown in Table II. The four-layer KL-ML SBM

has a relatively larger computational reduction factor and also a

better verification performance than the other three approaches

in terms of both EER and minimum DCF. The spread of the

values of among the four different four-layer GMM-SBMs is

larger than those among the three-layer trees. It is due to the

larger differences between the cluster sizes in the four-layer

trees constructed with different approaches than those in the



Fig. 5. Comparison between different systems (e.g. KL-ML means KL
divergence and ML estimation).

TABLE II
COMPARISON BETWEEN MULTIPLE SYSTEMS

three-layer trees. It was found that the variance of the cluster size

from KL-ML approach is smaller than the others. This means

the Gaussian components are distributed more evenly among the

tree nodes, which may contribute to its highest performance.

3) Comparison With Hash GMM: The four-layer KL-ML

GMM-SBM was also compared with the hash GMM [13], as

shown in Table III. Two 32-component hash GMMs were tested

with shortlist size 32 or 64, which achieve and ,

respectively. The GMM-SBM is slightly better than both hash

GMMs, achieving a larger computational reduction and slightly

better performance. This is especially so in the area of low false

alarm rates because the GMM-SBM has lower optimal DCF.

Since the training of SBM is based on the UBM only, it is also

much faster than the generation of a hash GMM with all the

shortlists, since the latter involves the training of a 32-compo-

nent GMM with hours of speech data.

4) Multilevel MAP Adaptation of SBM: As described be-

fore, the mean, variance and weight of each node in the SGMM

can be obtained via multilevel MAP adaptation of the SBM. In

this section, the effects of adapting the different sets of parame-

ters are evaluated. The results of adapting mean only, adapting

mean and variance and adapting all three parameters are shown

in Table IV. In current experiments, all relevance factors are set

to 1. The likelihood ratios between each layer of the SGMM and

TABLE III
COMPARISON WITH HASH GMM

TABLE IV
MULTI-LEVEL MAP ADAPTATION OF SBM

the corresponding layer in the SBM are used for the decisions.

As expected, the performance obtained from the lower layer is

better than its counterpart from the upper layers. For layer 2 with

only four nodes, i.e., four Gaussian components, adapting both

mean and variance achieves better performance than the other

two adaptation approaches. For layer 3 and layer 4 with 32 and

1024 components respectively, the best performance is achieved

by adapting mean only. This is consistent with the results of the

high-order GMM-UBMreported in [2]. The reasonwhy adapting

mean and variance works well for layer 2 is related to the small

number of Gaussian components and relatively large amount of

training data. The best ways for the adaptation in each layer will

be used for the score fusion described in the next section.

5) Score Combination With MLP in SGMM-SBM: Recall

that to combine the multiple scores from the four-layer SGMM

and SBM, we proposed two kinds of MLPs, both with one

hidden layer. The MLPs are trained with the held out speakers

from the NIST 1999 evaluation as mentioned before. Different

sizes of hidden layer were tested with the development data

from the NIST 1997 evaluation by changing the number of

neurons from 10 to 60. As shown in Fig. 6, the optimal number

of neurons in the hidden layer is 30 for the three-input MLP

and 50 for the six-input MLP in terms of minimum DCF.

The performance from the six-input MLP is better than that

from the three-input one. This is not surprising since, with all

background scores and target scores as separate inputs, the

MLP learns more from the training data, making it easier to

distinguish the target trials from the impostor trials.

With 30 hidden nodes in the three-input MLP and 50 hidden

nodes in the six-input MLP, the results from the test data is

shown in Table V. They are also compared to the performances

from another two score fusion approaches, i.e., taking maximum

or linearly combining the three likelihood ratios. Furthermore,

to make the comparison with the baseline fair, the target and

background scores from the GMM-UBM are used to act as two

inputs of a three-layer MLP with 10 nodes in the hidden layer.

The two-input MLP is trained with the same training data as

that for the three-input and six-input MLP. By taking advantage

of the same training data, the SGMM-SBM with the six-input

MLP is better than that with the three-input MLP, same as the re-

sults from the development data. Its EER achieves 10% relative
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Fig. 6. Results of SGMM-SBM/MLP with development data.

TABLE V
COMBINATION OF MULTIPLE SCORES

reduction compared to that of the linear combination and 5%

relative reduction compared to that of the GMM-UBM. Also,

the DCF is decreased to almost the same value as that of the

GMM-UBM.

The DET curves of the different systems are shown in Fig. 7.

The SGMM-SBM/MLP represents the score fusion with the six-

input MLP.

Since the MLP based score fusion needs to be computed only

once for each trial and the computational cost is negligible com-

pared with that from the computation of Gaussian likelihoods,

the impact on the computational reduction factor can be ignored.

Thus, with neural score combination effected by the neural net-

work, the SGMM-SBM not only achieves computational reduc-

tion by a factor of 17 but also reduces the EER by 5% rela-

tively, compared with the GMM-UBM. Both computational ef-

ficiency and high verification performance are achieved in this

integrated system. Utilizing a hierarchical structure to model

the acoustic space and a multilevel MAP adaptation to relate

the target SGMM to the SBM makes the fast scoring feasible.

The MLP further discriminates the target and impostor scores

by nonlinear combination of the multiple scores from the target

and background models to achieve high performance.

VI. CONCLUSIONS

An integrated system with structural Gaussian mixture

models and a neural network was presented in this paper for

efficient text-independent speaker verification. All Gaussian

Fig. 7. Comparison of score fusion approaches.

mixture components in the UBM are clustered hierarchically

during the construction of a tree-structured SBM. An SGMM

is created through multilevel MAP adaptation for each target

speaker. In this way the acoustic space is partitioned into mul-

tiple regions in different levels of resolution. The computational

cost can be reduced significantly by scoring only a subset of the

Gaussian components during verification. Multiple background

scores and target scores obtained in different layers of the SBM

and the SGMM are combined via an MLP. The experiments on

the NIST speaker verification data show that a computational

reduction of factor 17 can be achieved with a relative reduc-

tion of 5% in EER when using neural-network-based score

combination. The SGMM-SBM also shows some advantages

over the recently proposed hash GMM. In the future other

tree construction approaches may be investigated. Also, more

research is needed on the combination of scores from multiple

layers in order to further improve verification performance.

For example, other types of neural networks also could be the

alternatives to MLP to take more advantage of the scores from

different levels.

We also point out that although SGMM and MLP score com-

binations were proposed and evaluated for speaker verification,

they can also be applied in the text-independent speaker iden-

tification to reduce computational cost. An SGMM can be cre-

ated for each enrolled speakers and a similar MLP can be de-

signed with all scores from different layers of the SGMMs as

input. The number of output neurons will be equal to the number

of speakers in the system, instead of just being one as used in

this paper for speaker verification. Finally, we point out that

combining multiple likelihoods from several levels of the hier-

archy using neural networks is also applicable to the high-speed

speech recognition with tree-structured models.
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