Downloaded 03/24/20 to 88.129.127.77. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

SIAM J. NUMER. ANAL. (© 2020 Andrea Ruggiu and Jan Nordstrém
Vol. 58, No. 2, pp. 907-928

EIGENVALUE ANALYSIS FOR SUMMATION-BY-PARTS FINITE
DIFFERENCE TIME DISCRETIZATIONS*

ANDREA ALESSANDRO RUGGIUT AND JAN NORDSTROM?

Abstract. Diagonal norm finite difference based time integration methods in summation-by-
parts form are investigated. The second, fourth, and sixth order accurate discretizations are proven
to have eigenvalues with strictly positive real parts. This leads to provably invertible fully discrete
approximations of initial boundary value problems. Our findings also allow us to conclude that the
Runge—Kutta methods based on second, fourth, and sixth order summation-by-parts finite difference
time discretizations automatically satisfy previously unreported stability properties. The procedure
outlined in this article can be extended to even higher order summation-by-parts approximations
with repeating stencil.
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1. Introduction. Implicit time integration methods can be used to reduce se-
vere stability restrictions for stiff spatially discretized well-posed initial boundary
value problems. Summation-by-parts (SBP) operators [12, 21], with simultaneous-
approximation-terms (SAT) weakly imposing boundary and initial conditions, allow
for energy-stable and high order accurate approximations [6, 17, 14, 3]. The solution
of the resulting fully discrete problem is unique, provided that the eigenvalues of the
time discretization operator have strictly positive real parts [17, 14, 18]. This assump-
tion on the eigenvalues has been proved for pseudospectral collocation methods [19]
and second order finite difference discretizations [17]. However, it does not hold for
all types of SBP-SAT approximations [18, 13], and it has only been conjectured for
higher order finite difference methods [17, 14].

The dual-consistent [2, 9] SBP-SAT time discretizations based on finite difference
methods are also A-, L-, and B-stable [14]. However, the existence of eigenvalues
with strictly positive real parts allows for the proof of various additional stability
properties [13]. In this article, we prove that second, fourth, and sixth order accurate
SBP-SAT time approximations based on diagonal-norm finite difference methods have
eigenvalues with strictly positive real parts. We also provide a general procedure that
can be used to show that this property also holds for higher order approximations
with repeating stencil.

The paper is organized as follows. In section 2, the finite difference based SBP-
SAT time discretizations are introduced for initial value problems. The invertibility of
the resulting algebraic problem is reinterpreted in terms of the eigenvalues of the time
operator. Section 3 deals with the eigenvalue analysis of second order approximations
in SBP form. In this case, the eigenvalues can be computed in closed form by means
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of a necessary and sufficient condition for the existence of the eigenvectors. This
condition outlines a general procedure for a proof that the fourth (section 4) and sixth
order (section 5) accurate time approximations fulfill the eigenvalue assumption. In
section 6, we demonstrate numerically that the theoretical results are correct. We also
provide final remarks about our findings and relate these to Runge-Kutta methods.
The conclusions are given in section 7.

2. Finite difference implicit methods for initial value problems. In this
section we briefly introduce finite difference based SBP-SAT approximations for initial
value problems [17] and discuss their invertibility [19].

2.1. SBP-SAT time discretizations. Let t = [tg,t1,...,tx]? be aset of N+1
equidistant nodes t; = a + jA¢t, with j = 0,..., N, and At = (8 — a)/N. A finite
difference based SBP operator discretizing the first derivative on t can be defined as
follows [21].

DEFINITION 2.1. A discrete operator D = P~1Q is a (p, q)-accurate approrima-
tion of the first derivative with the SBP property if (i) its truncation error is O (AtP)
in the interior and O (At?) at the boundaries, (ii) P is a symmetric positive definite
matriz, and (iii) Q + QT = B = diag(—1,0,...,0,1).

Condition (ii) in Definition 2.1 defines a norm induced by P, which is a discrete
counterpart to the one in L? (o, 8). In particular, by denoting with v = [v, ..., vx]
the vector of the function evaluations of a real-valued function v (¢), ¢ € [«, §], onto
the grid nodes t, we can write

B
vlp :=VvIPv= U/ v2 dt.
«

SBP operators based on centered finite differences and diagonal norms P are
available for even orders p = 2¢ in the interior, while the boundary closure is gth
order accurate. We will for stability reasons [15, 7, 22] only consider operators with a
diagonal P. Under this assumption, the global truncation error of first derivative SBP-
SAT discretizations with diagonal norms and pointwise bounded solution is O (Atq+1)
[24]. However, dual consistent formulations exhibit a superconvergent behavior for the
solution at the last time-step, with an accuracy of O (A#?7) [2, 9]. For this reason we
will refer to (2¢, ¢)-accurate approximations as 2qth order discretizations.

The restriction to diagonal norms makes the second and fouth order accurate
SBP first derivative operators with minimal bandwidth unique [21]. For higher order
approximations, the SBP operators D are usually given in terms of free parameters
which can be tuned to fulfill additional constraints, such as, for example, minimizing
the bandwidth [21], reducing the error constant, and minimizing the spectral radius
[23].

2.2. The initial value problem and its discretization. Consider the initial
value problem

wu+Iu = 0, 0<t<T,
u(0) £,

where the complex constant A\ represents the eigenvalue of a suitable spatial dis-
cretization of an initial boundary value problem. Assuming that the corresponding
semidiscrete approximation is energy-stable, it is known that Re(A) > 0 [17].

(2.1)
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To obtain an estimate of the solution at t = T, we apply the energy method
(multiplying by the complex conjugate of u, integrating in time, and using integration
by parts) to (2.1) and get

(2.2) [u(T)[* + 2Re(A)||ull* = |f]*.

In (2.2), ||ul|®> = fOT |u|2dt and the solution at the final time is bounded by the initial
data.

A discrete approximation of the initial value problem (2.1) can be obtained by
using the SBP operators in Definition 2.1. These allow for a perfect mimicking of the
energy method used to get the continuous estimate (2.2). In particular, by considering
the grid t = [to,...,tn]T C [0,7], the SBP discretization of (2.1) with a weakly
imposed initial condition using SAT reads

(2.3) P'Qu+ A u=0P 'Ey(u— feg),
where ey = [1,0,...,0]T. In (2.3), the vector u = [ug, ..., uy]? contains the numerical
approximations of u at each ¢;, ¢ = 0,...,N, ie., u; = u(t;). Moreover, o is a

penalty parameter and Ey = diag(1,0,...,0)T. If 0 = —1, the approximation is dual
consistent [2, 16], and it is also known to be A-, L-, and B-stable [14].

Remark 2.2. Although the approximation in (2.3) is based on equidistant grids,
the results of this article can be easily extended to discretizations with nonconstant
time-step by applying a nonlinear transformation to (2.1).

By applying the discrete energy method to (2.3) (multiplying by u*P, where x
denotes the conjugate transpose, and using the SBP property), we find [17]

(2.4) lun|? + 2Re(N)[[ul|b = (1 + 20)[uo|* — o (@ f + uo ).
In (2.4), the bar indicates complex conjugation. The dual consistent choice ¢ = —1
leads to

lun|? + 2Re(N)[[ul|B = [fI* = Juo — fI*,

which mimics the continuous estimate (2.2). The additional term on the right-hand
side adds numerical dissipation, which vanishes as the number of nodes increases.

The estimate (2.4) indicates that the discretization (2.3) is energy-stable for o <
—1/2, which implies that the approximation of the solution at the final time is bounded
by data. However, the invertibility of (2.3) for SBP-SAT discretizations based on
centered finite differences with order higher than two is unclear [17, 3, 19]. To begin
the analysis, we recast the problem (2.3) as

(2.5) (D+A)u=F

where D = P~1(Q — 0Ep) and F = —ofP~'ey. Under the assumption Re(\) > 0,
we conclude that the following proposition holds.

PROPOSITION 2.3. The discrete problem (2.5) leads to an invertible system if the
operator D has eigenvalues with strictly positive real parts.

The eigenvalues of the discrete operator D will henceforth be denoted by p. These
eigenvalues were proved to have strictly positive real parts for SBP-SAT approxima-
tions based on pseudospectral collocation methods [19]. On the other hand, Re (i) > 0
is not fulfilled for all types of SBP operators [18, 13], and hence the invertibility of
(2.5) is in general not guaranteed.

(© 2020 Andrea Ruggiu and Jan Nordstrom
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For dual-consistent finite difference approximations (i.e., for o = —1), Re (i) >
0 leads not only to the uniqueness of the solution of (2.5) but also to null-space
consistency of the SBP operator D = P~1Q associated to D [25]. The operator D
is said to be null-space consistent when Dw = 0 if and only if w € Span {1}, where
1=11,..., I]T. If this property holds, the problem (2.5) can be reinterpreted as
a Runge-Kutta time integration method satisfying various stability properties [13].
In the following we will prove strict positivity of Re (u) for discretizations based on
SBP operators with a repeating stencil, such as the second, fourth, and sixth order
accurate finite difference formulations.

2.3. The eigenvalue problem for repeating stencil approximations. We
recall the following theorem [19, 5, 4].

THEOREM 2.4. Given a matrix A € R™"*", suppose that H = %(GA + ATG) and
S = %(GA — AT Q) for some positive definite matriz G and some positive semidefinite
matric H. Then A has eigenvalues with strictly positive real parts if and only if no
eigenvector of G=18 lies in the null space of H.

By applying Theorem 2.4 to A =D = P~} (Q — 0Ep) with G = P, we get

-(14+20) 0 ... 0
) ) 0 0O ... 0
_ 2 _ _ Ty _ - :
H=5[(Q-oE)+ Q- k") =3 . 7
0 0 0
0 0 1
which is positive semidefinite for o < —1/2, and
1 B
§=5[@Q-cE) -(Q-0BE)'| =@ -7,

which is skew-symmetric.

Note that the matrix P~1S is similar to the skew-symmetric matrix P_%SP_%,
and hence its eigenvalues lie on the imaginary axis. For this reason, the eigenvalue
problem associated to P~1S can be rewritten as P~1Sv = ifv, with £ € R. By
limiting the analysis to o < —1/2, the null-space of H is given by the set of vectors
v = (v, V1, - - - ,UN)T with vg = vy = 0, since Hv = 0 is fulfilled by all vectors with
first and last components equal to zero. Therefore, the following lemma is a direct
consequence of Theorem 2.4.

LEMMA 2.5. Let 0 < —1/2. For SBP operators of finite difference type, the
matriz D = P~1(Q — 0 Ey) has eigenvalues with strictly positive real parts if and only
if P15 does not have imaginary eigenvalues with eigenvectors where the first and
last components are equal to zero.

Remark 2.6. A similar criterion was already introduced in [17]. The condition
to check is independent of o for ¢ < —1/2. However, since we are interested in

dual-consistent formulations, we will henceforth only consider o = —1.
Before the eigenvalue analysis, we mention that, due to the structure of @, the
matrix S is also skew-centrosymmetric; i.e., it is such that JS = —SJ, where
1
J=
1

(© 2020 Andrea Ruggiu and Jan Nordstrom
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As a result, we can prove the following lemma.

LEMMA 2.7. If (i€,v) is an eigenpair of P~1S, then (—if, Jv) is also an eigen-
pair.

Proof. The relation P~'Sv = i¢v can be multiplied from the left by the non-
singular matrix J. Since P~! is centrosymmetric, it commutes with .J and we
get P~1JSv = iéJv. By the skew-centrosymmetricity of S, we get P~1S (Jv) =
—i& (Jv), and the claim follows. 0

Remark 2.8. In the upcoming sections we will implicitly assume (unless otherwise
stated) that At = 1, since P~1Sv = i£v can be rewritten as P lsv = 1€Atv, with
P = P/At independent of At. This implies that the time-step acts only as a rescaling
parameter for the eigenvalues of P~1S and does not modify its eigenvectors. In
particular, the existence of eigenvectors v with vy = vy = 0 does not depend on At.

3. Spectral analysis for the second order approximation. In this section,
we study the second order approximation of (2.1). Despite that the invertibility of
this problem was already proved in [17], the second order case clarifies and identifies
a sufficient and necessary condition for the existence of the eigenvectors to P~1S. For
second order approximations, this condition enables a complete eigenvalue analysis of
the operator. For higher order approximations, it provides a clear path for excluding
the existence of eigenvectors with first and last components equal to zero.

3.1. Condition for the existence of the eigenvectors. We start by con-
sidering the matrix P~1S for the standard second order centered finite difference
approximations on SBP form:

0 1
_1 1
21 7
(3.1) PlS = 2 2
1 1
2 2
(- 71 0_
To find the spectrum of this operator, we solve the internal stencil relation
L L =i k=1 N -1
2’Uk+1 2’Uk71—2 UV, — Ly .

The ansatz v, = r* gives rise to the characteristic equation r? — 2i¢ér — 1 = 0, which
is solved by r1 2 (§) = i€ £ /1 —&2. As a consequence, assuming that r1 # rq, ie.,
& # +1, the general expression for the interior components of the eigenvectors is

(3-2) we=c (i@ +e(@ri©), k=1...,N-1,

where the coefficients ¢ (£), c2 (§) must be determined by additional conditions.
Since vy and vy are not given explicitly, we must derive a set of equations that
relate the unknown coefficients c; (£), ¢z (€) to the boundary closure of P~1S. In
particular, by solving explicitly the first two equations of P~1Sv = iév with vy as a
free parameter, we get v; = i§vg and vy = (1 — 2£2) vg. These two components should
match the solution in (3.2), leading to the homogeneous linear rectangular system

R ]

r r
1 2 Vg

(© 2020 Andrea Ruggiu and Jan Nordstrom
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The 3 x 2 matrix has rank 2, since the determinant of the first 2 x 2 block is equal
to r17e (11 — r2) # 0. By the rank-nullity theorem [10], the null-space of the matrix,
which provides the solution to the problem, has dimension one and can be computed
as the set of vectors

111"
(53) 1€, uul” = 5. 5.1]

We will henceforth denote the coefficients in (3.2) that fit with the left boundary
equation by the vector ¢ (&) = vo [} (€), ¥ («f)]T = [1/2,1/2]".

Remark 3.1. Solving explicitly the eigenvector problem also for vz would have
led to a third equation, ¢1 (£) 75 (£) + ¢ (&) r3 (&) = i€ (3 — 4€?) vo, and to the square
system

T T2 —Zf (&1 (f) 0
oy 282 -1 c2(§)] =10
P ord (48 -3) Vg 0

ry
However, the additional equation is linearly dependent on the other two. It can be
obtained by summing the first equation with 2i¢ times the second equation. Indeed,
both r; and 7y fulfill 73 = r + 2i&r2.

The candidate eigenvector with vy = (vo/2) [rf (&) + 7§ (¢)] for k =1,...,N —
1 should also match the equations at the right boundary. To guarantee that this
is the case, one could substitute these components into the last two equations of
P~18v = i¢v, solving these separately for vy and equating the two expressions. The
¢ values fulfilling the resulting equation would determine the eigenvalues of P~18S.
However, this procedure would lead to a problem as difficult as finding the eigenvalues
of the operator. To avoid the direct computation of the eigenvalues £, we mimic the
approach used for the left boundary nodes by explicitly solving the last two equations
of P718v = i¢v for vy_s and vy_; with vy as free parameter. Thus, equating the
formal stencil expressions of vy_o and vy_1 as functions of ¢1 (£), co () with the
explicit solutions in terms of vy, we get the homogeneous system

w

pN=2 V-2 g2 c (¢) 0
r{v_l Tév_l i€ 2 '

Again, the null-space of the matrix has dimension one since the determinant of the
first 2 x 2 block is ¥ 2rY "2 (r; —ry) # 0. The null-space of this matrix can be
computed as

(3.4) 1 (€) s 2 () on]™ = vy [ (€), 5 (€),1]"
with
7 T2 — 2 i T1 — 2
g =S UoB) g B0
] (r1 —r2) 5 (r1 — 7o)

The two resulting sets of coefficients, ¢ (§) = [c (€),ck (5)]T and c®(¢) =

[ef (&), R (5)}T, lead to the same eigenvector v in (3.2) if and only if voc (¢) =
vyel (€) # 0 for some ¢ € R. This implies that the existence of the eigenvectors for

(© 2020 Andrea Ruggiu and Jan Nordstrom



Downloaded 03/24/20 to 88.129.127.77. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

EIGENVALUE ANALYSIS FOR SBP FD IN TIME 913

some fixed eigenvalue ¢ is restricted by the linear dependence of the vectors c (¢)
and c® (¢), i.e.,

oo a (4 FE) -0 o () He

Vice versa, the linear independence of the coefficients can be used to exclude the
existence of eigenvectors with vg = vy = 0 for higher order approximations, thus
proving Re (1) > 0. However, before we move on to these problems, we complete the
eigenvalue analysis of P~1S in (3.1) by further studying (3.5).

3.2. Computation of the spectrum. By substituting r; = i€ + /1 — &2,
rg = i€ — /1 — €2 and recalling that r1ro = —1, we can rewrite the right-hand side
of (3.5) as

1

1

(rz)]” 1262 - 2ig\/T-& _ <r2>N2 (7“2)2 -
1— 262 4 2i¢\/1— €2 Ty 2

. N " . ; .
The equation (—r3)" =1 can be solved by writing 1 in complex form as 2™, with
m € N. In particular, we can write —r3 = e2imm/N - or equivalently r3 = e(2m/N+1)im

for m =0,...,N. Taking the square root of both sides yields

; 1 1
)zﬂ:cos<<x+2>ﬂ')+isin<<ﬁ+2>7r>, m=20,...,N.

This expression implies that ro must lie on the unit circle. On the other hand, the
closed form expression for this complex number, ry = £ — /1 — £2, indicates that ro
has a modulus equal to one only if —1 < & < 1. Under this condition, we find that
the imaginary part of 7o is also equal to &, yielding

(3.6) §Sin<<an+;)ﬂ), m=0,...,N.

These N + 1 values of ¢ uniquely determine the spectrum of P~1S.

This conclusion seems to contradict the assumption of single roots for which
& # +1, since these values can be obtained from (3.6) for m € {0, N}. However,
repeating the argument above for the double-root case (§ = £1), which gives vy =
(c1 (&) +co () k)Y for k=1,...,N — 1, leads to

+

[N

7‘2 = 6(%

dE©=1 &@E©=0  fE=F, &HE=o0.

These coefficients are compatible with the single roots ansatz (since the term kr¥
vanishes), and hence the double-root analysis leads to the same closed form of £ as in
(3.6).

Remark 3.2. The eigenvectors of P~1S in (3.1) do not satisfy vy = vy = 0, since
substituting vg = 0 into (3.3) and vy = 0 into (3.4) gives v = 0. Hence the operator
D has eigenvalues p with positive real parts due to Lemma 2.5 (as previously proved
in [17]).

In Figure 1, the spectrum of P~!S is shown for different N. Note that the
closed form of the eigenvalues i§ agrees with the eigenvalues computed numerically.
Moreover, all the values for & are bounded by the double-root conditions & = +1.

(© 2020 Andrea Ruggiu and Jan Nordstrom
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Eigenvalues of A, FD-(2,1), N = 25

Eigenvalues of A, FD-(2,1), N =10
, & '

o Computed eigenvalues
x Theoretical eigenvalues

@ [0 Computed eigenvalues
% Theoretical eigenvalues

o
o

0.5}

Imaginary part

o

® @
Imaginary part

o

i
w0

-0.5+
®
®
- . 2
-0.2 -0.1

ORIRIR R I R B Q B B BB IV

L -1 L L
0.1 0.2 -0.2 -0.1 0.1 0.2

0
Real part Real part

Fic. 1. Computed and theoretical eigenvalues of P~1S for the second order accurate finite
difference approzimation with N = 10 and N = 25.

3.3. Summarizing the proof procedure. The analysis in this section helps
us to design a general procedure to prove the positivity of Re (1) also for higher order
discretizations. Rather than computing the eigenpairs of P~1S in closed form, we will
focus on the coefficients ¢; (£) that define the interior components of the eigenvectors.
By solving explicitly the first and last equations of P~1Sv = iv, we can find two sets
of coefficients ¢ (¢), ¢? (€) that fit the left and right boundary equations, respectively.
As shown for the second order case, the existence of the eigenvectors depends on the
linear dependence of the vectors ¢’ (£), ¢ (€) for all the eigenvalues €.

Similarly, the existence of eigenvectors v with first and last components equal
to zero is restricted by the linear dependence of the vectors ¢ (£), ¢ (¢) that are
compatible with the constraints vg = vy = 0. In particular, if these constraints give
rise to ¢ (¢), ¢ (€) that are provably linearly independent for every eigenvalue i¢
and dimensions N, then Re (p) > 0 follows due to Theorem 2.4. Of course it is not
feasible to check the linear dependence for all the eigenvalues of P~1S, since it would
require an a priori knowledge of the spectrum itself. However, that is not necessary
since the Gershgorin theorem yields a bound on viable values of &.

Thus, to prove that no eigenvectors with vg = vy = 0 exist for a discretization
with a repeating stencil, the condition of linear dependence will be analyzed as a
function of the £ parameter, which is bounded in a closed interval I (given by the
Gershgorin theorem). Forcing the linear dependence of the vectors c” (£), ¢t (€)
yields an equation which may be solved for the dimension of the operator, N. If no
¢ € I¢ exists for which N is an integer, then no eigenvector of P~1S with first and
last components equal to zero can exist, and we can conclude that Re (1) > 0 due to
Theorem 2.4. When the constraint of linear dependence cannot be solved analytically
for N, the condition will be checked numerically (see section 5).

Below, we summarize the procedure for the 2¢th order discretization.

1. Determine the interval Iz in which { can be bounded by the Gershgorin
theorem.

2. Solve, when possible, the characteristic equation obtained from the internal
stencil relation for the roots r; (£), j = 1,...,2¢. Identify the condition for
multiple roots in terms of £.

3. Assume that the characteristic equations have single roots r; (£), 7 = 1,...,2q.
Solve explicitly the first 3¢ equations of the eigenvalue problem for vy, ...,
V4q—1 by fixing vy = 0 and using vy, ...,v4—1 as free parameters. By equating

(© 2020 Andrea Ruggiu and Jan Nordstrom
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these components with
2q
=Y ¢ 5, k=2q...,4¢-1,
j=1

it is possible to write a 2¢ x (3¢ — 1) linear homogeneous system, which is
solved by ¢ — 1 linearly independent vectors. The solution of this problem
leads to the coefficients of the internal stencil relation, which can be written

as a linear combination c” (&) = 32971 vpelF ().
4. Repeat the third step by solving the last 3¢ equations of the eigenvalue prob-
lem for vn_ag,...,VN—4q+1 by fixing vy = 0 and using vN_g41,...,UN—1 @S

free parameters. The coefficients of the internal stencil relation can be found
as a linear combination c? (¢) = ZZ; vn_petF (8.

5. If an eigenvector with vy = vy = 0 exists, the two vectors c& (¢) and cf (€)
must be equal for some (v1,...,Vq-1,UN—g+1,---,Un-1) € R?¥72 If the vec-
tors et (&), ..., eI (€) B (€), ..., 971 (&) are linearly independent
for every (§,N) € Iz x N, then D has eigenvalues with strictly positive real
parts due to Lemma 2.5.

6. Repeat the third, fourth, and fifth steps for the double-root case.

4. The fourth order approximation. The matrix P~1S for the fourth order
approximation is given by [8]

rg 59 _4 _3 1
34 17 34
-1 0 i 0
4 59 59 4
=2 29 0 29 =
(4.1) pls=|% §° _sn T _8B _a
98 98 49 49
2 o 2 1
12 3 3 12

The eigenvalues i€ of this matrix satisfy |£] < 35/17, due to the Gershgorin theorem.
Moreover, the stencil relation for the eigenvalue problem

—%wﬁ_g + ;vk_H — %vk_l + %’Uk_g = iy, k=4,...,N —4,
yields the characteristic equation r* — 8r3 + 12i¢r? + 8r — 1 = 0, whose roots r; (£),
j=1,...,4, can be found in closed form.

Since the roots of the characteristic equation are continuous functions of the
parameter &, it is possible to uniquely identify them by an “initial” condition, i.e., the
value that each r; (£) assumes for £ = 0. With  (§) we denote the root such that
1 (0) = 4—+/15. The other roots are r; (0) = —1, 73 (0) = 4++/15, and r4 (0) = 1 (see
Figure 2). The explicit form of the functions r; (§) will not be provided here, since
they are neither easy to write down nor particularly useful for the upcoming study.
For further details on closed form solutions of quartic equations, see, for example,
[20].

We split the analysis into two parts by considering the single- and double-root
cases separately. In order to increase the readability of the upcoming proofs, we
introduce the notation

4
(4.2) T = H (T —715) 5 o = Z H T
J=L1j#k realm jer

(© 2020 Andrea Ruggiu and Jan Nordstrom
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Roots of the characteristic equation Roots of the characteristic equation
o 1, 3 o 1)
2r . 1yf8) « ()
NEAG] 2 o 14(8)
- = r
£ 5 = a 1,8
o [o8
> >
IS g0 °
£ 1t £
> 2 4
[ ©
E E
5] 2
-3
0t s -4

4 05 05 1 0 2 6 8

0 4
Real part Real part

FIG. 2. The roots 7 (§) of the characteristic equation rt —8r3 +12i€r2 +8r — 1 = 0 are shown
in the complex plane for § € Ic = [0,35/17]. The roots r; (§) are continuous functions of & labeled

according to the conditions r1 (0) = 4 — /15, r2 (0) = =1, r3(0) = 44 V15, and r4 (0) = 1. The
left figure is a magnification of the right figure.

where A,(cn) is the family of sets of n indices in {1,...,4} not containing k. For
example, if £k = 3 and n = 2, we get

w3 = (rs—11) (rs —r2) (rs — 1), AL = {{1,2},{1,4},{2.4}},

2
aé ) = r1T2 + 174 + ToTy.

4.1. The single-root case. To start, we prove the following lemma.

LEMMA 4.1. If€ # :I:%\/ 9 + 24+/6, the eigenvalue problem for (4.1) is not solved
by any eigenpair (i€, v) with vg = vy = 0.

Proof. If the characteristic equation has single roots (§ # i%\/9 +244/6), the
general expression of the interior components of the eigenvectors v of P~1S in (4.1)
is

4
(4.3) ve =Y ¢ (¥ (), k=4, N-4
j=1

The structure of P~15 in (4.1) enables the explicit computation of the first eigenvector
components as linear functions of vy and vy, e.g.,

ve = g+ 2ivy,
vy = %[~ (8+434if) v + (59 — 16i&) v1] .
The following eigenvector components vy, vs,... can be computed sequentially by
substitution. In particular, the constraint vy = 0 leads to v; = w; (§)v1, j =4,...,7,
where
we (§) = 5 (826 —236i¢ + 129¢?),
ws (§) = i 3304 — 17114 + 320€2) ,
we (§) = i 25960 — 185104¢ + 11442 — 774i§3) ,
wr (§) = g (204435 — 186800i& — 11896£2 — 100322’53) .

By equating these expressions of v; with the stencil form (4.3), we get the rectangular

(© 2020 Andrea Ruggiu and Jan Nordstrom
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homogeneous system

W @] |29 o
oo —us @ 28] o
b e —u@ 28] o
oo —we@) |49 o

The null-space of the matrix has dimension one, since the first 4 x 4 block has the

determinant .,
Hrﬁ-H(rk—rj);éO.
k=1

k<j

The general solution of the system is

[e1 (€) 2 (€)1 e3 (€) ,ea (€) ,v1)" = w1 [ef (€), ek (€) . ¢k (€) . ¢k (€)1

where the closed form expression for the coefficients c;; &, j =1,...,4, can be
computed by using the command NullSpace in MAPLE. In particular, with the
notation in (4.2) we can write

]T

)

@) (2) W
(44) k(e =—— Qo ~ws(O) 07{4: wo(§)oy ~ —wr (5), j=1,....4
77

In a similar fashion, the last six equations of the eigenvalue problem can be used
to find explicitly v; = w; (§)vn-1, j = N —7,...,N — 4. The coefficients of the
stencil relation (4.3) that are compatible with these eigenvector components are given
by vy_1cft (€), where

W7 (€) 0 — w6 (€)

Q

O 4w (ol —w ()
7 , J=1,...,4.
Tj 7Tj

(45) @ =-

Once again, the bar indicates the complex conjugation of the coefficients of the poly-
nomials w; (§).

An eigenvector v with vy = vy = 0 exists if and only if it is possible to find
(v1,vn-1) € R? and ¢ € R such that vic® (€) = vy_1cf (€). This implies that the
existence of v is guaranteed if the vectors ¢’ (¢), ¢ (¢) are linearly dependent for
some eigenvalue i€, i.e., if

o (§) o (S)D
4.6 det | | 1 [ =0 Vi, j=1,...,4, i#j.
0 (4% &8 ’ 7
It suffices to consider a couple of indices. The linear dependence constraint (4.6) for
i =1, j = 3 gives rise to the equation

(47) (7'3 () ) e,

1 (§)
where
) (w4‘7§3) —ws0? + weol") — w7) (E7U§3) — Tgol? + wsolV — 54)
g = .
(E7a§3) - EGJ%Z) +E5J§l) B m‘) <w40§3) - wsff:(;z) + weaél) - w?)
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If (4.7) holds, then the same relation is fulfilled for the absolute values of the left-
and right-hand sides. In particular, we find

__ log (g (D
log (|3 (€) /1 ()])

Since for the matrix in (4.1) the Gershgorin theorem states that |£| < 35/17, we can
evaluate G (€) in this interval and find the values £ for which this function becomes
an integer. As can be seen in Figure 3, the only integer value assumed by G (§) is 3,
which is not compatible with the dimension of a fourth order accurate SBP operator.O

(4.8) +11 =G (€).

Plot of G(¢)

3.6

29 s s s
0 0.5 1 1.5 2 25

£

F1G. 3. Plot of G (§) in (4.8) for € € [0,35/17]. The only integer value assumed by the function
is N = 3, which is not compatible with the dimension of a fourth order accurate SBP operator.

Remark 4.2. Due to Lemma 2.7, it suffices to evaluate the function G (§) for
¢ €[0,35/17], rather than for £ € [-35/17,35/17]. Indeed, if an eigenvector with the
property vg = vy = 0 does exist for a fixed &, it exists for —¢ as well.

4.2. The double-root case. To conclude the proof, we must repeat the analysis
for the double-root case, i.e., for £ = i%\/ 9 + 241/6. We prove the following lemma.

LEMMA 4.3. If€ = :I:%\/ 9 + 24/6, the eigenvalue problem for (4.1) is not solved
by any eigenpair (i€, v) with vg = vy = 0.

Proof. Due to Lemma 2.7, it suffices to consider & = %\/9 +244/6. For this ¢
value o (§) =14 (§) (see Figure 2), and we must consider the double-root ansatz

(4.9) vk:clr’f+(02+04k)r§+03r§, k=4,...,N—4.

As for the single-root analysis, we can find the coefficients that are compatible with
the left boundary closure of P~1Sv = i¢v by solving the rectangular homogeneous

(© 2020 Andrea Ruggiu and Jan Nordstrom
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system
c
r‘f r% rg‘ 47“‘2L —Wy cl 0
2
rPory ry 5ry —ws | = 0
¢ S r§ 6rS —ws c 0
4
R O (T v 0
1

Also in this case, the null-space of the matrix has dimension one, since the determinant
of the first 4 x 4 block is

T%Tgrg (ry — 7‘2)2 (r1 —r3) (re — 7‘3)2 #0.

In particular, the problem is solved by v;c, where the closed form expression for the
coefficients CJI-‘, j=1,...,4, can be computed by using the command NullSpace in
MAPLE. Similarly, it is possible to find the coefficients that fit the right boundary
equations of the eigenvalue problem as vy_;c®.

A necessary and sufficient condition for the existence of an eigenvector v with
vo = vy = 0 is that the vectors c¥, ¢!t are linearly dependent, i.e., that (4.6) holds.

However, the coefficients

L warsT3 — Ww; (T% + 2r2r3) + wg (2r2 + 13) — Wy
o =- . 2 ,
ri(ri—r2)” (r1 —rs)

I wardry — ws (r3 + 2rory) + we (2r2 + 1) — wr
g =— . - 7
r5 (r3 —re) (rs —r1)

CR _ @77“%7”3 — Wg (T% + 27“27‘3) + ws (27“2 + T3) — Wy
1 — _
T{V T(ry — 7"2)2 (ry —rs3) ’
R ETI‘%Tl — EG (’I‘% —+ 27‘27’1) —+ E5 (27"2 + Tl) — @4
€3 =~ N—7

ry  (rs— T2)2 (rs —r1)

have the same formal expression as for the single-root case, provided that ro = ry4.
Thus, the linear independence of ¢’ and ¢ can be checked by studying Figure 3 at

€ = 19+ 24v/6 ~ 1.3722. Since G (§/9+24V/6) ¢ N, the claim follows. 0

Remark 4.4. The linear dependence constraint (4.6) for ¢ = 1, j = 3 takes into
account only the coefficients associated to the nonrepeated roots. The purpose of
Lemma 4.3 is to show that this condition varies continuously with respect to the
values £ € Iz = [0,35/17], despite that two different ansatzes are considered. Note
that the determinant in (4.6) for ¢,j € {2,4} cannot be a continuous function of

€ € I¢, because at £ = £1/9 4 241/6 the numerators of cPR(€) in (4.4), (4.5) do not
vanish, while 79 = 14 = 0.

For the sixth order approximations, we will verify and mention the continuity of
the linear dependence constraint without stating a dedicated lemma.

Due to Lemma 2.5, Lemma 4.1 and Lemma 4.3 imply the following theorem.

THEOREM 4.5. The fourth order diagonal-norm finite difference SBP-SAT oper-
ator D has eigenvalues with strictly positive real parts.
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5. The sixth order approximations. The argument used for the fourth order
approximation can be generalized to sixth order approximations with repeating sten-
cil. Although the idea to prove the invertibility is the same, there are some additional
technicalities one must take care of. To start with, the sixth order approximations
with minimal stencil bandwidth are not unique and are defined in terms of a free
parameter x [21]. In this case, the matrix S is given by

0 50,1 50,2 80,3 S04 505
—50,1 0 51,2 81,3 1,4  S15
—S02 —S1,2 0 52,3 S24 S25
—50,3 —S51,3 —52.3 0 834 S35 Q1
(5.1) —S80,4 —S1,4 —S24 —S34 0 S45 a2 a1 J
—S055 —S1,5 —S25 —S35 —S45 0 a3 ax @
—aq —as —as 0 as a9 a1
where the s; ;’s are linear functions of  and a; = 1/60, az = —3/20, ag = 3/4. Hence,

for sixth order approximations the condition for the existence of the eigenvectors must
be studied as a function of both & and .

Remark 5.1. The coefficients s; ;, as well as the matrix P and all the quantities
that are not written explicitly in this section, can be found in the supplement in
Appendix A.

Furthermore, the internal stencil relation for the eigenvalue problem

%'Um-:s - %Uk+2 + %Uk+1 - %Uk—l + %W-Q - 6*10’016—3 =1vg, k=6,...,N—6,
leads to the sextic equation 76 —9r® +45r* —60i¢ér3 — 4572 +9r—1 = 0, which cannot be
solved in closed form due to the Abel-Ruffini theorem [11]. This implies that in order
to prove the statement we must compute the roots numerically for every £ € I¢, where
I¢ is the closed interval in which £ can be bounded by the Gershgorin theorem. On
the other hand, the width of I may depend on z, making the proof more challenging.
However, three common choices for the free parameter are x1 = 342523/518400 [8],
29 = 89387/129600 [21], and x5 = 0.70127127127 ... (the value for which the spectral
radius of P71 is minimized [23, 1]), and for all three of these values the Gershgorin
theorem leads to Iz = [0,4.21].

Remark 5.2. The parameter x = z3 = 0.70127127127 ... minimizes the spectral
radius of P~1S for sixth order approximations on SBP form, but its value is yet
unpublished [1].

Limiting the analysis to « € {x1,z2, 23}, the roots of the characteristic equations
r; (§) are shown for £ € I¢ in Figure 4.

A further additional difficulty compared to the fourth order case is due to the
polynomial

Yy = —1728 (6490036224000012 — 99055767153600x + 37572249231809) ,

which determines the form of the coefficients ¢; (§) in the single-root ansatz

6
(5.2) ve=Y ¢ (15, k=6,...,N—6.
j=1

(© 2020 Andrea Ruggiu and Jan Nordstrom
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Roots of the characteristic equation . Roots of the characteristic equation
o Iy ©
25 x 1,(6) 4r
o 1,(8) o (6
o 2 NENG] e 2f ()
3 3 )
15+ 0t 3
g g F s 10
% 1L %) ol r5(6)
g g 156
= 05 = -4t
0 » 6
-
05 : : : ; -8 : : : : ‘
-2 -1 0 1 2 -2 0 2 4 6 8
Real part Real part

FIG. 4. The roots r; (§) of the characteristic equation 8 —9r5 45,1 —60ir3 —45r24+9r—1 =0
are shown in the complex plane for & € Ic = [0,4.21]. The roots are ordered, for any fized &, in
ascending order by their modulus. If the moduli of two roots match, the roots are ordered in ascending
order by their real part. With these criteria, 7; (§) are continuous functions of §&. For & = 0, we
get m1 (0) =~ 0.0950032 — 0.1127423¢, 72 (0) ~ 0.0950032 + 0.1127423¢, r3 (0) = —1, r4(0) = 1,
r5 (0) &~ 4.400500 — 4.9861394, r6 (0) ~ 4.400500 + 4.986139:. The left figure is a magnification of
the right figure.

In particular the candidate eigenvector may have a different form whether v, is dif-
ferent or equal to zero, i.e., whether

r=x* = 764319191/1001548800 + v/3467141604054577 /1001548800

is fulfilled or not. However, the critical values x* ¢ {x1,x2,z3}, and as a result we
will henceforth consider the case 1, # 0.

In order to increase the readability of the upcoming proofs, we generalize the
notations (4.2) to six indices as

6
Tk = H (rk —1j), Gz(cn): Z Hrj,
j=1,j#k reAl™ JET
where A,(gn) is the family of sets of n indices in {1,...,6} not containing k. For

example, if £ =3 and n =4, we get
T3 = (rs — 1) (r3 —r2) (r3 —r4) (r3 — r5) (r3 — 76) ,

Ai(;l) = {{]‘7 2747 5} ) {]‘7 27 47 6} ) {]‘7 27 576} ) {1’47 576} ) {2747 57 6}} )

a§4) = T17oTraTs + r1TaT4Te + 71727576 + 71747576 + T27aT576.

5.1. The proof for sixth order approximations. Before discussing the in-
vertibility of D for x € {x1,x2,x3}, we first outline the argument for any = € R.
Consider the eigenvalue problem P~!Sv = i{v with S in (5.1) and vy = vy = 0. We
start by studying the case in which the characteristic equation has single roots; thus

Y L. 7S
f7é§i_i\/9+2\/g+€/%'
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By solving sequentially the first nine equations of the eigenvalue problem with v,
and vy as free parameters, we can obtain the eigenvector components vs,...,v1; as
linear functions of v, vo. In particular, equating

v; =wj (&, 2) v + 25 (§, ) va, j=6,...,11,

with v; in (5.2) yields the 6 x 8 homogeneous linear system

C1 (f)
reoors S g S g —we(§x) —26 (&) | |2 (8) 0
riooryoryorlorkorg —wr(§x) —z (&) | e () 0
T% Tg Tg TZ 7’? Tg —ws (67 I) —Zz8 (55 ‘Z‘) Cq (g) _ 0
i) g ol ) g —we(§x)  —20(&) | |es (6] |0
ri% w3 w0 i w0 g —wig (&x) —zi0 (&) | |6 (€) 0
ST (O T I i S | R I I
V2

The rank of the matrix above is 6 since the first 6 x 6 block has a nonzero determinant
in the single-root case. As a consequence, the null-space of the matrix has dimension
2, and the solution of the system can be expressed as the linear combination

CL (57 ZL’) = Uch’l (57 ZL’) + ,UQCL’z (57 l‘) )

where the coefficients ci’j can be computed with MAPLE as

cﬁlgﬁw::—réw[w6@¢wo$)—uw@¢@a$*+ws@¢wa$>
k
w0y (6,2) 0+ wio (€)oY — s (6,2)] = T E:2)
9 ) 10 ) 11 P wa;'rgﬂ-k 9
and
#%am=—6kzaaw 2 (&,7) o) + 25 (6,7) o)
k
L2
— 29 (&, 2) 01(62) + z10 (€, ) 0}(€1) —zn (5795)} = W-

Similarly, by solving the last nine equations of the eigenvalue problem sequentially
from the bottom with vy_o and vy_1 as free parameters, we find the coefficients

" (fa ) = UN- 1C (57 ) + UN—QCRy2 (fax) ’

where
1
CkR’l (€ x) = —M [Wu (& x) a](€5) — w1 (€, 7) 0y, ) + Wy (&, x) oy, (3)
k
R1
_ _ (&,
wﬂ@)‘”+wﬂa>(”waam}i%ﬁ£1a
and
05,2 (€ x) = —ﬁ z11 (&, ) 01(65) —Z10 (&, 1) glg‘l) +7Z9 (&, 7) U}(€3)
k
R,2
(57 ) +Z7(§7 ) )_26(€ax) :W
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Thus, there exists an eigenvector v with vy = vy = 0 if and only if it is possible
to find vy, vo, Uny_2, Uny_1 such that

vich ! (€ @) + vae™? (€ @) = o1 (§ @) + un—oc™P (€ 7).

In other words, the existence of eigenvectors with first and last components equal to
zero is subject to the linear dependence of the vectors ¢! (¢, x), 2 (¢, z), 1 (¢, 2),
and cf? (¢,x) for some fixed ¢ and x. For example, one can consider the indices
{1,2,5,6} and study the determinant D (¢, z, N) of the matrix

L1 L2 R,1 R,2
ClLl(g’m) CiZ(é—?x) 0}21(€7x) 0}32(571‘)
02L71 (& x) C%’Q (& x) 0%1 (fal“) 6%72 (& x)
b
6%71 (55 'T) C%,Q (é.vz) C?%)l (fax) C?{,Q (5,1‘)
CG’ (f,x) CG’ (f»x) CG7 (é,x) CG$ (f,l’)
which is
R2 R, R2 R,1 L2 L, L2 L1
1 K17 Ky — Ky TR Ky kg — Kg T Kg
1/);17T17T27T57T6?"(15Tg?"g7"g (7"17"2)N_17
( R2 R,1 R,2 R,1>( L2 L1 L2 L,l)
Hl I€5 *K,s Iil I€2 K’G *KJG K?2
(rlrs)N—N
( R2 R,1 R,2 R,1>( L2 L1 L2 L,l)
Hl 1436 *K,6 h}l 1432 K?5 71435 K’Z
_|_
(TlTG)N—N
( R2 R,1 R,2 R,l)( L2 L1 L2 L,l)
I€2 1435 —K,5 1432 Iil K’G —1436 K’l
+
(T2T5)N—17
( R2 R,1 R,2 R,l)( L2 L1 L2 L,l)
Ko "Kg " — Kg Ko K17 Ky — Ky Tk
(TQTG)N—N
( R2 R,1 R,2 R,l)( L2 L1 L2 L,l)
Ky "Kg & — kg Kg KRy — Ky TR
+
(Ter)NA?
or, equivalently,
1 T1,2 (€, ) 715 (&, )
D(,x,N)= : + —
&z ) YgmimamsmeriTarSrg [(7‘17‘2)1\[_17 (rars)"

(5.3) +

_|_

1,6 (§, 7) 2,5 (§, 7) 72,6 (§,7) N 75,6 (€, 2) ]

_|_
(Ter)N—17 (T27"5)N_17 (7"27"6)]\[_17 (7‘57”6)]\[_17

If D(&,2,N) =0 does not hold for any (§,z,N) € I x R x N, then the eigenvalues
of D have strictly positive real parts due to Lemma 2.5.

In order to prove the result for the double-root case, it suffices to show that
the coefficients ¢, (€, ), cp? (€,2), e (&, @), and c7? (€, ) are the same as for
the single-root analysis for k& € {1,2,5,6}. According to the labeling of the roots in
Figure 4, at £ = & we find 73 (£1) = r4 (£). Hence, the double-root ansatz is

vp = 1Y 4+ corh + (3 + cak) Th 4 csrE + cork, k=6,...,N—6,
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which leads to the following homogeneous system for the left boundary:

C1
r‘f rg rg 6r§ rg rg —wg  —26 Co 0
r{ 7"5 rg 7r§ Tg rg —wy  —27 c3 0
r? 7‘3 rg 87‘§ 7‘? r% —wg  —2g ca| |0
ooy oy 9y ] g —wy  —z| |es| |0
ri0 p30 10 10010 P00 20wy =210 |6 0
r}l r%l rél 117"%1 r%l rél —wi1  —211 v 0

_v2_

One can verify that this problem is solved by the same c,f‘l (& ), c£’2 (&, x) as in the
single-root case for k € {1,2,5,6}, which are the indices of the nonrepeated roots.
Similarly, the coefficients ckR’l (&, z) and ckR’2 (&, x) are unchanged for these indices.
Thus, the solvability of D (£, x,N) = 0 determines the existence of the eigenvectors
with vg = vy = 0 for the double-root case as well.

5.2. Invertibility analysis for some parameter values. Since the problem
D (&, z,N) = 0 is not explicitly solvable for N, it appears prohibitive to show the
invertibility of D for all the possible sixth order approximations with minimal band-
width. In fact, one may even conjecture the existence of a parameter = such that the
SBP-SAT operator is not invertible for some N. For this reason, we will limit our
analysis to the values « € {x1, 9, z3} that are, to the best of our knowledge, the only
ones used in the literature so far.

Remark 5.3. We only consider sixth order approximations with at least one inte-
rior stencil relation; hence N > 12.

We show the following theorem.

THEOREM 5.4. The sixth order diagonal-norm finite difference SBP-SAT operator
D with x = 21 = 342523/518400 has eigenvalues with strictly positive real parts.

Proof. We start by noticing that the expression of D (¢, z, N) in (5.3) depends
on the products of the roots riro, r175, T176, T2Ts5, T2r, T576. Lhe moduli of their
reciprocals are shown in Figure 5 as functions of { € Iz = [0,4.21]. For any fixed &, the
magnitude of 1/ (r172) is significantly greater than the ones of the other reciprocals. In
particular, by extracting the maximum and the minimum from the computed absolute
values of the reciprocals, we can write

44.228 < |2 < 69.898, 0.952 < |- <1,
(5 4) ~ | T1T2 ~ ~ | Tr1Te
1 <|Z=| £1.051, 0014 5 |7m| =0.023

while 775 = rorg = 1 V€ € Ic. As a consequence, for N > 17 the first term in (5.3)
is significantly larger than the other contributions of D (£, z, N), since

712 (&21)| 2 2.507 - 1057, |75 (€, 21)| S 3.050 - 107,

716 (& 21)| S 1.798- 107, |7o5 (€, 1)| S 3.737- 107,
726 (§,21)| S 3.050- 107, |756 (£, 21)| S 5.935 - 10°°,
for £ € I¢.
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Absolute values of the products of the roots
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FIG. 5. The moduli of (r1r2) ™Y, (r1rs) ™Y, (rire) ™Y, (rars) ™Y, (rare) ™Y, (rsre) ™! as functions

Offe [E'

The term with 1/ (r1r2)™ " has a reduced magnitude as N gets smaller, but it
is still dominant for N > 12. Indeed, due to (5.4) for N = 12 we can write

T2 (68| 5 s qgrs, [T EB) | <500y 107
(rr2) ™" | ™ (rirs) ™" |~
T (671 | <9 9991075, | 25ETD] < g 7a g7
(rre) ™ |~ (rars) ™ | 7
26 (&) < g 50107, |2 & T < 50,4008
(rare) ™ |~ (7”57"6)_5 -

for € € I¢.

Hence, we proved that D (§,z1,N) # 0 for any & € I.. This implies that it
is not possible to have eigenvectors v of P~1S with vy = vy = 0 for = 21 =
342523/518400, and the claim follows due to Lemma 2.5. |

In a similar fashion, we prove the following theorem.

THEOREM 5.5. The sizth order diagonal-norm finite difference SBP-SAT operator
D with © = 29 = 89387/129600 and x = x3 = 0.70127127127... has eigenvalues with
strictly positive real parts.

Proof. See Appendix B and Appendix C in the supplement. ]

6. Final remarks on the strict positivity of the eigenvalues. The spec-
trum of D is shown in Figure 6 for o0 = —1, N € {50,200}, At = 1/N, and several
SBP-SAT finite-difference approximations. Note that for sixth order discretizations
the free parameter x leads to spectra with different features.

(© 2020 Andrea Ruggiu and Jan Nordstrom
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If © = x1 = 342523/518400, the eigenvalues are more distant from the imaginary
axis than for the other x values. On the other hand, this parameter choice also results
in two outliers which significantly increase the stiffness of the time discretization
operator for large values of N. Two outliers, close to the origin of the complex
plane, can be found for © = zo = 89387/129600 as well. These eigenvalues have a
strictly positive real part which increases as N increases. The last parameter choice,
x = x3 = 0.70127127127 ..., yields the spectrum closest to the imaginary axis, but it
does not have outliers.

As predicted by our analysis, the time discretization operator has eigenvalues with
strictly positive real parts. This property allows for provably unique and invertible
fully discrete approximations of initial boundary value problems. Another direct
consequence of our findings is that the second, fourth, and sixth order accurate first
derivative SBP operators D are null-space consistent; i.e., their null-spaces consist
only of the vector 1. This allows us to conclude that the dual-consistent SBP-SAT
time integration methods based on these operators are stiffly accurate, strongly S-
stable, and dissipatively stable Runge-Kutta schemes. (See [13] for further details.)

Eigenvalues of P(Q + E ) for N = 50 Eigenvalues of P™(Q + E ) for N = 50
100 90
[ o i{]hd o:jder
- X order 80|
¢ 6thorder, x = x, s A N
A 6th order, x = X, 70 X
6th order, x = x, 60 |
— > —
= % x‘%zx%f;gégl 350¢ o
E 0007 x x K AaB Eaq0f
= 00002 “p XK Vo, =
xRS 300 o 2nd order
% 4th order
20 + ¢ 6thorder, x =x,
10l A 6th order, x = X,
6th order, x = x
L L L ) 0 | L 3 )
6 8 10 12 0 0.005 0.01 0.015 0.02
Re(u) Re(u)
Eigenvalues of P'(Q + E ) for N = 200 Eigenvalues of P'(Q + E ) for N = 200
0 0
400 350
O 2nd order O N N o
= X 4th order
3004 ¢ 6thorder, x = X, 300+
200 A 6thorder, x = X, 250 | .
6th order, x = Xq
—_ - —~200 o
= ot 2
E E 50}
- O 2nd order
100 + % 4th order
¢ 6thorder, x = x,
50 - A 6thorder, x =x,
400 ‘ ‘ ‘ o ‘ 0 ‘ ‘ 6th order, x = Xy |
0 5 10 15 20 0 2 4 6 8
Re(u) Re(u) x10*

Fi1G. 6. The spectrum of D for o = —1, N € {50,200}, and At = 1/N is shown for several
SBP-SAT finite difference based approzimations. The right figures are magnifications of the left

figures.

7. Conclusions. We have identified a necessary and sufficient condition for the
existence of eigenvectors to a matrix with repeating stencil. This criterion, which is
also a necessary and sufficient condition for the matrix having eigenvalues with strictly
positive real parts, has been used to investigate SBP-SAT time discretizations. The
condition enabled a detailed eigenvalue analysis for finite difference based second order

(© 2020 Andrea Ruggiu and Jan Nordstrom
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approximations.

We have also studied fourth and sixth order approximations of energy-stable ini-

tial value problems. Strict positivity of the eigenvalues of these formulations has been
shown irrespective of the discretization parameter. In particular, the dual consistent
choice leads to Runge-Kutta time integration methods with various stability proper-

ties, such as stiff accuracy, strong S-stability, and dissipative stability. Our approach

can be used to prove this result for even higher order approximations with repeating

stencil.
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