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Abstract

What happens inside an enzyme’s active site to allow slow and difficult chemical reactions to 
occur so rapidly? This question has occupied biochemists’ attention for a long time. Computer 
models of increasing sophistication have predicted an important role for electrostatic interactions 
in enzymatic reactions, yet this hypothesis has proved vexingly difficult to test experimentally. 
Recent experiments utilizing the vibrational Stark effect make it possible to measure the electric 
field a substrate molecule experiences when bound inside its enzyme’s active site. These 
experiments have provided compelling evidence supporting a major electrostatic contribution to 
enzymatic catalysis. Here, we review these results and develop a simple model for electrostatic 
catalysis that enables us to incorporate disparate concepts introduced by many investigators to 
describe how enzymes work into a more unified framework stressing the importance of electric 
fields at the active site.

Keywords

electric fields; enzyme electrostatics; infrared spectroscopy; preorganization; protein biophysics; 
vibrational Stark effect

1. HISTORICAL INTRODUCTION

1.1. A Brief History of Stark Effects

In 1913, German physicist Johannes Stark (1) and Italian physicist Anthony Lo Surdo (2) 
simultaneously discovered the splitting of the spectral lines of the hydrogen atom in the 
presence of an external electric field. The significance of the findings could scarcely be 
understated. Many early experiments in atomic physics could be made consistent with 
classical physics as well as early versions of quantum theory propounded by Bohr and 
Sommerfeld. The Stark–Lo Surdo effect (typically, though unfortunately, abbreviated to the 
Stark effect), however, was incongruent with models that described the motion of 
hydrogen’s electron classically (which predicted a miniscule shift), providing clear evidence 
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in favor of quantum theory (3). The following decade, Stark’s data proved decisive again, by 
conforming to new predictions from Schrödinger’s wave mechanics (4). In this way, the 
careful observation of spectral perturbations accompanying electric fields helped usher in 
not one but two paradigm shifts in our understanding of the electronic structure of atoms.

When applied to molecules, Stark experiments provide a means to measure the difference in 
dipole moment, Δμ ⃗, accompanying a transition from one state to another, typically from the 
ground to an electronically excited state. Early measurements focused on comparisons 
between experiment and theory for simple aromatic molecules, sometimes in fluid solution, 
where the response is greatly complicated by molecular reorientation in the applied field (5), 
and sometimes in crystals (6) or films (7), where these effects can be avoided. An important 
early biological example came from the work of Mathies & Stryer (8) on the electronic 
absorption of retinal in rhodopsin where a very large |Δμ⃗| was observed and interpreted as 
triggering a conformational change. Early work from our laboratory focused on measuring 
the magnitude and direction of Δμ⃗ for the primary electron donor in photosynthetic reaction 
centers (9).

A particularly surprising result was the observation of a very large |Δμ⃗| for the carotenoid 
spheroidene in the light-harvesting complex LH11 (B800-850) from Rhodobacter 
sphaeroides (10). Because spheroidene has a small |Δμ⃗| outside of the antenna complex, we 
suggested that the electric field from the protein surrounding the highly polarizable 
carotenoid induces this large |Δμ⃗| (a similar effect may also be responsible for what was 
observed for rhodopsin). Turning this around, the spectroscopic consequences of the electric 
fields created in organized protein environments could provide a quantitative readout on 
those electric fields.

If we broaden the concept to include effects of electric fields that are always present (and 
changing) in the condensed phase, there are many familiar examples. These include 
transistors and other field-modulated properties of electronic materials, the transmembrane 
potential in primary metabolism, and voltage gating that lies at the heart of neural signaling. 
The role of electrostatics in biological systems is widely appreciated, though often used 
qualitatively. As discussed below, quantitative investigation of protein electrostatics is 
possible with the assistance of spectroscopic tools and physical models to interpret the data.

1.2. A Brief History of the Enzyme Question

The physical basis for enzymes’ catalysis has been a central and recurring question in 
biochemistry since as early as 1930 when J. B. S. Haldane (11) published his seminal book 
on the topic. However, unlike the other classical questions of early molecular biology, the 
nature of enzyme catalysis was not settled by X-ray structures and, indeed, continues to be 
widely discussed and disputed to this day in spite of the great abundance of structural data 
available on enzymes. The work by Wolfenden and coworkers (12–14), which made evident 
the astronomical proportions of enzymes’ catalytic proficiency, and the promise of human-
designed de novo enzymes (15) have only increased our appreciation of these marvelous 
molecules over time.
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Many reviews have been published addressing this core question: How do enzymes work?—
several have had that question as the title (16–18)—and there are, unsurprisingly, many 
opinions. The following is by no means meant to be comprehensive but to provide a broad 
overview of some commonly encountered theories to place the role of electric fields in 
perspective.

Linus Pauling (19) and other early enzymologists (11) suggested that enzymes deform 
(strain) their substrates along reactive coordinates toward their transition states. This idea, 
which would now be labeled ground state destabilization (GSD), received early support from 
David Phillips and coworkers’ (20) 2-Å-resolution structure of lysozyme because the active 
site was found to possess a cleft shaped in such a way as to accept substrate, but the mode of 
substrate binding could favor distortion. The hypothesis proved problematic because 
enzymes still have to bind their substrates from solution with a net reduction in free energy 
and are usually not stable enough (i.e., too soft) to appreciably distort covalent bonds (21). 
The GSD concept became more nuanced and regained thermodynamic plausibility when 
Jencks (22) proposed the Circe effect: The enzyme could selectively destabilize the 
substrate’s reactive region while still exercising favorable binding interactions to distal 
regions of the substrate that do not participate in chemistry. This hypothesis is consistent 
with the broadly attested phenomenon that truncated substrates are generally much less 
reactive than the corresponding full substrates (23–26).

Pauling (19) also insinuated that enzymes stabilize their reactions’ transition states, and the 

idea was formalized with the familiar thermodynamic relation, , 
introduced by Kurz (27). Transition state stabilization (TSS) is now so accepted as a facet of 
enzyme catalysis that it is nearly considered tautological (28). More controversy arises when 
one tries to identify the specific interactions that are responsible for TSS, bearing in mind 
that transition states differ but slightly in structure from their progenitor ground states. Short, 
strong hydrogen bonds (H-bonds) (29, 30), geometrical discrimination (31, 32), electrostatic 
interactions (33), and packing interactions (34) have been put forth as capable of providing 
the basis for TSS. Nevertheless, the overall failure of catalytic antibodies to serve as 
proficient catalysts on the scale of enzymes, despite boasting impressive affinities to 
transition state analogs (35), could suggest that TSS provides an incomplete picture for 
understanding enzyme catalysis. Moreover, a description that can unify these seemingly 
disparate sources of TSS would be advantageous.

Another key consideration is entropy. A common misconception is that enzymes work 
simply by placing reacting groups of substrate(s) close together. Statistical mechanics 
suggests that such an effect would maximally raise ΔS‡ by 15–18 cal K−1 mol−1, or a rate 
enhancement of 104–105 (36), which we know to be small relative to the rate enhancements 
many enzymes achieve (14). Page & Jencks (37) expanded the case for entropy by arguing 
that enzymes can also reduce the substrate’s entropy associated with rotations and internal 
degrees of freedom; that is, it can select rotamers that are closer to the transition state’s pose. 
This idea gained support from classic experiments by Bruice & Pandit (38), who 
demonstrated that dramatic increases in rates of intramolecular reactions in solution as a 
backbone forced the reacting groups into positions more akin to the presumed reactive 
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geometry. Bruice and coworkers (39, 40) later recast this idea in molecular terms by 
asserting that enzymes promote near-attack conformations among their substrates. Although 
attractive ideas in principle, the observed temperature dependence of most enzyme-catalyzed 
(and noncatalyzed) reactions indicates that the majority of enzyme-derived rate 
enhancements are, in fact, enthalpic in origin (41), with the primary (intriguing) exception 
being the ribosome (42).

It is important to emphasize that any study that seeks to methodically identify the physical 
basis of enzyme catalysis must start with a process whose chemical mechanism (i.e., the set 
of intermediates traversed en route from substrates to products) is known, and comparisons 
must be made between such a reaction and a chemically filtered reference reaction (43, 44) 
that proceeds through the same mechanism without the enzyme. This definition is 
admittedly stringent and tends to limit the range of application of this analysis to a small 
cohort of extensively studied enzymes. In many cases, especially with metalloenzymes, 
heroic exertions are needed to determine the mechanism and the reaction cannot be 
mimicked in solution. Enormous catalytic effects can be realized by breaking down a 
process with a single large barrier into several steps with smaller barriers through judicious 
application of cofactors and metals. Nevertheless, it is a mistake to assume that determining 
an enzyme’s mechanism of action is tantamount to understanding its catalytic power. 
Bacterial ketosteroid isomerase (KSI) serves as an intriguing counterexample as the 
mechanism it utilizes to isomerize 5-androstene is identical to the path taken in solution, and 
yet the same process is approximately 1 trillion times more rapid (45). In summary, although 
understanding an enzyme’s mechanism of action is a critical first step to understanding the 
source of its catalytic power, it does not provide a full energetic accounting (46).

2. ELECTROSTATIC CATALYSIS

2.1. A Primer on Electrostatics of Solutions

When a molecule with a permanent dipole is placed into fluid solution, it forces the dipoles 
of the solvent molecules to reorient to the same general direction as the solute’s dipole, 
thereby minimizing the system’s potential energy (Figure 1a). Because the solvent 
molecules in that vicinity are no longer randomly oriented (within the solute’s internal frame 
of reference), the electric fields created by their own permanent dipoles no longer cancel out, 
and so they exert a net electric field back onto the solute, termed the reaction field (47, 48). 
This reaction field will point in the same direction as the solute’s dipole, and its magnitude 
will depend on the size of the solute’s dipole and the polarity of the solvent. The reaction 
field interacts with the solute dipole that created it, resulting in a solvation energy (5). For 
solutes with more complicated charge configurations (i.e., multiple polar groups), solvent 
molecules adjacent to different regions of the solute will reorganize in response to the local 
dipoles in that region of the solute.

Electronic excited states of molecules typically possess dipoles of different magnitudes and 
orientations relative to their ground states (Figure 1b), implying that the solvent will interact 
differently with a molecule following photoexcitation. Consider the instant the molecule has 
become electronically excited: The solvent molecules will still be oriented (collectively 
termed the solvent coordinate, q) in a way that is optimally aligned to the ground state’s 
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dipole moment (more generally, its charge configuration if the solute possesses charges or 
numerous polar groups). Over several picoseconds, the solvent molecules will reorganize to 
adopt a conformation that optimally interacts with the excited state’s dipole. The 
reorganization explains why the earliest emitted photons from a fluorophore are always at 
higher energies than the later ones, an effect called the dynamic Stokes shift (49, 50). In the 
case of photoexcitation, a fluorophore’s dipole reorientation is fast and decisive; the solvent 
has no choice but to follow along in tow. During chemical reactions, molecules’ charge 
configurations also undergo large changes, but here the process is more intimately coupled 
to the solvent reorganization because reactions are thermally activated processes. This 
discussion raises two questions (that will be addressed below): What language should be 
used to describe the collective motion that occurs in solvation dynamics, and how do these 
concepts transfer to the more heterogeneous “solvent” of an enzyme active site?

2.2. Solvent Reorganization During Chemical Reactions

Marcus and coworkers (51) considered the simplest possible chemical reaction between two 
identical metal ions in solution, in which the first transfers an electron to the second. In 
practice, such reactions’ rates vary enormously depending on the metal ions in question (51), 
despite the fact that no bonds need to break and ΔG°rxn = 0. The reactant state and product 
state have quite different charge configurations, so the solvent coordinate with which either 
is in equilibrium (qR and qP, respectively) will be very different (Figure 1c). Marcus 
reasoned that the solvent must first come to adopt a perturbed configuration, q*, in which the 
total energies of the reactant electronic state (Fe2+ + Fe3+) and the product electronic state 
(Fe3+ + Fe2+) are equal before an electron can be transferred (52). The q* configuration 
solvates the reactant state much more poorly than the typical equilibrium solvent 
configuration, qR, so this state is fleetingly sampled as a rare fluctuation. As solvent 
reorganization is in fact the rate-determining step of the electron self-exchange reaction, 
Marcus’s model could predict the absolute rates of these types of reactions.

A solvent coordinate is a way of packaging all the solvent atoms’ positional information into 
one number that captures the net interaction energy between the solvent and the solute. If the 
solute’s charge configuration can be described as a dipole, then the solvent coordinate is the 
electric field that it exerts onto the solute, due to the relationship U = −F⃗env · μ⃗solute (where U 
is the interaction energy, μ ⃗solute is the solute’s dipole moment, and Fe⃗nv is the electric field 
the solvent exerts onto the solute). Solvent reaction fields are oriented along the solute’s 
dipole (at equilibrium) which further simplifies the equation to U = −|F⃗solvent||μ⃗solute| for this 
case (Figure 1a). The electric field effectively sums over all the dipole-dipole interactions, 
dipole-induced dipole interactions, and hydrogen-bonding interactions that the solvent atoms 
furnish, and for conventional solvents typically spans a range between 0 and approximately 
80 MV/cm [N.B.: 1 MV/cm equals 108 V/m (the SI unit), 1.944 × 10−4 atomic units, or 
0.0480 kcal mol−1 Debye−1]. The electric field description is powerful because it acts as a 
unifier across noncovalent interactions, enabling us to compare and combine the effects of 
long-range, nonspecific interactions with short-range, spe-cific ones (such as H-bonds) all 
with a common set of units (53). Importantly, our research has demonstrated that H-bonds, 
often emphasized as playing critical roles in enzyme catalysis, are amenable to this electric 
field description at a reasonable level of approximation (54, 55).
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Most chemical reactions require rearranging a molecule’s atoms to form a transition state. In 
polar reactions, a reactant’s dipole is expected to change substantially upon activation, 
implying that the transition state would be stabilized by a rather different solvent coordinate, 
harkening back to Marcus’s model for electron transfers. Such reactions could be catalyzed 
by an environment that stabilizes the transition state’s dipole more than the reactant’s dipole. 
Expressed mathematically, electric field catalysis is given by

1

where μ ⃗R is the reactant’s dipole moment, μ⃗TS is the transition state’s dipole moment, F⃗env,R 

is the electric field the environment exerts on the reactant dipole, and F⃗env,TS is the electric 
field the environment exerts on the transition state dipole.

In general, reactions may involve complicated changes in charge configuration that are not 
amenable to a point dipole description, in which case Equation 1 would have to be expanded 
to include every region of the molecule that undergoes a charge rearrangement and the 
respective electric field at each of those sites. We refer to this more general situation with the 
term electrostatic catalysis, though in this context we do not mean to exclude polarization, 
which certainly contributes (though normally is not the primary contributor) to local electric 
fields. Nevertheless, we focus here on substrates where charge rearrangement occurs 
primarily at a single site (typically a carbonyl), and denote the local electric field at a 

carbonyl bond with .

2.3. Two Limiting Cases of Electric Field Catalysis

We suggest dividing electric field catalysis into two categories (Figure 2). In the first, we 
consider a molecule whose dipole moment increases (or less typically, decreases) in 
magnitude during a chemical reaction but does not reorient, for which the rate-determining 
carbocation formation of the SN1 reaction is an excellent example (Figure 2a). In such a 
reaction, the rate is accelerated by an environment that furnishes an electric field with 
greater (smaller) magnitude, an effect encountered in normal (inverse) solvent-rate 
correlations (56). In the reactant form, the molecule’s dipole gives rise to a reaction field 
(which is oriented in the same direction as the dipole); however, the transition state will be 
even more stabilized by the same electric field because its dipole is identically oriented but 
of greater magnitude. Equation 1 simplifies to

2

and the reduction in the free energy barrier will be larger for transition states of greater 
dipole, and for solvents of greater polarity (which generate larger reaction fields). For 
example, the SN1 reaction of tert-butylchloride is accelerated in solvents of higher polarity, 
proceeding 1011 times faster in water relative to benzene (57). Treating the solvents in terms 
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of the difference in their reaction fields (60 MV/cm), Equation 2 implies a value of 5.2 D for 
(|μ ⃗TS| − |μ ⃗R|), close to its calculated value of 5.52 D.

As a second case, consider a reaction in which a reactant’s dipole reorients but does not 
change in magnitude upon forming a transition state, of which the [2 + 2] cycloaddition of a 
ketene is a decent example (Figure 2b). The polar carbonyl group is kept intact by the 
reaction, but as the carbon to which it is attached goes from sp-hybridization to sp2-
hybridization, the carbonyl dipole is reoriented substantially over the reaction course. The 
rate of this reaction is insensitive to solvent, because however much a solvent reaction field 
could stabilize the transition state, it would always stabilize the reactant by more (given that 
the solvent reaction field’s orientation is set by the dipole of the ground state). Indeed, most 
polar organic reactions exhibit solvent rate effects that are significantly more modest than 
that for the SN1 reaction, because typically molecules’ dipoles reorient at the same time that 
they change magnitude (56). A reaction in which dipoles reorient but do not change 
magnitude could be catalyzed by an environment that, in effect, anticipates the orientation of 
the transition state’s dipole and provides an electric field oriented in such a direction (θμTS) 
(Figure 2b) even before the transition state is formed.

To summarize, an environment associated with a large electric field can catalyze reactions 
with changes in dipole magnitude (Figure 2a), and an environment with a “correctly” 
oriented electric field can catalyze reactions with changes in dipole orientation (Figure 2b). 
The first strategy is sometimes referred to as transition state stabilization and the second as 
reduction of the reorganization energy, though it results in transition state stabilization as 
well.

These concepts in electrostatic catalysis are not new ideas at all; many of them were 
originally articulated in the late 1970s by Warshel and Levitt (58, 59), who developed 
approaches to simulate proteins (now commonly employed by computational biochemists) 
explicitly to “understand the molecular origins of enzyme catalysis” (60, p. 3,167). Warshel 
and coworkers (33) went on to apply these methods to a wide panel of enzymes, and their 
computational evidence has supported the hypothesis that active sites are electrostatically 
preorganized to specifically stabilize their transition states. In several cases, the catalytic 
effect arising from these electrostatic considerations has been estimated to account for a 
preponderance of the measured rate acceleration exhibited by the enzyme (33, 61, 62).

Despite these successes, these computational studies have not been fully accepted, primarily 
because electrostatic catalysis proved exceedingly difficult to quantify (or even identify) 
experimentally; this was not helped by repeated assertions that these effects can only be 
understood through computation (33). In contrast, we argue here that measurements of 
electric fields inside enzymes provide a path to understand and quantify electrostatic effects 
in catalysis.

2.4. Approaches to Measuring Protein Electrostatics

How does one measure an electric field (or potential) inside a protein? The first class of such 
approaches is based on systematic measurements of free energies of chemical processes 
whose energetics are (believed to be) strongly influenced by electrostatics. Consider, for 
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instance, the acid dissociation constant (expressed as pKa) of a titratable moiety, such as 
lysine. The pKa is influenced by the electric potential at the site of the protonatable amine, 
as a more negative potential would stabilize the cationic form over the neutral form; 
therefore, pKa shifts report on local electric potential. This premise was applied to calibrate 
Poisson–Boltzmann models for proteins (63) and to probe electrostatics in enzymes (64–68). 
Shifts in redox potentials (69, 70) or in dissociation constants of charged ligands (71) have 
also been considered as reporters of local electrostatics at the site of the redox-active moiety/
ligand binding site. These free energy–based probes of electrostatics suffer from several 
limitations, the primary one being that the introduction of a new charge into a protein will 
reorganize the environment to compensate (solvate) it, introducing new interactions that 
were not present in the original state. An equilibrium constant gives information only about 
a process, never about an individual state.

The second class of approaches centers on spectroscopic reporters of the local electric field. 
This concept has been variously applied to shifts in fluorescence (72, 73), 19F chemical 
shifts (74, 75), and 13C chemical shifts (76). Spectroscopic probes remedy some of the 
problems associated with measurements of free energy: On one hand, the measurement is 
associated with a state (rather than a process), and it need not alter the system (e.g., inserting 
or removing an extra charge). On the other hand, these probes raise new concerns, the 
primary one being that factors other than electrostatics can influence spectral shifts. For 
instance, although electric fields certainly do perturb NMR chemical shifts (77), so also do 
ring currents and local valence geometry (78). In this context, vibrational probes have 
recently emerged a more ideal experimental probe of electrostatics (79, 80), as frequency 
shifts of certain vibrations have been shown to correlate exceptionally well with the local 
electric field experienced by the vibration (the projection of the local electric field onto the 
vibrational bond axis). Moreover, vibrational probes can be as small as two atoms, and their 
sensitivity to electric fields is directional (81). Another feature of vibrational probes is that 
their frequency’s sensitivity to electric fields can be independently calibrated using 
vibrational Stark spectroscopy (82, 83).

3. STARK SPECTROSCOPY AND ELECTRIC FIELD MEASUREMENTS

In a typical Stark spectroscopy experiment (Figure 3a), a uniform, homogeneous, external 
electric field of order approximately 1 MV/cm is applied onto an immobilized molecule of 
interest, and the resultant effect on the optical (infrared) spectrum is recorded. The molecule 
of interest can range in size from a small molecule to a large multiprotein complex and can 
be immobilized by either vit-rification or embedding into a polymer film; the electric field is 
created by applying a large voltage (1–2 kV) against two slightly displaced (10–20 μm) 
transparent conductors containing the sample. Experimental details of Stark spectroscopy 
have been reviewed previously (84, 85). As mentioned above, when electronically (or 
vibrationally) excited, the dipole moments of molecules change. For optical transitions, the 
difference dipole, Δμ ⃗ = μ ⃗es − μ⃗gs, is often of the same magnitude as the ground state dipole 
(84, 86), whereas for vibrational transitions, Δμ⃗ = μ⃗v=1 − μ⃗v=0 is typically two orders of 
magnitude smaller (between 0.03 and 0.12 D) (82, 83 85). Because these two states have 
different dipoles, they will be (de)stabilized differently by an external field, F⃗ext. By 
perturbing the energy levels, an applied field will shift the transition frequency (ν̄, units of 
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cm−1) in a manner that is linear with the difference in the dipole moments of the two states: 
Δν̄ = −Δμ ⃗ · Fe⃗xt (53). Detailed analyses of Stark spectra can also tease out the difference 
polarizability, Δα, of a molecule, as well as the relative orientation between the difference 
dipole and the transition moment. For vibrational (but typically not electronic) transitions, 
Δα is typically very small (82, 87, 88).

In addition to describing the charge configuration of the excited state of a molecule, the 
difference dipole can also be used to calibrate frequency shifts of a molecule to unknown 
electric fields, via an “inverted” Stark experiment (Figure 3a,b) (81, 87–89). First, we 
perform Stark spectroscopy, applying a known external electric field onto a molecule and 
recording the frequency shift. This calibrates the transition’s sensitivity to electric field (i.e., 
it measures |Δμ ⃗|). Then in a separate experiment, we place that same molecule (now acting 
as a probe) into a new environment (such as an enzyme) that we seek to characterize and 
measure the frequency shift caused by that environment. In combination with the difference 
dipole, this shift measures the change in electric field the molecular probe experiences upon 
moving from one environment to another (Figure 3b). By further calibrating a vibrational 
probe with solvent-induced frequency shifts (solvatochromism) (Figure 3c) and using 
molecular dynamics simulations to calculate the electric fields those solvents project onto 
the vibrational probe (Figure 3d), vibrational frequencies can be mapped to absolute electric 
fields (54, 90). As a key validation of this approach, the slopes of these field-frequency plots 
(Figure 3d) have been close to difference dipoles measured in Stark spectroscopy.

Though conceptually straightforward, the main development that made the “inverted” Stark 
experiment useful in practice was the transition from employing optical probes to vibrational 
probes, which was made for four reasons. First, vibrational difference dipoles are miniscule, 
so vibrational excitation with infrared light minimally perturbs the system. In other words, 
the recorded frequency shifts report on the electrostatic environment experienced by the 
ground state (as the excited state will not cause the environment to reorganize in any 
appreciable way). Second, |Δμ⃗| tends to be insensitive to the probe’s environment (another 
consequence of small Δα) (54, 91). Third, vibrations can be confined to as few as two atoms 
(to a good level of approximation), so the experiment provides a more local, higher-
resolution description of electric fields (88, 92). Fourth, because Δμ⃗ for many high-
frequency vibrational transitions (e.g., C≡N and C =O) is approximately parallel to the 
internuclear bond axis (82, 83), the direction of a probe’s Δμ⃗ can be determined from the X-
ray structure of the probe-bearing protein.

A substantial body of work has focused on the nitrile group (C≡N) because it is a local 
vibration with a frequency that is easy to distinguish from the complex background of 
vibrations in proteins, and it has a fairly strong sensitivity to electric fields [|Δμ⃗| = 0.2–0.3 
cm−1/(MV/cm)] (92–95). Several approaches have been devised to incorporate nitriles into 
proteins, either through chemical modification of cysteines (81, 94), solid-phase peptide 
synthesis (92), amber suppression (96), or exploiting drugs that bear nitrile moieties (88, 
97). The nitrile-centered approach proved instrumental to several studies in protein 
biophysics and has recently been used to directly measure phospholipid membrane dipole 
fields (98) and probe the physical basis for a tyrosine kinase inhibitor’s selectivity profile 
(97).
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Nitrile probes were shown to behave less predictably in hydrogen-bonding solvents (98)—an 
effect that can be exploited in some cases (97, 99), though it mandates the implementation of 
more ad hoc models (100, 101) to interpret their frequency shifts in H-bonding environments 
in terms of electric fields. As predicted by Choi & Cho (102), carbonyl vibrational probes 
maintain a simple and linear dependence on electric field even when H-bonded (54), which 
opened up the types of environments that could reliably be probed with vibrational Stark 
probes. Naturally, carbonyl groups are often relevant in enzyme mechanisms and their 
vibrational spectra in enzyme active sites have been reported previously (103–107). In those 
works, vibrational frequency red-shifts were interpreted to imply that the bond probed is 
destabilized from strain (mechanically or electrostatically) imposed onto it by the enzyme. 
In contrast, data from our laboratory accrued over the past few years have supported the 
view that most vibrational frequency variation (in carbonyls, at least) can be explained 
through a static electric field–difference dipole effect (53, 91), not by bond weakening or 
strain (i.e., changes in the force constant) (103, 104). This represents a departure from how 
vibrational measurements (both infrared and Raman) have traditionally been interpreted in 
enzymology (105–107), and efforts are ongoing to reinterpret this corpus of biochemical 
data within this physical framework (108, 109).

4. ELECTRIC FIELDS IN THE KETOSTEROID ISOMERASE ACTIVE SITE

4.1. Ketosteroid Isomerase Is a Model Enzyme for Biophysical Studies of Catalysis

Catalysis by KSI (EC 5.3.3.1) has been the subject of extensive studies since its discovery in 
1955 by Talalay & Wang (110), and has also been a focal point for many of our studies on 
electrostatics. In eukaryotes, KSI is involved in steroid biosynthesis and degradation 
pathways that transform sterols (such as cholesterol) to the hormonally active class of Δ5-3-
ketosteroids. KSI activity was originally discovered from an organotrophic strain of the soil 
bacterium genus Pseudomonas that can utilize steroids as its primary source of carbon (111). 
The consensus mechanism for KSI, presented in Figure 4a for the substrate 5-
androstene-3,17-dione, is a textbook example of enzymatic enolization chemistry, in which a 
4β-proton is abstracted by a weak general base (Asp40) to form an enzyme-stabilized 
dienolate intermediate and then reinserted onto C6, two carbons away (45). This mechanism 
has been broadly supported by structural, mutational, kinetic, and spectroscopic studies 
(112–114).

The challenge KSI surmounts of deprotonating a very weak, carbon-based acid with a rather 
weak base is widely encountered in biochemistry, for example, in other well-known 
enzymes like enolase (which deprotonates 2-phosphoglycerate), fumarase (deprotonates 
malate), and triose phosphate isomerase (deprotonates glyceraldehyde 3-phosphate). On the 
basis of its unimolecular rate constant, KSI is one of the fastest enzymes known (kcat ≃ 104–
105 s−1), at least for its optimal substrates. Moreover, the isomerization of 5-
androstene-3,17-dione can occur in solution through the same mechanism utilized by KSI 
(115), albeit much more slowly (kuncat = 6 × 10−4 M−1 s−1). Hence, KSI meets the 
prerequisites we laid out in Section 1.2 for a detailed analysis of catalysis. With precise 
measurements of KSI’s microscopic rate constants, Pollack and coworkers (45) were able to 
quantify the exact energetics of the reaction, and the magnitude of the KSI’s catalytic effect 
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(Figure 4b). A concentrated effort from several biochemists has focused on moving beyond 
mechanism to understand the interactions and strategies utilized by the active site to stabilize 
the dienolate transition state by approximately 18 kcal mol−1 (Figure 4b).

Numerous experiments have highlighted the importance of the general base, Asp40, and its 
precise positioning with respect to the steroid substrate, which constitutes an important 
element in KSI catalysis (116, 117). In addition, the active site provides an environment, 
sometimes called the oxyanion hole, that stabilizes the dienolate-like transition state via H-
bonds (46) (Figure 4a). Building on the discussion about electrostatic catalysis in Section 2, 
we hypothesized that the oxyanion hole, in collaboration with the charges and dipoles on 
distal residues, works by producing an electric field that stabilizes the dipole that builds on 
the C =O bond toward the transition state.

4.2. The Carbonyl Vibration as an Intrinsic Stark Probe

By employing the carbonyl bond of the inhibitor 19-nortestosterone as a vibrational probe, 
we could measure the electric field at a locus of substantial charge rearrangement during 
KSI’s first (and rate-determining) chemical step (see mechanism in Figure 4a), making it 
directly relevant for electric field catalysis. We found that wild-type KSI exerts an extremely 
large average electric field on this carbonyl bond, with a magnitude of 144 ± 6 MV/cm (118) 
(Figure 4c). It is important to point out that this is an equilibrium measurement, such that 
this electric field reflects a typical enzyme-substrate conformation, not a rarely sampled 
substate. In fact, the C =O vibrational band in the enzyme is significantly narrower in the 
enzyme than in solution (Figure 4c), implying less heterogeneity (variability) in the electric 
field experienced at this locus, though definitive statements about dynamics will require 
nonlinear infrared experiments. Returning to the discussion about electrostatic catalysis in 
Section 2, a large electric field would be expected to have a catalytic effect if the dipole 
along this C =O bond increases in magnitude upon passage to the transition state. Chemical 
intuition would suggest as much, which can be quantified from ab initio electronic structure 

methods (which estimate  to be 0.7 D).

As one might expect, mutations in residues of KSI’s oxyanion hole (Tyr16, Asp103) that 
impair catalysis decrease the magnitude of the electric field exerted onto the C =O bond of 
19-nortestosterone (118). More importantly, the precise amount of increase to the activation 
barrier for each mutant formed a strong linear correlation with the extent of electric field 
decrease for each mutant (Figure 4d). Although linear free energy relationships of this kind 
are not infrequently obtained using various parameters or empirical solvent scales, it is 
important to emphasize that the x-axis in Figure 4d has a meaningful physical interpretation 
and the observed trend is what we would predict from Equation 2, as explained in Figure 2a. 

Therefore, we can assign an experimental value of 1.1 D to  and provide 
support to the hypothesis that the function of the oxyanion hole is to produce a large electric 
field that stabilizes the increased dipole of the transition state. Using this value, and the 

experimental value of  for wild-type KSI, the model in Figure 2a estimates a 
contribution to ΔΔG‡ from electric field catalysis of 7.6 kcal mol−1, which is 72% of the 

total rate acceleration (kcat/kuncat = 4 × 107, ).
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This model predicts that the size of , which we dubbed the reaction 
difference dipole, is a measure of a reaction’s sensitivity to electric field catalysis, or in other 
words, the catalyzability of a given reaction by an enzyme.

4.3. Effect of Subtle Mutations on Electric Fields

In the context of KSI’s precisely constructed active site, the mutations we made to Tyr16 (to 
Phe and Ser) and Asp103 (to Leu) were fairly large (118), begging the question of whether 
the electric field decreases perhaps resulted from populating a less catalytically competent 
binding mode or subtly distorting the active site. Amber suppression and protein 
semisynthesis enables the installation of more minute mutations than afforded by the 20 
canonical proteinogenic amino acids. Studies by Wu & Boxer (119) and Natarajan et al. 
(120) explored the effect of replacing the critical Tyr16 residue with chlorosubstituted and 
fluorosubstituted tyrosines, respectively. These mutants perturbed KSI’s rate by up to 1.1-
fold (for F) and 3.8-fold (for Cl), showing that KSI has no special need to match its 
substrate’s pKa to act as a proficient catalyst. On one hand, these observations are 
inconsistent with theories that KSI’s catalysis relies on a low-barrier H-bond or concerted 
proton transfer to lower the energy of the intermediate. On the other hand, they are 
consistent with the electric field catalysis model in that Tyr16’s O–H dipole contributes 
substantively to the electric field experienced by the substrate’s C =O as they are in such 
close proximity, and electron-withdrawing groups subtly lower the size of the O–H dipole 
(order of dipole magnitude: 3-Cl-Tyr < 3-F-Tyr < 2-F-Tyr < Tyr), thereby reducing the 
electric field exerted by the oxyanion hole without introducing structural alterations (119). It 
was found that the trend between electric field and catalytic proficiency, initially detected for 
conventional mutations, also held for the subtle Cl-Tyr variations (Figure 4d), implying that 
the electric field magnitude reductions that accompany oxyanion hole mutation derive from 
reducing the electrostatic strength of critical interactions rather than from structural 
rearrangements or alterations to substrate-binding mode (119).

5. UNIFYING CONSEQUENCES OF THE ELECTRIC FIELD CATALYSIS 

MODEL

5.1. Orientational Electric Field Catalysis

In Section 2.3, we introduced two limiting cases of electric field catalysis that were 
dependent on whether a substrate’s dipole, upon activation, changed in magnitude (Figure 
2a) or orientation (Figure 2b). KSI is a paragon of the first category: In the enzyme active 
site, the substrate’s carbonyl reorients very little upon activation. This explains why the 
simple model for electric field catalysis that ignored orientation (Equation 2) fit the 
experimental data (Figure 4d) so well, and why KSI uses an electric field of high magnitude 
to provide differential stabilization of the transition state.

For the serine proteases, the rate-limiting formation of an anionic tetrahedral intermediate 
involves changes in both dipole magnitude and orientation at C =O (121) (Figure 5a); 
however, the inhibitor utilized only reports on the enzyme active site field projected on the 
carbonyl of the ground state (i.e., the acyl-enzyme intermediate). The field-barrier plot 
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(Figure 5b) analogous to that drawn up for KSI (Figure 4d) will therefore not capture the full 
catalytic effect implied by the more general Equation 1 (108). Hence, experiments are 
needed that measure the projection of the active site electric field on both the transition state 

( ) and ground state ( ) geometries to assign values to both terms in the 
equation.

Cyclophilin A, a peptidyl-prolyl isomerase (122), provides an instructive example of 
orientational electric field catalysis. This enzyme catalyzes the cis–trans isomerization of the 
proline imide peptide bond in a single chemical step (Figure 5c) through a transition state 
that brings the carbonyl perpendicular to the peptide plane, thereby reorienting this dipole by 
nearly 90° (123) (Figure 5d). The enzyme preferentially stabilizes the transition state by 

exerting an electric field with the appropriate direction; that is, the projection of  is 

large on  but small on  (124) (Figure 2b). Using a typical value (3.5 D) for a 
peptide carbonyl dipole and a calculated estimate for the electric field magnitude along 

 of 50 MV/cm (124), the model in Figure 2b estimates a contribution to ΔΔG‡ from 
electric field catalysis of 8.4 kcal mol−1, or 92% of the total rate acceleration (kcat/kuncat = 5 

× 106; ).

5.2. Electric Field Catalysis in Other Enzymes

As of this writing, the analysis described for KSI has been extended to 4-chlorobenzoyl-CoA 
dehalogenase and a serine protease (108). 4-Chlorobenzoyl-CoA dehalogenase activates its 
substrate through a nucleophilic attack on the C4 position of the benzoyl ring (Figure 6a), 
forming a Meisenheimer intermediate in the presumed rate-limiting step (125, 126). It is 
instructive that, qualitatively, a larger charge displacement occurs in its rate-determining step 

than in KSI’s, and consequently the slope of ΔG‡ versus  (2.1 D) is greater (108). 
This supports the idea that the slopes of these linear free energy relationships report on the 
substrate’s change in dipole that accompanies activation to the transition state. As with KSI, 
the dehalogenase’s rate-determining step produces a charged carbonyl, supported by an 
oxyanion hole, which contributes to a large overall active site electric field. However, for 
dehalogenase, the primary H-bond donors come from backbone amides rather than acidic 
side chains (as in KSI). This observation demonstrates that large electric fields need only 
enzyme dipoles to be precisely oriented and closely positioned with respect to the substrate; 
their chemical identity is less important, and in fact, they can even be ordered water 
molecules (118). Hence, electric field catalysis is diverse at the chemical level, but its sine 
qua non is precise positioning and organization. Via computational studies, Glu232(B) has 
also been attributed to play an important role via electrostatic catalysis, but this residue is 
quite far away from the substrate’s carbonyl (127). Here, it is important to point out that the 
electrostatic changes that accompany activation (Figure 6a) are not limited to the carbonyl 
moiety but also include the reorienting of the C–Cl bond and the charge attenuation of the 
nucleophile. All of these sites may be viewed as handles for electrostatic catalysis in which 
the enzyme’s environment provides a field more stabilizing for the transition state’s charge 
configuration than for the ground state’s.
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Catalysis of the serine proteases has been discussed extensively (121), typically with the 
greatest weight given to the catalytic triad (Asp, His, Ser) (128, 129), which helps prepare 
the nucleophilic serine for attack, and a secondary effect from oxyanion hole stabilization 
(32, 130). Although the data in Figure 5b show that oxyanion hole catalysis is well described 
by an electric field effect, the physical nature of the catalytic triad has been explained in 
various ways. The conserved juxtaposition of an aspartic acid and histidine relative to the 
serine nucleophile (Figure 5a) has been described as activating the serine nucleophile by (a) 
concerted proton transfer (129), (b) low-barrier H-bonds (29), or (c) alteration of its effective 
pKa (121). Calculations carried out by Warshel and coworkers (33, 131) showed that the first 
two explanations are not energetically plausible and the third is consistent with an electric 
field effect. Because serine’s O–H bond is not as convenient a vibrational probe as a 
carbonyl is, this claim would be more difficult to assess experimentally. Nevertheless, it is 
important to note that an enzyme’s nucleophile can serve as a handle for electrostatic 
catalysis equally as well as the substrate itself.

5.3. Proficiency or Catalyzability?

Earlier we introduced the concept of catalyzability to express the idea that reactions that 
involve large alterations in the electrostatic character of their substrates are in some sense 
easier reactions for enzymes to catalyze. The charge rearrangement in KSI’s rate-
determining step is quite small (between 0.7 and 1.1 D) and involves little reorientation, 
which may well explain why its active site utilizes such a large electric field to differentially 
stabilize its reaction’s transition state. Enzymes famous for their astronomical rate 
accelerations, such as alkylsulfatases (12), phosphatases (13), and decarboxylases (14), have 
been previously deemed extremely proficient enzymes. Alternatively, it is possible that these 
particular chemical reactions are more catalyzable than other reactions because they involve 
larger charge rearrangements.

The mechanism of orotidine monophosphate decarboxylase features a step in which a full 
charge on a carboxylate group is translocated across 2.4 Å to form a carbanion on the C6 of 
the pyrimidine ring (132) (Figure 6b). This nominally corresponds to a dipole change of 11 
D, which is significantly larger than the charge perturbation that accompanies KSI’s 
chemical transformation.

As a second case, the structure of the transition state of alkaline phosphatase (AP) is a 
pentavalent phosphoryl species with three nonbridging oxygen atoms (133) (Figure 6c). 
Along each P–O bond, bond lengths and charge separations increase somewhat upon 
passage from the ground state to the transition state (134). This gives AP three “sites” at 
which to perform electric field catalysis. If each P–O bond had a reaction difference dipole 
of 1 D and experienced an electric field in the AP active site similar to that of KSI, the 
predicted contribution of electric field catalysis would be 22.8 kcal mol−1 (N.B.: 

), which is quite close to the observed catalytic power of AP 

(kcat/kuncat = 1 × 1019; ).
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5.4. The Chemical Space of Enzymology

The central importance of electrostatic catalysis in enzymology could explain biases in the 
chemical reaction space utilized by nature. For instance, the dearth of Diels–Alderases in 
biology has perplexed many chemists who wonder how such a synthetically useful reaction 
could get passed over (135–137). This concerted pericyclic reaction, however, has little 
charge rearrangement in the transition state because bonds are broken and formed almost 
simultaneously and as such is a poorer candidate for electrostatic catalysis (56). If 
electrostatic catalysis is an essential strategy for many enzymes, it would explain this 
conspicuous absence, and why the catalytic power of an artificial Diels–Alderase evolved to 
perform the reaction is so modest and best explained by a simple proximity effect (138).

In the Mechanism, Annotation, and Classification in Enzymes (MACiE) database, the 
majority of bond-breaking events compiled are heterolytic, and the functional role most 
commonly assigned to a catalytic residue is electrostatic stabilization (139, 140). Although 
redox-active metals like Fe2+/3+/4+, Co2+/3+, and Cu+/2+ play central roles in the 
mechanistically rich world of oxidoreductases, for the majority of enzymes in the Metal-
MACiE database, the metals utilized are non-redox-active cations (Zn2+, Mg2+, Mn2+) that 
act to make functional groups more elec-trophilic or more acidic or otherwise stabilize 
charged intermediates/transition states (141). In other words, a major role of metals in 
biochemistry is probably the exertion of electric fields onto substrates at specific sites rather 
than electron transfer or covalent catalysis, though those roles are certainly important in 
many enzymes.

5.5. Electrostatic Catalysis and Catalytic Promiscuity

A further implication of the electrostatic catalysis model is a rationale for the pervasiveness 
of promiscuous activities by enzymes (142, 143). The realization that enzymes can catalyze 
multiple reactions has become increasingly accepted, but this begs the question, what’s the 
underlying physical framework? To begin with, it is not overtly consistent with the 
paradigmatic view that enzymes specifically stabilize a reaction’s transition state, because 
different reactions’ transition states will have different structures. One explanation 
commonly offered is that promiscuous enzymes are more dynamic, and different 
conformations are responsible for different activities (143). However, the electrostatic 
catalysis model provides an alternative solution without invoking extra conformations: If a 
primary consideration is the transition state’s dipole moment, we might hypothesize that an 
enzyme could catalyze the subset of reactions whose transition states possess similarly 
oriented dipoles (and, of course, are accommodated sterically by the active site).

One of the best case studies for enzyme promiscuity is AP, which in addition to its primary 
function of hydrolyzing phosphate monoesters, possesses sulfatase activity (134, 144). The 
structure and charge pattern of the transition states for these two reactions are nearly 
identical (Figure 6c), but the magnitude of the charge on each of the three nonbridging 
oxygen atoms is approximately half that of an analogous phosphate. Assuming that this 
twofold reduction in dipole along the S–O bonds is also true for the transition state, the 
simple model ΔΔG‡ = −|F⃗enz|(|μ⃗TS| − |μ⃗R|) predicts that the electrostatic rate enhancement 
AP provides to sulfate monoester hydrolysis would be half that for phosphate monoester 
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hydrolysis. This prediction is strikingly consistent with experiment 

( ).

5.6. How Do Enzymes Create Large, Oriented Electric Fields?

This question is critical to address, or else we risk passing the buck on the mystery of how 
enzymes work to a new mystery of how active sites generate the appropriate electric field to 
catalyze a reaction! We offer two answers.

5.6.1. Electrostatic preorganization—Enzymes have evolved protein structures that 
organize the dipoles and charges into an idiosyncratic pattern that can maximize or 
specifically orient the electric field they exert onto particular regions of their bound 
substrates (33, 58–60). This effect is called electrostatic preorganization.

Whereas a solvent’s electric field is set by the solute’s charge configuration and invariably 
stabilizes the solute’s ground state, a preorganized enzyme active site can create an electric 
field with a particular orientation with respect to its substrate because the enzyme’s field is 
controlled by the protein’s folded structure, not by the dipole(s) of its substrate (as in a 
solvent reaction field). This highlights the difference between a field created by 
preorganization versus reorganization.

Moreover, a solvent cannot maximize the electric field it exerts onto a specific region of a 
solute, because thermodynamics requires that the total energy of the system be minimized. 
Invariably, this compromise requires some solvent molecules to adopt configurations that 
favor solvent-solvent interactions or interactions with distal regions of the solute. To exert a 
large electric field onto a specific region of a substrate, a preorganized active site can 
organize its dipoles and charges in such a way that optimizes a particular electrostatic 
interaction but not the total electrostatic energy, because this energy deficit can be offset by 
other interactions that stabilize the protein (e.g., hydrophobic assembly) (60). In other 
words, the energy stored in the active site electric field is necessarily an energy cost that 
must be balanced by a network of interactions that stabilize the protein structure.

These considerations could explain the type of observations, initially made by Shoichet and 
coworkers (145) on lysozyme, that mutations that dramatically stabilize lysozyme also lower 
its catalytic efficacy (146). We hypothesize that these activity-stability trade-offs would 
lower the active site electric field, an effect that is testable with the methods described here. 
Furthermore, the need for the active site electric field’s energetic cost to be compensated to 
meet the stability requirements for a protein could explain why enzymes tend to be rather 
large proteins, much exceeding the dimensions of the active site region itself (33, 147), and 
why it has proved so difficult to create small-molecule catalysts with proficiencies 
approaching those of enzymes.

5.6.2. Distal binding interactions—Electrostatic preorganization enables enzymes to 
generate a specific electric field in their active site, but how do substrates get correctly 
positioned within that field? This is achieved by binding substrates in a specific way. To take 
KSI as an example, the electric field has a strong local component arising from two residues 
in the oxyanion hole (148). These critical electrostatic interactions have been accentuated by 
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proximity; that is, the substrate’s carbonyl group approaches the O–H dipoles of Tyr16 and 
Asp103 with O ··· O distances as short as 2.4–2.6 Å (149). Such small distances can greatly 
increase the electric field experienced by the substrate carbonyl due to the 1/r3-dependence 
for the field due to a dipole. Close packing of essential catalytic groups to reactive parts of 
the substrate is commonly observed in X-ray structures of enzyme-substrate complexes, 
suggesting that proximity is a commonly used strategy enzymes may use to exert a large 
field onto a specific region of a substrate [though other enzymes may achieve the same end 
by combining many distal electrostatic interactions (148)].

From an energetic perspective, these close O ··· O distances seldom occur in solution, 
because they reflect a regime in which van der Waals repulsion exceeds electrostatic 
attraction. As such, it is not immediately obvious how this catalytically competent state is 
stabilized, allowing KSI to form it and maintain it for significant periods of time. One 
possible explanation comes from considering distal binding interactions: The binding 
interactions between the enzyme and nonre-active regions of the substrate compensate for 
the van der Waals penalty at the reactive carbonyl accompanying the formation of the 
catalytically competent state. This hypothesis is consistent with the widespread observation 
that truncated substrates are often much poorer substrates for enzymes (23–25), including 
for KSI itself (26).

Cyclophilin A orients its active site electric field to have a large projection along its 
substrate’s transition state dipole (124); hence, this field will necessarily stabilize the C =O 
dipole in the ground state form less than water’s reaction field does (Figures 2b and 5c). 
This would introduce a destabilizing term during binding that would have to be offset by 
other favorable binding interactions involving the nonreactive portions of the substrate.

Our discussion here amounts to an alternative formulation of the Circe effect (22), whereby 
distal binding interactions (e.g., to anchoring groups or substrate handles) are not utilized to 
destabilize a substrate as such but rather to facilitate its positioning into an electric field, 
either large or oriented, in the active site. In the case of KSI, this positioning requires a few 
repulsive van der Waals interactions, and in the case of cyclophilin A, it requires the reactive 
carbonyl in the ground state to experience a lower electric field than it does in solution.

Typically, these aspects of enzyme catalysis have gone under the headings of GSD, 
desolvation, or distortion, which have been used to describe the mode of action of several 
different enzymes (121–123, 127, 132). In our view, electric field catalysis provides a 
context for why enzymes sometimes need to destabilize certain portions of their substrate 
relative to solution: The electric field at a particular site that is optimal for transition state 
stabilization may not be optimal for substrate stabilization, especially if the reaction 
proceeds with a large geometric change at that site. If the attendant loss in stabilization is 
great enough to render the binding energy of the substrate less than the substrate’s solvation 
energy, distal binding interactions are necessary to compensate for and enable proper 
binding of the substrate.
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6. CONNECTING ELECTRIC FIELD CATALYSIS TO OTHER PROPOSALS

6.1. Catalysis by Positioning

Differentiating between electrostatic catalysis and catalysis by positioning can be 
conceptually subtle, as the electric field inside an active site is nothing but the superposition 
of the electric field contributions arising from all the charges from the atoms in the enzyme, 
positioned (preorganized) in a specific way due to the structure of the protein. In this most 
general sense, electrostatic catalysis is catalysis by positioning. Nevertheless, electric field 
effects can be separated from the rate enhancement that derives from positioning reactive 
sites on the substrate(s) adjacent to the groups on the enzyme (or other substrates) that must 
react with it, which we refer to as chemical positioning (118). For KSI, this corresponds to 
the amenable location of Asp40 to approach and abstract the steroid’s 4β-proton. To effect 
this separation, one delineates the molecular regions that undergo changes in covalent bonds 
during a chemical reaction as a group; chemical positioning effects derive from the 
arrangement of molecules in this subsystem. This “chemically active” system then interacts 
with the electric field created by all the other atoms.

It is noteworthy that Lamba et al. (116) used chemical rescue experiments to estimate the 
rate acceleration derived from the positioning of Asp40 (102- to 103-fold), which we had 
qualitatively predicted (150), because in combination with the contribution we assign to 
electric field catalysis (105-fold) (118), the two now account for the totality of KSI’s rate 
enhancement (kcat/kuncat = 107.5). These weights assigned to chemical positioning and 
electric field catalysis are also consistent with mutational studies that monitored the loss in 
catalysis following mutations that misposition the base or remove the oxyanion hole (117, 
151, 161). The rate acceleration associated with KM (80 μM, or 104-fold using a 1 M 
reference concentration) is best explained in terms of substrate binding and the attendant 
reduction in translational entropy.

Because cyclophilin A catalyzes a unimolecular reaction, there is no opportunity for 
catalysis by chemical positioning (Figure 5c). Hence, electric field catalysis accounts for 
nearly the entire catalytic effect of this enzyme.

Revisiting Marcus’s treatment of the Fe2+/Fe3+ self-exchange reaction (Figure 1c), the two 
iron atoms are assumed to be close together, a necessary condition regardless of solvent 
organization. The two requirements for the reaction—proximity and solvent reorganization
—are separable because they correspond to two orthogonal coordinates of the system, the 
Fe–Fe distance and q. The catalytic strategies of chemical positioning and electrostatic 
catalysis increase the probability each requirement is met, and in tandem, drastically 
increase the joint probability that both requirements are met.

6.2. Catalysis by Geometric Discrimination

Geometric discrimination is the notion that the structures of active site pockets are spatially 
organized to optimize transition state interactions over substrate interactions (31, 32, 152, 
153). An enzyme achieves this, for example, by constraining the substrate’s position with 
respect to H-bond donors, such that those H-bonds are only efficiently accepted when the 
substrate is perturbed to a transition state geometry (e.g., Figure 5a). This type of catalysis 
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can be understood as electric field catalysis once orientation has been taken into account. In 
the scenario just mentioned, the electric field generated by the H-bond donors is oriented in 
such a way to have a greater projection on the H-bond acceptor’s dipole moment when it is 
in the transition state. The clear advantage of the electric field formalism in describing this 
effect is that it combines the contributions from distal sites more remote from the active site, 
not just the first shell H-bond donors, which may also contribute to the angular preference. 
The vectorial nature of electric fields (as well as their steep distance dependence at close 
range) provides the means to differentially stabilize a transition state by exploiting geometric 
changes that accompany its formation.

6.3. Enzyme Dynamics in Light of the Electric Field Model

A large body of research has come together in the previous decade on conformation 
dynamics in enzymes, and their possible importance for catalysis, and these topics have been 
widely discussed and reviewed (e.g., 154–157). Although electrostatic and dynamic 
hypotheses have been pitted against each other as competing theories (156, 157), we see 
room for cohesion between the two. Electric field catalysis works best, prima facie, in a 
static environment in which enzyme residues hold still in their proper places to exert a large 
and correctly oriented electric field. This seems to be an appropriate description of KSI, 
suggested by the simplest interpretation of the narrow linewidth observed for 19-
nortestosterone (118) (Figure 4c) and ultrafast spectroscopy (158), and probably contributes 
to its catalytic power because barrier crossing takes a finite amount of time and could be 
prematurely aborted if the environment’s field fluctuates away too quickly (154), an effect 
that undoubtedly contributes to water’s ineffectiveness in electrostatic catalysis.

In this regard, however, KSI should be considered as a limiting case as the nature of its 
binding mode requires practically no internal movements within the protein, and the 
chemical mechanism requires no internal movements other than swiveling of Asp40 to 
reinsert the C4 proton onto C6. In other words, KSI catalysis involves very little protein 
dynamics because it does not need to. In KSI, evolution found a structure that is 
simultaneously proficient at binding steroids, isomerizing them via two chemical steps, and 
then letting them go.

Because the structural requirements for a large electric field are stringent, it should not 
surprise us that few enzymes are capable of performing these disparate tasks with one 
structural form, and that they have been selected for the ability to toggle between multiple 
states that perform various functions in a catalytic cycle. This model seems to be a 
satisfactory description for dihydrofolate reductase (DHFR), which is known to undergo 
fairly large conformational changes (159); such changes are necessary to cycle through 
various substrates and position them appropriately, but these conformational changes are 
decoupled from hydride transfer, which occurs in a conformation with a moderately large 
electric field oriented favorably along the hydride donor-acceptor vector (94, 160). In 
DHFR, evolution found a protein sequence that is proficient at toggling through these 
several conformations to perform substrate binding, hydride transfer, and product release. 
However, this multifaceted solution comes at the price of much more time spent undergoing 
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conformational changes than occupying catalytically competent substates (154), resulting in 
an overall rate more modest than KSI’s.

7. CONCLUDING REMARKS

By correctly understanding vibrational frequency shifts in terms of Stark effects, a powerful 
tool is available that can measure the electrostatic interactions in enzyme active sites critical 
for catalysis. The past few years have seen early examples of vibrational Stark effects 
applied in this manner, supporting the notion that electrostatic catalysis is a key strategy 
enzymes use. Appreciating the centrality of electrostatic catalysis has enabled us to 
incorporate disparate concepts, such as geometric discrimination and distal binding 
interactions, into a unified framework that we hope will be both instructive to mechanistic 
enzymologists and useful to researchers tackling current challenges such as enzyme design.
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Glossary

Electric field
total interaction energy a test dipole experiences at a given point in space due to charges, 
dipoles, and induced dipoles of all other atoms in the system

Electrostatics
a description of interactions between molecules due to their permanent charges and dipoles; 
can specifically exclude polarization (induced dipoles)

Electric field catalysis
a catalytic strategy that involves placing a reacting molecule in an environment that 
stabilizes the transition state’s dipole moment by more than the ground state’s through 
electric fields

Electric potential
total interaction energy a test charge experiences at a given point in space due to the charges, 
dipoles, and induced dipoles of all other atoms in the system

Electrostatic preorganization
the placement and orienting of charges and dipoles in a specific pattern; the main way 
enzymes can create large, correctly oriented electric fields

Chemical positioning
a catalytic strategy that involves placing reactive groups in close proximity and correct 
orientations

LITERATURE CITED

1. Stark J. Observation of the separation of spectral lines by an electric field. Nature. 1913; 92(2301):
401.

Fried and Boxer Page 20

Annu Rev Biochem. Author manuscript; available in PMC 2018 June 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



2. Lo Surdo A. L’analogo elettrico del fenomeno di Zeeman e la costituzione dell’atomo. 
L’eletrotecnica. 1914; 1:624–34.

3. Leone M, Paoletti A, Robotti N. A simultaneous discovery: the case of Johannes Stark and Antonino 
Lo Surdo. Phys Perspect. 2004; 6:271–94.

4. Epstein PS. The Stark effect from the point of view of Schroedinger’s quantum theory. Phys Rev. 
1926; 28:695–710.

5. Liptay W. Electrochromism and solvatochromism. Angew Chem Int Ed. 1969; 8(3):177–88.
6. Hochstrasser RM. Electric field effects on oriented molecules and molecular crystals. Acc Chem 

Res. 1973; 6:263–69.
7. Mathies R, Albrecht AC. Experimental and theoretical studies on the excited state polarizabilities of 

benzene, naphthalene and anthracene. J Chem Phys. 1974; 60:2500–8.
8. Mathies R, Stryer L. Retinal has a highly dipolar vertically excited singlet state: implications for 

vision. PNAS. 1976; 73(7):2169–73. [PubMed: 1065867] 
9. Lockhart DJ, Boxer SG. Magnitude and direction of the change in dipole moment associated with 

excitation of the primary electron donor in Rhodopseudomonas sphaeroides reaction centers. 
Biochemistry. 1987; 26:664–68.

10. Gottfried DS, Steffen MA, Boxer SG. Large protein-induced dipoles for a symmetric carotenoid in 
a photosynthetic antenna complex. Science. 1991; 251(4994):662–65. [PubMed: 1992518] 

11. Haldane, JBS. Enzymes. London: Longmans Green; 1930. 
12. Edwards DR, Lohman DC, Wolfenden R. Catalytic proficiency: the extreme case of S-O cleaving 

sulfatases. J Am Chem Soc. 2012; 134:525–31. [PubMed: 22087808] 
13. Lad C, Williams N, Wolfenden R. The rate of hydrolysis of phosphomonoester dianions and the 

exceptional catalytic proficiencies of protein and inositol phosphatases. PNAS. 2003; 100:5607–
10. [PubMed: 12721374] 

14. Radzicka A, Wolfenden R. A proficient enzyme. Science. 1995; 267(5194):90–93. [PubMed: 
7809611] 

15. Kries H, Blomberg R, Hilvert D. De novo enzymes by computational design. Curr Opin Chem 
Biol. 2013; 17:221–28. [PubMed: 23498973] 

16. Garcia-Viloca M, Gao J, Karplus M, Truhlar DG. How enzymes work: analysis by modern rate 
theory and computer simulations. Science. 2004; 303(5655):186–95. [PubMed: 14716003] 

17. Blow D. So do we understand how enzymes work? Structure. 2000; 8(4):R77–81. [PubMed: 
10801479] 

18. Kraut J. How do enzymes work? Science. 1988; 242:533–40. [PubMed: 3051385] 
19. Pauling L. Molecular architecture and biological reactions. Chem Eng News. 1946; 24(10):1375–

77.
20. Blake CCF, Koenig DF, Mair GA, North ACT, Phillips DC, Sarma VR. Structure of hen egg-white 

lysozyme: a three-dimensional Fourier synthesis at 2 A ° resolution. Nature. 1965; 206:757–61. 
[PubMed: 5891407] 

21. Levitt, M. On the nature of the binding of hexa-N-acetyl glucosamine substrate to lysozyme. In: 
Blout, ER.Bovey, FA.Goodman, M., Lotan, N., editors. Peptides, Polypeptides, and Proteins. New 
York: Wiley; 1974. p. 99-113.

22. Jencks WP. Binding energy, specificity, and enzymic catalysis: the Circe effect. Adv Enzymol 
Relat Areas Mol Biol. 1975; 43:219–410. [PubMed: 892] 

23. Amyes TL, Richard JP. Specificity in transition state binding: the Pauling model revisited. 
Biochemistry. 2013; 52(12):2021–35. [PubMed: 23327224] 

24. Morrow JR, Amyes TL, Richard JP. Phosphate binding energy and catalysis by small and large 
molecules. Acc Chem Res. 2008; 41(4):539–48. [PubMed: 18293941] 

25. Goryanova B, Amyes TL, Gerlt JA, Richard JP. OMP decarboxylase: phosphodianion binding 
energy is used to stabilize a vinyl carbanion intermediate. J Am Chem Soc. 2011; 133:6545–48. 
[PubMed: 21486036] 

26. Schwans JP, Kraut DA, Herschlag D. Determining the catalytic role of remote substrate binding 
interactions in ketosteroid isomerase. PNAS. 2009; 106:14271–75. [PubMed: 19706511] 

Fried and Boxer Page 21

Annu Rev Biochem. Author manuscript; available in PMC 2018 June 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



27. Kurz JL. Transition state characterization for catalyzed reactions. J Am Chem Soc. 1963; 85:987–
91.

28. Wolfenden R. Analog approaches to the structure of the transition state in enzyme reactions. Acc 
Chem Res. 1972; 5:10–18.

29. Frey P, Whitt S, Tobin J. A low-barrier hydrogen bond in the catalytic triad of serine proteases. 
Science. 1994; 264(5167):1927–30. [PubMed: 7661899] 

30. Cleland WW, Frey PA, Gerlt JA. The low barrier hydrogen bond in enzymatic catalysis. J Biol 
Chem. 1998; 273:25529–32. [PubMed: 9748211] 

31. Fersht, AR. Structure and Mechanism in Protein Science. 2. New York: Freeman; 1999. 
32. Robertus JD, Kraut J, Alden RA, Birktoft JJ. Subtilisin. Stereochemical mechanism involving 

transition-state stabilization. Biochemistry. 1972; 11:4293–303. [PubMed: 5079900] 
33. Warshel A, Sharma PK, Kato M, Xiang Y, Liu H, Olsson MHM. Electrostatic basis for enzyme 

catalysis. Chem Rev. 2006; 106:3210–35. [PubMed: 16895325] 
34. Williams D. Enzyme catalysis from improved packing in their transition-state structures. Curr Opin 

Chem Biol. 2010; 14:666–70. [PubMed: 20810304] 
35. Seebeck FP, Hilvert D. Positional ordering of reacting groups contributes significantly to the 

efficiency of proton transfer at an antibody active site. J Am Chem Soc. 2005; 127:1307–12. 
[PubMed: 15669871] 

36. Amzel LM. Loss of translational entropy in binding, folding, and catalysis. Proteins. 1998; 28:144–
49.

37. Page M, Jencks W. Entropic contributions to rate accelerations in enzymic and intramolecular 
reactions and the chelate effect. PNAS. 1971; 68:1678–83. [PubMed: 5288752] 

38. Bruice TC, Pandit UK. The effect of geminal substitution ring size and rotamer distribution on the 
intramolecular nucleophilic catalysis of the hydrolysis of monophenyl esters of dibasic acids and 
the solvolysis of the intermediate anhydrides. J Am Chem Soc. 1960; 82:5858–65.

39. Bruice TC, Benkovic SJ. Chemical basis for enzyme catalysis. Biochemistry. 2000; 39:6267–74. 
[PubMed: 10828939] 

40. Hur S, Bruice TC. Enzymes do what is expected (chalcone isomerase versus chorismate mutase). J 
Am Chem Soc. 2003; 125:1472–73. [PubMed: 12568595] 

41. Wolfenden R, Snider M, Ridgway C, Miller B. The temperature dependence of enzyme rate 
enhancements. J Am Chem Soc. 1999; 121:7419–20.

42. Sievers A, Beringer M, Rodnina MV, Wolfenden R. The ribosome as an entropy trap. PNAS. 2004; 
101:7897–901. [PubMed: 15141076] 

43. Warshel A, Weiss RM. An empirical valence bond approach for comparing reactions in solutions 
and in enzymes. J Am Chem Soc. 1980; 102:6218–26.

44. Warshel A. Electrostatic basis of structure-function correlation in proteins. Acc Chem Res. 1981; 
14:284–90.

45. Pollack RM. Enzymatic mechanisms for catalysis of enolization: ketosteroid isomerase. Bioorg 
Chem. 2004; 32:341–53. [PubMed: 15381400] 

46. Kraut DA, Carroll KS, Herschlag D. Challenges in enzyme mechanism and energetics. Annu Rev 
Biochem. 2003; 72:517–71. [PubMed: 12704087] 

47. Onsager L. Electric moments of molecules in liquids. J Am Chem Soc. 1936; 58:1486–93.
48. Kirkwood JG. The dielectric polarization of polar liquids. J Chem Phys. 1939; 7:911–19.
49. Bagchi B, Oxtoby DW, Fleming GR. Theory of the time development of the Stokes shift in polar 

media. Chem Phys. 1984; 86:257–67.
50. Kahlow MA, Jarzeba W, Kang TJ, Barbara PF. Femtosecond resolved solvation dynamics in polar 

solvents. J Chem Phys. 1989; 90:151–58.
51. Zwolinski B, Marcus R, Eyring H. Inorganic oxidation-reduction reactions in solution electron 

transfers. Chem Rev. 1955; 55:157–80.
52. Marcus R. On the theory of oxidation-reduction reactions involving electron transfer. J Chem Phys. 

1956; 24:966.
53. Fried SD, Boxer SG. Measuring electric fields and noncovalent interactions using the vibrational 

Stark effect. Acc Chem Res. 2015; 48:998–1006. [PubMed: 25799082] 

Fried and Boxer Page 22

Annu Rev Biochem. Author manuscript; available in PMC 2018 June 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



54. Fried SD, Bagchi S, Boxer SG. Measuring electrostatic fields in both hydrogen-bonding and non-
hydrogen-bonding environments using carbonyl vibrational probes. J Am Chem Soc. 2013; 
135:11181–92. [PubMed: 23808481] 

55. Saggu M, Levinson NM, Boxer SG. Direct measurements of electric fields in weak OH · · · π 
hydrogen bonds. J Am Chem Soc. 2011; 133:17414–19. [PubMed: 21936553] 

56. Reichardt, R. Solvents and Solvent Effects in Organic Chemistry. 3. Weinheim, Ger: Wiley-VCH; 
2003. 

57. Abraham MH. Substitution at saturated carbon. Part XIV Solvent effects on the free energies of 
ions, ion-pairs, non-electrolytes, and transition states in some SN and SE reactions. J Chem Soc 
Perkin Trans 2. 1972; 10:1343–57.

58. Warshel A. Energetics of enzyme catalysis. PNAS. 1978; 75:5250–54. [PubMed: 281676] 
59. Warshel A, Levitt M. Theoretical studies of enzymic reactions: dielectric, electrostatic and steric 

stabilization of the carbonium ion in the reaction of lysozyme. J Mol Biol. 1976; 103:227–49. 
[PubMed: 985660] 

60. Warshel A. Calculations of enzymic reactions: calculations of pKa, proton transfer reactions, and 
general acid catalysis reactions in enzymes. Biochemistry. 1981; 20:3167–77. [PubMed: 7248277] 

61. Feierberg I, Aqvist J. The catalytic power of ketosteroid isomerase investigated by computer 
simulation. Biochemistry. 2002; 41:15728–35. [PubMed: 12501201] 

62. Szefczyk B, Claeyssens F, Mulholland AJ, Sokalski WA. Quantum chemical analysis of reaction 
paths in chorismate mutase: conformational effects and electrostatic stabilization. Int J Quantum 
Chem. 2007; 107:2274–85.

63. Gilson M, Honig B. Calculation of electrostatic potentials in an enzyme active site. Nature. 1987; 
330:84–86. [PubMed: 3313058] 

64. Sun D, Liao D, Remington S. Electrostatic fields in the active sites of lysozymes. PNAS. 1989; 
86:5361–65. [PubMed: 2664781] 

65. García-Moreno B, Dwyer JJ, Gittis AG, Lattman EA, Spencer DS, Stites WE. Experimental 
measurement of the effective dielectric in the hydrophobic core of a protein. Biophys Chem. 1997; 
64:211–24. [PubMed: 9127946] 

66. Harris TK, Turner GJ. Structural basis of perturbed pKa values of catalytic groups in enzyme active 
sites. IUBMB Life. 2002; 53:85–98. [PubMed: 12049200] 

67. Isom DG, Castañeda CA, Cannon BR, García-Moreno B. Large shifts in pKa values of lysine 
residues buried inside a protein. PNAS. 2011; 108:5260–65. [PubMed: 21389271] 

68. Varadarajan R, Lambright DG, Boxer SG. Electrostatic interactions in wild-type and mutant 
recombinant human myoglobins. Biochemistry. 1989; 28:3771–81. [PubMed: 2751994] 

69. Mao J, Hauser K, Gunner MR. How cytochromes with different folds control heme redox 
potentials. Biochemistry. 2003; 42:9829–40. [PubMed: 12924932] 

70. Varadarajan R, Zewert TE, Gray HB, Boxer SG. Effects of buried ionizable amino acids on the 
reduction potential of recombinant myoglobin. Science. 1989; 243:69–72. [PubMed: 2563171] 

71. Kraut DA, Sigala PA, Pybus B, Liu CW, Ringe D, et al. Testing electrostatic complementarity in 
enzyme catalysis: hydrogen bonding in the ketosteroid isomerase oxyanion hole. PLOS Biol. 
2006; 4(4):e99. [PubMed: 16602823] 

72. Cohen BE, McAnaney TB, Park ES, Jan YN, Boxer SG, Jan LY. Probing protein electrostatics with 
a synthetic fluorescent amino acid. Science. 2002; 296:1700–3. [PubMed: 12040199] 

73. Vivian JT, Callis PR. Mechanisms of tryptophan fluorescence shifts in proteins. Biophys J. 2001; 
80:2093–109. [PubMed: 11325713] 

74. Pearson J, Oldfield E, Lee F, Warshel A. Chemical shifts in proteins: a shielding trajectory analysis 
of the fluorine nuclear magnetic resonance spectrum of the Escherichia coli galactose binding 
protein. J Am Chem Soc. 1993; 115:6851–62.

75. Augspurger J, Dykstra C. Correlation of fluorine-19 chemical shielding and chemical shift 
nonequivalence. J Am Chem Soc. 1993; 115:12016–19.

76. Augspurger J, Dykstra C, Oldfield E. Correlation of carbon-13 and oxygen-17 chemical shifts and 
the vibrational frequency of electrically perturbed carbon monoxide. J Am Chem Soc. 1991; 
113:2447–51.

Fried and Boxer Page 23

Annu Rev Biochem. Author manuscript; available in PMC 2018 June 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



77. Buckingham AD. Chemical shifts in the NMR spectra of molecules containing polar groups. Can J 
Chem. 1960; 38:300–7.

78. Han B, Liu Y, Ginzinger SW, Wishart DS. SHIFTX2: significantly improved protein chemical shift 
prediction. J Biomol NMR. 2011; 50:43–57. [PubMed: 21448735] 

79. Waegele MM, Culik RM, Gai F. Site-specific spectroscopic reporters of the local electric field, 
hydration, structure, and dynamics of biomolecules. J Phys Chem Lett. 2011; 2:2598–609. 
[PubMed: 22003429] 

80. Kim H, Cho M. Infrared probes for studying the structure and dynamics of biomolecules. Chem 
Rev. 2013; 113:5817–47. [PubMed: 23679868] 

81. Fafarman AT, Sigala PA, Schwans JP, Fenn TD, Herschlag D, Boxer SG. Quantitative, directional 
measurement of electric field heterogeneity in the active site of ketosteroid isomerase. PNAS. 
2012; 109(6):E299–308. [PubMed: 22308339] 

82. Andrews SS, Boxer SG. Vibrational Stark effects of nitriles I. Methods and experimental results. J 
Phys Chem A. 2000; 104:11853–63.

83. Chattopadhyay A, Boxer SG. Vibrational Stark effect spectroscopy. J Am Chem Soc. 1995; 
117:1449–50.

84. Bublitz GU, Boxer SG. Stark spectroscopy: applications in chemistry, biology, and materials 
science. Annu Rev Phys Chem. 1997; 48:213–42. [PubMed: 9348658] 

85. Boxer SG. Stark realities. J Phys Chem B. 2009; 113:2972–83. [PubMed: 19708160] 
86. Lakowicz, JR. Principles of Fluorescence Spectroscopy. 3. New York: Springer; 2003. Solvent and 

environmental effects; p. 205-35.
87. Park ES, Boxer SG. Origins of the sensitivity of molecular vibrations to electric fields: carbonyl 

and nitrosyl stretches in model compounds and proteins. J Phys Chem B. 2002; 106:5800–6.
88. Park ES, Andrews SS, Hu RB, Boxer SG. Vibrational Stark spectroscopy in proteins: a probe and 

calibration for electrostatic fields. J Phys Chem B. 1999; 103:9813–17.
89. Suydam IT, Snow CD, Pande VS, Boxer SG. Electric fields at the active site of an enzyme: direct 

comparison of experiment with theory. Science. 2006; 313:200–4. [PubMed: 16840693] 
90. Bagchi S, Fried SD, Boxer SG. A solvatochromic model calibrates nitriles’ vibrational frequencies 

to electrostatic fields. J Am Chem Soc. 2012; 134:10373–76. [PubMed: 22694663] 
91. Schneider SH, Kratocvhil HT, Zanni MT, Boxer SG. Solvent-independent anharmonicity for 

carbonyl oscillators. J Phys Chem B. 2017; 121(10):2331. [PubMed: 28225620] 
92. Fafarman AT, Boxer SG. Nitrile bonds as infrared probes of electrostatics in ribonuclease S. J Phys 

Chem B. 2010; 114:13536–44. [PubMed: 20883003] 
93. Chung JK, Thielges MC, Fayer MD. Dynamics of the folded and unfolded villin headpiece (HP35) 

measured with ultrafast 2D IR vibrational echo spectroscopy. PNAS. 2011; 108:3578–83. 
[PubMed: 21321226] 

94. Liu CT, Layfield JP, Stewart RJ III, French JB, Hanoian P, et al. Probing the electrostatics of active 
site microenvironments along the catalytic cycle for Escherichia coli dihydrofolate reductase. J 
Am Chem Soc. 2014; 136:10349–60. [PubMed: 24977791] 

95. Lindquist BA, Furse KE, Corcelli SA. Nitrile groups as vibrational probes of biomolecular 
structure and dynamics: an overview. Phys Chem Chem Phys. 2009; 11:8119–32. [PubMed: 
19756266] 

96. Schultz KC, Supekova L, Ryu Y, Xie J, Perera R, Schultz PG. A genetically encoded infrared 
probe. J Am Chem Soc. 2006; 128:13984–85. [PubMed: 17061854] 

97. Levinson NM, Boxer SG. A conserved water-mediated hydrogen bond network defines bosutinib’s 
kinase selectivity. Nat Chem Biol. 2013; 10:127–32. [PubMed: 24292070] 

98. Hu W, Webb LJ. Direct measurement of the membrane dipole field in bicelles using vibrational 
Stark effect spectroscopy. J Phys Chem Lett. 2011; 2:1925–30.

99. Aschaffenburg D, Moog R. Probing hydrogen bonding environments: solvatochromic effects on the 
CN vibration of benzonitrile. J Phys Chem B. 2009; 113:12736–43. [PubMed: 19711975] 

100. Fafarman A, Sigala P, Herschlag D, Boxer S. Decomposition of vibrational shifts of nitriles into 
electrostatic and hydrogen-bonding effects. J Am Chem Soc. 2010; 132:12811–13. [PubMed: 
20806897] 

Fried and Boxer Page 24

Annu Rev Biochem. Author manuscript; available in PMC 2018 June 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



101. Deb P, Haldar T, Kashid SM, Banerjee S, Chakrabarty S, Bagchi S. Correlating nitrile IR 
frequencies to local electrostatics quantifies noncovalent interactions of peptides and proteins. J 
Phys Chem B. 2016; 120:4034–46. [PubMed: 27090068] 

102. Choi J-H, Cho M. Vibrational solvatochromism and electrochromism of infrared probe molecules 
containing C=O, C=N, C=O, or C–F vibrational chromophore. J Chem Phys. 2011; 134:154513. 
[PubMed: 21513401] 

103. Belasco JG, Knowles JR. Direct observation of substrate distortion by triosephosphate isomerase 
using Fourier transform infrared spectroscopy. Biochemistry. 1980; 19(3):472–77. [PubMed: 
7356939] 

104. Anderson VE. Quantifying energetic contributions to ground state destabilization. Arch Biochem 
Biophys. 2005; 433:27–33. [PubMed: 15581563] 

105. Carey PR. Spectroscopic characterization of distortion in enzyme complexes. Chem Rev. 2006; 
106:3043–54. [PubMed: 16895317] 

106. Tonge PJ, Carey PR. Forces, bond lengths, and reactivity: fundamental insight into the 
mechanism of enzyme catalysis. Biochemistry. 1992; 31:9122–25. [PubMed: 1390699] 

107. Reddish MJ, Peng H-L, Deng H, Panwar KS, Callener R, Dyer RB. Direct evidence of catalytic 
heterogeneity in lactate dehydrogenase by temperature jump infrared spectroscopy. J Phys Chem 
B. 2014; 118:10854–62. [PubMed: 25149276] 

108. Schneider SH, Boxer SG. Vibrational Stark effects of carbonyl probes applied to re-interpret IR 
and Raman data for enzyme inhibitors in terms of electric fields at the active site. J Phys Chem B. 
2016; 120:9672–84. [PubMed: 27541577] 

109. Pan X, Schwartz SD. Conformational heterogeneity in the Michaelis complex of lactate 
dehydrogenase: an analysis of vibrational spectroscopy using Markov and hidden Markov 
models. J Phys Chem B. 2016; 120:6612–20. [PubMed: 27347759] 

110. Talalay P, Wang VS. Enzymic isomerization of Δ5-3-ketosteroids. Biochim Biophys Acta. 1955; 
18:300–1. [PubMed: 13276386] 

111. Talalay P, Dobson MM, Tapley DF. Oxidative degradation of testosterone by adaptive enzymes. 
Nature. 1952; 170:620–21. [PubMed: 13002385] 

112. Wang S, Kawahara F, Talalay P. The mechanism of the Δ5-3-ketosteroid isomerase reaction: 
absorption and fluorescence spectra of enzyme-steroid complexes. J Biol Chem. 1963; 238:576–
85. [PubMed: 13998799] 

113. Zeng B, Bounds P, Steiner R, Pollack R. Nature of the intermediate in the 3-oxo-Δ5-steroid 
isomerase reaction. Biochemistry. 1992; 31:1521–28. [PubMed: 1346570] 

114. Kuliopulos A, Mildvan A, Shortle D, Talalay P. Kinetic and ultraviolet spectroscopic studies of 
active-site mutants of Δ5-3-ketosteroid isomerase. Biochemistry. 1989; 28:149–59. [PubMed: 
2706241] 

115. Zeng B, Pollack RM. Microscopic rate constants for the acetate ion catalyzed isomerization of 5-
androstene-3,17-dione to 4-androstene-3,17-dione: a model for steroid isomerase. J Am Chem 
Soc. 1991; 113:3838–42.

116. Lamba V, Yabukarski F, Pinney M, Herschlag D. Evaluation of the catalytic contribution of a 
positioned general base in ketosteroid isomerase. J Am Chem Soc. 2016; 138:9902–9. [PubMed: 
27410422] 

117. Schwans JP, Hanoian P, Lengerich BJ, Sunden F, Gonzalez A, et al. Experimental and 
computational mutagenesis to investigate the positioning of a general base within an enzyme 
active site. Biochemistry. 2014; 53(15):2541–55. [PubMed: 24597914] 

118. Fried SD, Bagchi S, Boxer SG. Extreme electric fields power catalysis in the active site of 
ketosteroid isomerase. Science. 2014; 346:1510–14. [PubMed: 25525245] 

119. Wu Y, Boxer SG. A critical test of the electrostatic contribution to catalysis with non-canonical 
amino acids in ketosteroid isomerase. J Am Chem Soc. 2016; 138:11890–95. [PubMed: 
27545569] 

120. Natarajan A, Schwans JP, Herschlag D. Using unnatural amino acids to probe the energetics of 
oxyanion hole hydrogen bonds in the ketosteroid isomerase active site. J Am Chem Soc. 2014; 
136:7643–54. [PubMed: 24787954] 

Fried and Boxer Page 25

Annu Rev Biochem. Author manuscript; available in PMC 2018 June 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



121. Hedstrom L. Serine protease mechanism and specificity. Chem Rev. 2002; 102:4501–24. 
[PubMed: 12475199] 

122. Harrison RK, Stein RL. Mechanistic studies of peptide prolyl cis-trans isomerase: evidence for 
catalysis by distortion. Biochemistry. 1990; 29:1684–89. [PubMed: 2184885] 

123. Fischer S, Michnick S, Karplus M. A mechanism for rotamase catalysis by the FK506 binding 
protein. Biochemistry. 1993; 32:13830–37. [PubMed: 7505615] 

124. Camilloni C, Sahakyan AB, Holliday MJ, Isern NG, Zhang F, et al. Cyclophilin A catalyzes 
proline isomerization by an electrostatic handle mechanism. PNAS. 2014; 111:10203–8. 
[PubMed: 24982184] 

125. Crooks GP, Xu L, Barkley RM, Copley SD. Exploration of possible mechanisms for 4-
chlorobenzoyl CoA dehalogenase: evidence for an aryl-enzyme intermediate. J Am Chem Soc. 
1995; 117:10791.

126. Zheng Y-J, Bruice TC. On the dehalogenation mechanism of 4-chlorobenzyl CoA by 4-
chlorobenzyl CoA dehalogenase. J Am Chem Soc. 1997; 119:3868–77.

127. Wu J, Xu D, Lu X, Wang C, Guo H, Dunaway-Mariano D. Contributions of long-range 
electrostatic interactions to 4-chlorobenzoyl-CoA dehalogenase catalysis: a combined theoretical 
and experimental study. Biochemistry. 2006; 45:102–12. [PubMed: 16388585] 

128. Corey DR, Craik CS. An investigation into the minimum requirements for peptide hydrolysis by 
mutation of the catalytic triad of trypsin. J Am Chem Soc. 1992; 114:1784–90.

129. Blow DM, Birktoft JJ, Hartley BS. Role of a buried acid group in the mechanism of action of 
chymotrypsin. Nature. 1969; 221:337–40. [PubMed: 5764436] 

130. Henderson R. Structure of crystalline α-chymotrypsin: IV. The structure of indoleacryloyl-α-
chymotrypsin and its relevance to the hydrolytic mechanism of the enzyme. J Mol Biol. 1970; 
54:341–54. [PubMed: 5494034] 

131. Warshel A, Narray-Szabo G, Sussman F, Hwang J-K. How do serine proteases really work? 
Biochemistry. 1989; 28:3629–37. [PubMed: 2665806] 

132. Wu N, Mo Y, Gao J, Pai EF. Electrostatic stress in catalysis: structure and mechanism of the 
enzyme orotidine monophosphate decarboxylase. PNAS. 2000; 97:2017–22. [PubMed: 
10681441] 

133. Stec B, Holtz KM, Kantrowitz ER. A revised mechanism for the alkaline phosphatase reaction 
involving three metal ions. J Mol Biol. 2000; 299:1303–11. [PubMed: 10873454] 

134. Andrews LD, Zalatan JG, Herschlag D. Probing the origins of catalytic discrimination between 
phosphate and sulfate monoester hydrolysis: comparative analysis of alkaline phosphatase and 
protein tyrosine phosphatases. Biochemistry. 2014; 53:6811–19. [PubMed: 25299936] 

135. Laschat S. Pericyclic reactions in biological systems—Does nature know about the Diels–Alder 
reaction? Angew Chem Int Ed. 1996; 35:289–91.

136. Patel A, Chen Z, Yang Z, Gutiérrez O, Liu H-w, et al. Dynamically complex [6+4] and [4+2] 
cycloadditions in the biosynthesis of spinosyn A. J Am Chem Soc. 2016; 138:3631–34. 
[PubMed: 26909570] 

137. Klas K, Tsukamoto S, Sherman DH, Williams RM. Natural Diels–Alderases: elusive and 
irresistable. J Org Chem. 2015; 80:11672–85. [PubMed: 26495876] 

138. Siegel JB, Zanghellini A, Lovick HM, Kiss G, Lambert AR, et al. Computational design of an 
enzyme catalyst for a stereoselective bimolecular Diels-Alder reaction. Science. 2010; 329:309–
13. [PubMed: 20647463] 

139. Holliday GL, Mitchell JBO, Thornton JM. Understanding the functional roles of amino acid 
residues in enzyme catalysis. J Mol Biol. 2009; 390:560–77. [PubMed: 19447117] 

140. Holliday GL, Fischer JD, Mitchell JBO, Thornton JM. Characterizing the complexity of enzymes 
on the basis of their mechanisms and structures with a bio-computational analysis. FEBS J. 2011; 
278:3835–45. [PubMed: 21605342] 

141. Andreini C, Bertini I, Cavallaro G, Holliday GL, Thornton JM. Metal-MACiE: a database of 
metals involved in biological catalysis. Bioinformatics. 2009; 25:2088–89. [PubMed: 19369503] 

142. Pandya C, Farelli JD, Dunaway-Mariano D, Allen KN. Enzyme promiscuity: engine of 
evolutionary innovation. J Biol Chem. 2014; 289:30229–36. [PubMed: 25210039] 

Fried and Boxer Page 26

Annu Rev Biochem. Author manuscript; available in PMC 2018 June 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



143. Khersonsky O, Tawfik DS. Enzyme promiscuity: a mechanistic and evolutionary perspective. 
Annu Rev Biochem. 2010; 79:471–505. [PubMed: 20235827] 

144. Lassila JK, Herschlag D. Promiscuous sulfatase activity and thio-effects in a phosphodiesterase of 
the alkaline phosphatase superfamily. Biochemistry. 2008; 47:12853–59. [PubMed: 18975918] 

145. Shoichet BK, Baase WA, Kuroki R, Matthews BW. A relationship between protein stability and 
protein function. PNAS. 1995; 92:452–56. [PubMed: 7831309] 

146. Dellus-Gur E, Toth-Petroczy A, Elias M, Tawfik DS. What makes a protein fold amenable to 
functional innovation? Fold polarity and stability trade-offs. J Mol Biol. 2013; 425:2609–21. 
[PubMed: 23542341] 

147. Arcus VL, Prentice EJ, Hobbs JK, Mulholland AJ, van der Kamp MW, et al. On the temperature 
dependence of enzyme-catalyzed rates. Biochemistry. 2016; 55:1681–88. [PubMed: 26881922] 

148. Somarowthu S, Brodkin HR, D’Aquino JA, Ringe D, Ondrechen MJ, Beuning PJ. A tale of two 
isomerases: compact versus extended active sites in ketosteroid isomerase and phosphoglucose 
isomerase. Biochemistry. 2011; 50:4923–35. [PubMed: 21473592] 

149. Kim SW, Cha SS, Cho HS, Kim JS, Ha NC, et al. High-resolution crystal structures of Δ5-3-
ketosteroid isomerase with and without a reaction intermediate analogue. Biochemistry. 1997; 
36:14030–36. [PubMed: 9369474] 

150. Fried SD, Boxer SG. Response to comments on “Extreme electric fields power catalysis in the 
active site of ketosteroid isomerase. Science. 2015; 349:936.

151. Schwans JP, Sunden F, Gonzalez A, Tsai Y, Herschlag D. Evaluating the catalytic contribution 
from the oxyanion hole in ketosteroid isomerase. J Am Chem Soc. 2011; 133:20052–55. 
[PubMed: 22053826] 

152. Fersht AR. Catalysis, binding and enzyme-substrate complementarity. Proc R Soc B. 1974; 
187:397–407. [PubMed: 4155501] 

153. Sigala PA, Kraut DA, Caaveiro JMM, Pybus B, Ruben EA, et al. Testing geometrical 
discrimination within an enzyme active site: constrained hydrogen bonding in the ketosteroid 
isomerase oxyanion hole. J Am Chem Soc. 2008; 130:13696–708. [PubMed: 18808119] 

154. Hammes GG, Benkovic SJ, Hammes-Schiffer S. Flexibility, diversity, and cooperativity: pillars of 
enzyme catalysis. Biochemistry. 2011; 50:10422–30. [PubMed: 22029278] 

155. Kohen A. Role of dynamics in enzyme catalysis: substantial versus semantic controversies. Acc 
Chem Res. 2015; 48:466–73. [PubMed: 25539442] 

156. Kamerlin SCL, Warshel A. At the dawn of the 21st century: Is dynamics the missing link for 
understanding enzyme catalysis? Proteins. 2010; 78:1339–75. [PubMed: 20099310] 

157. Warshel A, Bora RP. Defining and quantifying the role of dynamics in enzyme catalysis. J Chem 
Phys. 2016; 144:180901. [PubMed: 27179464] 

158. Jha SK, Ji M, Gaffney KJ, Boxer SG. Direct measurement of the protein response to an 
electrostatic perturbation that mimics the catalytic cycle in ketosteroid isomerase. PNAS. 2011; 
108:16612–17. [PubMed: 21949360] 

159. Schnell JR, Dyson HJ, Wright PE. Structure, dynamics, and catalytic function of dihydrofolate 
reductase. Annu Rev Biophys Biomol Struct. 2004; 33:119–40. [PubMed: 15139807] 

160. Loveridge EJ, Behiry EM, Guo J, Allemann RK. Evidence that a ‘dynamic knockout’ in 
Escherichia coli dihydrofolate reductase does not affect the chemical step of catalysis. Nat Chem. 
2012; 4:292–97. [PubMed: 22437714] 

161. Schwans JP, Sunden F, Gonzalez A, Tsai Y, Herschlag D. Correction to “Evaluating the catalytic 
contribution from the oxyanion hole in ketosteroid isomerase. J Am Chem Soc. 2016; 138:7801–
2. [PubMed: 27299372] 

Fried and Boxer Page 27

Annu Rev Biochem. Author manuscript; available in PMC 2018 June 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



SUMMARY POINTS

1. Noncovalent interactions between a given molecule and its environment 
(including H-bonds) can be expressed and quantified in terms of the electric 
field the environment exerts on the molecule.

2. The electric field created by an environment can be experimentally measured 
through the vibrational Stark effect, which maps the frequencies of vibrational 
probes to the electric field experienced by that vibration.

3. A chemical reaction can be catalyzed by an electric field if the reactant’s 
charge configu-ration (dipole moment) changes upon passing to a transition 
state. If the dipole moment increases (decreases) in magnitude, an electric 
field of greater (smaller) magnitude will accelerate the reaction; if the dipole 
reorients, an electric field aligned with the transition state’s dipole orientation 
will accelerate the reaction.

4. Electrostatic catalysis is pervasive in enzymology because most chemical 
reactions in biology involve charge rearrangements.
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FUTURE ISSUES

1. Electric field catalysis has been characterized for a few model enzymes but 
needs to be examined for enzymes with richer, more complex mechanisms 
and chemistries and those with multisite charge rearrangements.

2. The many simplifying assumptions that go into formulating our model of 
electric field catalysis need to be tested with further simulation and 
experiment.

3. Whether the application of the electric field catalysis model can be applied to 
forward rational design of artificial enzymes remains to be seen.

4. The hypothesis that electric field catalysis has biased the course of 
biochemical evolution (to favor reactions with larger charge rearrangements) 
would be interesting to test through a more extensive bio- and 
chemoinformatic analysis.
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Figure 1. 
Properties of reactants and reactions in polar solvents. (a) A solute with a permanent dipole, 
μ ⃗solute, organizes polar solvent molecules (shown as H2O) around it such that they exert a net 
solvent reaction field, F⃗solv, on the dipole oriented in the same direction as μ⃗solute. (b) The 
dipole of a molecule changes when it is electronically excited. This causes solvent molecules 
to reorganize to optimize their electrostatic interactions with the solute’s new charge 
configuration. This process can be monitored indirectly by observing the solute’s 
fluorescence (the dynamic Stokes shift). (c) In the Fe+2-Fe+3 self-exchange reaction (ΔG°rxn 

= 0), solvent dipoles need to fluctuate away from their equilibrium conformation, qR, to a 
particular high-energy conformation, q*, to satisfy the conditions for a Franck–Condon 
electron transfer.
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Figure 2. 
Two limiting cases of electric field catalysis. Electric field catalysis lowers a reaction’s 
activation barrier by ΔΔG‡ = −((FT⃗S · μ⃗TS) − (FR⃗ · μ⃗R)). This expression simplifies in two 
limiting scenarios, where blue dots represent a reference case and red dots represent 
catalysis. (a) If the transition state’s (TS) and reactant’s (R) dipole moments are oriented in 
the same direction but the transition state’s dipole is greater (such as in the rate-determining 
heterolysis step of an SN1 reaction), larger electric fields (such as provided by a polar 
solvent) will catalyze the reaction. (b) If the transition state’s and reactant’s dipole moments 
have the same magnitude but have different orientations (such as is approximately true in the 
cycloaddition of a ketene), the magnitude of the electric field will not have a catalytic effect. 
Electric field catalysis can be achieved only by “correctly” orienting the field, that is, 
aligning it with the transition state’s dipole orientation instead of the reactant’s dipole 
orientation.
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Figure 3. 
Calibrating vibrational frequency (shifts) to (changes in) electric field. (a) In vibrational 
Stark spectroscopy, an external electric field is applied to a frozen isotropic sample, and the 
perturbation to the infrared spectrum is recorded. For many carbonyls, the response is linear 
and the experiment yields the linear Stark tuning rate, |Δμ⃗| (units given in cm−1/(MV/cm); 1 
cm−1/(MV/cm) = 0.0595 D). (b) The frequency shift, Δν,̄ caused by changing the 
environment surrounding a carbonyl (e.g., by binding but also by mutation, folding, pH 
change, etc.) can be translated into differences in the electric field projection along the C=O 
bond, using the Stark tuning rate as the conversion factor. (c) The size of the electric field a 

solvent projects onto a carbonyl bond, , increases for solvents of increasing polarity 
and is observed as vibrational solvatochromism. (d) As solvent electric fields can be reliably 
calculated, solvent-induced shifts provide reference data that calibrate vibrational frequency 

to electric field projected on the vibration, . This allows one to map the vibrational 
frequency in an enzyme active site to an absolute electric field. Figure adapted with 
permission from Reference 53, © 2015, American Chemical Society.
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Figure 4. 
Mechanism, energetics, and electric field catalysis of ketosteroid isomerase (KSI). (a) The 
steroid substrate 5-androstene-3,17-dione is converted to the conjugated isomer 4-
androstene-3,17-dione via the enolization (first step) and reketonization (second step) of the 
carbonyl. (b) Reaction coordinate diagram for the enolization of androstene (S) to the 
dienolate intermediate (I), either in KSI (red) or in solution (blue). Numbers correspond to 
free energy differences in kcal mol−1 (45, 113, 115). The solution reaction proceeds through 
a mechanism identical to that of the enzymatic reaction. (c) KSI exerts a very large and 
homogeneous electric field on 19-nortestosterone’s carbonyl bond relative to water’s 
reaction field, based on the significant redshift and band narrowing detected in the infrared 
spectrum (53). (d) Linear correlation between KSI’s catalytic power (expressed as ΔG‡) and 
the electric field its active site projects onto the carbonyl of the inhibitor 19-nortestosterone. 
Represented are mutations of the oxyanion hole residues to other canonical amino acids 
(gray points) (118) and subtle mutations to noncanonical amino acids (colored points) (119). 
Abbreviations: TS, transition state; WT, wild type. Figure adapted with permission from 
References 53 and 119, © 2015, 2016, American Chemical Society.
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Figure 5. 
Orientational electric field catalysis in serine proteases and cyclophilin A. (a) The rate-
limiting step of serine proteases, in which a water molecule attacks the acyl-enzyme 
intermediate (AE) to form an anionic tetrahedral intermediate (T−). Electric field catalysis 
depends both on the electric field the active site projects onto the carbonyl in the ground 
state (AE) and the transition state (TS) geometries, of which the inhibitor captures only the 
former. (b) Linear correlation between serine proteases’ catalytic power (expressed as ΔG‡) 
and the electric fields their active sites project onto the carbonyl of an inhibitor (108). (c) 
Cyclophilin A rotates the N-terminal portion of the Gly-Pro peptide bond (red). (d) In the 
transition state, the carbonyl is nearly perpendicular to its orientation in the ground state and 

the active site electric field is more closely aligned to  than to . Abbreviation: 
WT, wild type. Figure adapted with permission from Reference 108, © 2016, American 
Chemical Society.
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Figure 6. 
Mechanisms of rate-limiting steps of (a) 4-chlorobenzoyl-CoA dehalogenase catalysis, (b) 
orotidine monophosphate decarboxylase catalysis, and (c) alkaline phosphatase catalysis. In 
each mechanism, bonds broken/formed in the transition state are highlighted (red), as are 
sites whose dipole moments change in the transition state (arrows).
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