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Abstract

Brain–computer interface (BCI) is an important alternative for disabled people that enables the innovative communica-
tion pathway among individual thoughts and different assistive appliances. In order to make an efficient BCI system, 
different physiological signals from the brain have been utilized for instances, steady-state visual evoked potential, 
motor imagery, P300, movement-related potential and error-related potential. Among these physiological signals, motor 
imagery is widely used in almost all BCI applications. In this paper, Electrocorticography (ECoG) based motor imagery 
signal has been classified using long short-term memory (LSTM). ECoG based motor imagery data has been taken from 
BCI competition III, dataset I. The proposed LSTM approach has achieved the classification accuracy of 99.64%, which is 
the utmost accuracy in comparison with other state-of-art methods that have employed the same data set.

Keywords Electrocorticography (ECoG) · Motor imagery (MI) · Long short-term memory (LSTM) · Brain computer 
interfaces (BCI) · Deep learning

1 Introduction

In the present day, the fast growth of machine learning 
and deep learning approaches enable the investiga-
tion of biological signals which happens to be a notable 
research topic. Professionals have been exploring to fig-
ure out and categorize the distinctive biological signals 
for medical and non-medical application [1, 2]. Invasive 
and non-invasive strategies are used to capture the bio-
logical signals from brain of the human beings. There are 
two invasive strategies are employed in BCI research, spe-
cifically electrocorticography (ECoG) and intracortical neu-
ron recording. In ECoG recording, electrodes are attached 
on the exterior of the cortex whereas the electrodes are 

implanted interior the cortex in intracortical neuron 
recording [3]. The broadly used non-invasive modalities 
consist of Electroencephalography (EEG), Magnetoen-
cephalography (MEG), Near-Infrared Spectroscopy (NIRS) 
and Functional Magnetic Resonance Imaging (fMRI).

The trends of mind wave should be decoded in such 
a manner that persons may able to modulate and inter-
pret their thoughts to deal with a BCI system [3]. These 
signals are regarded as control signals in BCIs. The widely 
used physiological control signals are steady state visual 
evoked potential (SSVEP), slow cortical potentials (SCP), 
P300 evoked potentials, and motor imagery signal.

In the MI-based BCI framework, the imagination of hand 
or tongue movement activities is going to be supported 
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by a circumscribed event-related synchronization/desyn-
chronization [4]. In the last few years, a noticeable number 
of studies have been carried out relating to the MI signal 
classification. In [5], ECoG features in terms of band powers 
(BP) have been extracted and the selected features have 
been classified using probabilistic neural network (PNN). 
Erdem Erkan and Ismail Kurnaz proposed a new technique 
to find optimal channel set namely arc detection algorithm 
(ADM) in [1]. They used discrete wavelet transform (DWT) 
for the purpose of feature extraction and to classify the 
extracted features, support vector machine (SVM), K-near-
est neighbors (K-NN) and linear discriminant analysis (LDA) 
were used. They obtained the highest accuracy of 95% in 
the classification of ECoG data (BCI Competition III, dataset 
I). Aswinseshadri. K et al. [6] employed wavelet packet tree 
(WPT) on the same dataset to extract features. Authors 
applied information gain, mutual information and genetic 
algorithm (GA) to decide on the best-suited features set 
and then classified these features using K-NN and Naïve 
Bayes. Feature selection using GA achieved the highest 
accuracy. A novel feature extraction technique known 
as Renyi entropy has been implemented in [7] where 
they used BLDA to classify the same dataset. Continuous 
wavelet transform (CWT) based approach has been rec-
ommended in [8]. Authors employed PCA to trim down 
the dimensionality of features set and then implemented 
LDA, K-NN and SVM to classify the ECoG data. Authors in 
[9] extracted features using statistical properties of the 
bispectrum of ECoG data and then classified the features 
by K-NN. Zheng et al. [10] extracted the time–frequency 
features by the modified S-transform (MST) algorithm, 
and then the extracted features are classified using SVM. 
In reference to [11], authors proposed Hilbert-Huang 
transform and common spatial subspace decomposition 
(HCSSD) algorithm to extract time–frequency features and 
then learning vector quantization neural network (LVQ-
NN) was employed to classify the selected features. Chang 
et al. [12] employed stockwell transform (ST) and GA for 
feature extraction and selection respectively and finally 
Bayesian LDA (BLDA) was used to classify the selected fea-
tures. Another study in [13], continuous wavelet transform 
(CWT) and K-NN are used as features and classifier respec-
tively to classify the ECoG MI data.

Most of the conventional machine learning approaches 
described in above paragraph have been extracted dif-
ferent features. The performance of the machine learning 
approaches is highly affected by the feature extraction 
techniques. The higher dimensionality of the extracted 
feature set is another computational complexity for the 
conventional machine learning approaches. In such 
cases, a variety of feature reduction algorithms should be 
employed. To avoid the complexity of feature extraction 
and feature reduction, we have proposed a LSTM based 

deep learning approach where no need to employ any fea-
ture extraction and reduction framework. In this approach, 
raw ECoG data have been employed to the LSTM model.

In this article, two classes motor imagery ECoG has been 
classified using LSTM based deep learning approach. The 
remaining parts of the article has been organized in the 
following sections i.e. Sections 2 and 3 discusses issues 
related to methodology, results and discussion respec-
tively; finally, Sect. 4 deals with the conclusion.

2  Methodology

2.1  Details about ECoG data

The majority of BCI studies have been utilized brain wave 
based on EEG recording. There are some positive aspects 
in preference of EEG including low-cost data capturing 
device, ease of mobility and non-invasive manner of data 
acquisition. However, the SNR of EEG doesn’t always meet 
the satisfactory level. Moreover, the algorithm for EEG 
analysis in certain cases lessens the classification accuracy 
as well as the data transfer rate. There is a potential alter-
native utilized in BCIs that is Electrocorticography (ECoG) 
[14]. Although, ECoG is an invasive approach, the key mer-
its of ECoG are the excellent SNR, considerably greater spa-
tial resolution and it offers better classification accuracy 
[9]. In this study, the ECoG data has been taken from data 
set I of the BCI Competition III entitled”motor imagery 
in ECoG recordings, session-to-session transfer” [15, 16]. 
Data has been recorded from such subject who was suf-
fered from epilepsy. This ECoG data captured the person’s 
imagined movements of the tongue or left small finger. 
An 8 × 8 ECoG platinum electrode grid was positioned on 
the right motor cortex. The electrode grid size was sup-
posed to meet the right motor cortex entirely. However, it 
partially covered the motor cortex portions due to its small 
shape (approx. 8 × 8 cm) shown in Fig. 1.

The sampling rate of recorded ECoG data was 1000 Hz. 
The captured potentials appeared to be stored as micro-
volt after signal amplification. Each observation is made 
up of either an imagined finger or imagined tongue move-
ment. The duration of each trial was three seconds. Fig-
ure 2 shows the plotting of raw ECoG data for training trial 
1 and 2. In this figure, the only first channel of both trials 
is considered to plot.

ECoG data has been recorded after 0.5 s from ending of 
visual cue. This strategy has been followed due to avoid 
the effect of visually evoked potentials in the ECoG data. 
The train and test dataset have been captured in two dis-
tinct periods when the subjects experienced different 
mental states. Due to capture data in two distinctive ses-
sions, it is very challenging to classify this dataset. Thus, 
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the classification algorithm should have the ability to 
classify such dataset which has been captured in distinct 
sessions.

2.2  LSTM network

Deep learning is getting extensive interest in the field 
of EEG based BCI research. Moreover, the deep learn-
ing frameworks are functioning well in comparison with 
additional conventional approaches. The most commonly 
employed deep learning techniques are convolution neu-
ral network, deep belief network, recurrent neural network 

and autoencoder. An RNN which consists of LSTM layers 
is known as LSTM network. Basically, the LSTM network is 
considerably more effective than the feed-forward neural 
networks with regard to the sequence prediction and their 
ability to remember information selectively for a long time. 
To predict and classify the sequence and time-series data, 
an LSTM network is effectively employed [17]. In this study, 
ECoG motor imagery dataset has been classified using 
LSTM network. Figure 3 shows a single LSTM block where 
 ht and  ct denote the hidden or output state and cell state 
respectively at the time step t. In order to compute the cell 
state and hidden (or output) at the time state t, the LSTM 
block uses old hidden  (ht−1) and cell state  (ct−1).

The LSTM networks are capable of adding or eras-
ing information from the memory cell employing gates. 
These gates are composed of a pointwise multiplication 

Fig. 1  Placement of the 8 × 8 electrode grid

Fig. 2  Motor imagery ECoG raw data plotting

Fig. 3  A long short-term memory network architecture
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operation and sigmoid neural net layer. The output of the 
sigmoid layer must be a number whose rage should be in 
between one and zero. The value belongs to zero denotes 
“let nothing through,” whereas the value belongs to one 
refers to “let everything through”. Each LSTM block has 
three gates, namely forget gate, input gate and output 
gate. The degree at which the information continues to 
be in the memory cell of the LSTM layer is handled by the 
forget gate. The input gate deals with the degree at which 
the information entering the memory cell of the LSTM 
layer. The output gate deals with the degree at which the 
information placed in the memory cell of the LSTM layer 
is going to be employed to calculate the output [17]. The 
cell state  (ct) and the hidden state  (ht) at the time state t 
could be stated by the Eqs. (1) and (2) respectively [18].

where ft , it , gt and o
t
 denote forget gate, input gate, cell 

candidate and output gate respectively and mathemati-
cally they can be represented by the Eqs. (3–6) respectively 
at the time step t as follow [18]:

The matrices W, R, and b happen to be concatenations 
of the input weights, the recurrent weights, and the bias 
of each component, respectively.

2.3  Structural outline of proposed approach

The complete workflow of the proposed technique is 
shown in Fig. 4. In order to build the model, the training 
data set has been used and this training data consists of 
the input set and level. A 278 by 1 cell array has been gen-
erated from the input set for training purpose and this 
input set was in 3D data format. Each cell array contains 
data for 64 electrodes and each electrode has 3000 sam-
ples. The LSTM network is initiated with a sequence input 
layer. In this study, the sequence input layer has been 
specified by the input size 64. The input as a sequence of 
vector has been taken from the sequence input layer. The 
LSTM layer consists of 100 hidden units. In LSTM layer, the 
output mode “last” has been employed. This mode helps 

(1)ct = ft ∗ ct−1 + it ∗ gt

(2)ht = ot ∗ �cct

(3)it = �(Wixt + Riht−1 + bi)

(4)ft = �(Wf xt + Rfht−1 + bf )

(5)gt = �c(Wgxt + Rght−1 + bg)

(6)ot = �(Woxt + Roht−1 + bo)

sequence to label classification. In the fully connected 
layer, the number of the class has been specified. For this 
dataset, the class number is two. Then the softmax and 
classification layer have been specified to make the net-
work capable of training. Finally, the training options have 
been selected as the solver to be ‘sgdm’ and learning rate 
to be 0.01. Now, the LSTM network is ready for training. 
Once the model is trained, the model has been tested by 
test dataset. Finally, the performance of the model has 
been evaluated using different metrics.

2.4  Performance evaluation metrics

The performance of the proposed method has been 
analyzed by confusion matrix, classification accuracy, 

Fig. 4  Complete workflow of proposed study
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sensitivity, specificity. The classification accuracy (CA) of 
the proposed method is calculated by Eq. (7) [17].

where TP true positive, FN false negative, TN true negative 
and FP false positive. Moreover, the formulas for sensitivity, 
specificity and precision are shown in Eqs. (8–10) respec-
tively [19].

(7)CA =
TP + TN

TP + FN + TN + FP
× 100%

(8)Sensitivity =
TP

TP + FN
× 100%

(9)Specificity =
TN

TN + FP
× 100%

(10)Precision =
TP

TP + FP
× 100%

3  Results and discussion

This section presents the performance of the proposed 
approach based on motor imagery ECoG data. In this study, 
two-class ECoG data has been classified using LSTM based 
deep learning approach. However, the LSTM network has 
been trained using the training data set and multiple layers 
have been implemented in the proposed LSTM network. 
During training progress, the epoch and iteration have 
been set to 150 and 1500 respectively to enhance the per-
formance. Figure 5 shows the accuracy during training pro-
gress. From this figure, it is clear that the accuracy stabilizes 
to 100% from the iteration of 240. Figure 6 presents the 
loss curve during training accuracy where the loss becomes 
stable at 0 from the iteration of 400. 

In order to evaluate the performance of the proposed 
technique in different views, the confusion matrix has 
been computed. Figure 7a shows the confusion matrix 

Fig. 5  Training progress in terms of accuracy

Fig. 6  Training progress in terms of loss
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whereas Fig. 7b presents the true and false positive rate 
for training dataset. From the confusion matrix, it is obvi-
ous that all observations for class one have been predicted 
perfectly whereas 138 observations have been predicted 
correctly out of 139 observations in class two. The true 
positive rate for class one and two are 100% and 99.28% 
respectively whereas the false-negative rate for class one 
and two are 0 and 0.72% respectively presented in Fig. 7b.

Once the model has been constructed, the perfor-
mance of the model has also been validated using test 
dataset. The test dataset consist of 100 observations 
which have been given by the dataset provider sepa-
rately. Figure 8a shows the confusion matrix whereas 

Fig. 8b presents the true and false positive rate for test-
ing dataset. During testing, total 97 observations (out 
of 100) have been recognized correctly by the proposed 
model. The true positive rate for class one and two are 
98% and 96% respectively whereas the false-negative 
rate for class one and two are 2% and 4% respectively 
presented in Fig. 8b.

The proposed approach has also been evaluated in 
terms of classification accuracy, sensitivity, specificity, 
and precision. These values have been computed using 
Eqs. (7–10). In case of training dataset, the classification 
accuracy, sensitivity, specificity and precision of the 
proposed LSTM model are 99.64%, 100%, 99.28%, and 
99.28% respectively shown in Table 1. Whereas, the clas-
sification accuracy, sensitivity, specificity and precision 
are 97%, 96%, 98%, and 98% respectively for the testing 
dataset. Results in Table 1 prove that the performance of 
the proposed LSTM model is excellent.

The performance of the proposed LSTM model has also 
been compared with related studies. Table 2 presents the 
comparison table where the classification accuracy of 
previous related researches has been listed. All study in 
Table 2 used the ECoG MI dataset from BCI Competition III 
dataset I. Table 2, demonstrate that the proposed method 
outperforms all other previous approaches.

4  Conclusion

In this study, two classes of motor imagery ECoG data has 
been classified. The deep learning-based LSTM approach 
has been employed in the purpose of classification. The 
performance of the proposed model has been com-
pared with other previous related studies. The proposed 
method outperforms state-of-art techniques. Due to the 
non-stationary nature of ECoG data, it is very challenging 
to process this data for BCI applications. In conventional 
machine learning techniques, feature extraction, selection 
and reduction strategies have been employed to boost 
the performance. However, these supplementary analy-
ses sometimes create algorithm complexity. Hence, deep 
learning algorithms get started to prove their possibilities 

Fig. 7  a Confusion matrix, b True and false positive rate for training 
data

Fig. 8  a Confusion matrix, b True and false positive rate for testing 
data

Table 1  Performance evaluation of proposed approach

Performance evaluation 
metrics

Classifier performance

Training (%) Testing (%)

Accuracy 99.64 97

Sensitivity 100 96

Specificity 99.28 98

Precision 99.28 98
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to handle the non-stationary nature of ECoG and EEG data 
and open new opportunities in BCI research.
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