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Electrofreezing of confined water
Ronen Zangia) and Alan E. Mark
The Groningen Biomolecular Sciences and Biotechnology Institute, Department of Biophysical Chemistry,
University of Groningen, Nijenborgh 4, 9747 AG Groningen, The Netherlands

~Received 15 December 2003; accepted 23 January 2004!

We report results from molecular dynamics simulations of the freezing transition of TIP5P water
molecules confined between two parallel plates under the influence of a homogeneous external
electric field, with magnitude of 5 V/nm, along the lateral direction. For water confined to a
thickness of a trilayer we find two different phases of ice at a temperature ofT5280 K. The
transformation between the two, proton-ordered, ice phases is found to be a strong first-order
transition. The low-density ice phase is built from hexagonal rings parallel to the confining walls
and corresponds to the structure of cubic ice. The high-density ice phase has an in-plane rhombic
symmetry of the oxygen atoms and larger distortion of hydrogen bond angles. The short-range order
of the two ice phases is the same as the local structure of the two bilayer phases of liquid water
found recently in the absence of an electric field@J. Chem. Phys.119, 1694~2003!#. These high- and
low-density phases of water differ in local ordering at the level of the second shell of nearest
neighbors. The results reported in this paper, show a close similarity between the local structure of
the liquid phase and the short-range order of the corresponding solid phase. This similarity might be
enhanced in water due to the deep attractive well characterizing hydrogen bond interactions. We also
investigate the low-density ice phase confined to a thickness of 4, 5, and 8 molecular layers under
the influence of an electric field atT5300 K. In general, we find that the degree of ordering
decreases as the distance between the two confining walls increases. ©2004 American Institute of
Physics. @DOI: 10.1063/1.1687315#

I. INTRODUCTION

Frozen water in forms ranging from snowflakes to ice-
bergs has fascinated scientists for centuries. Ice exhibits a
rich polymorphism of phases that are built of tetrahedrally
coordinated hydrogen-bonded water molecules.1 In hexago-
nal, I h , and cubic,I c , ice phases the tetrahedral geometry is
nearly perfect. The hexagonal ice, however, is the most
stable form of ice at ambient pressure except for a small
region of low temperatures (2150 to2120 C).2

The transformation of liquids into crystals in a three di-
mensional system is a first-order phase transition. Thus, the
crystalline phase emerges abruptly from the liquid phase. In
the absence of a foreign surface or particle to promote het-
erogeneous nucleation, this phase transition begins with the
spontaneous nucleation of molecules into small aggregates
which, if they reach a critical size, form the seeds for the new
phase. For this reason, pure water, even if cooled down to
30 °C below its freezing point, can not generate stable nuclei
on which ice can grow.

One way to increase the rate of formation of stable nu-
clei is by the application of an electric field. When a sample
of a polar liquid is exposed to an external electric field it
undergoes polarization. At small electric fields the polariza-
tion is linearly proportional to the applied field. The propor-
tionality constant is a measure of the dielectric constant of
the sample. At high electric fields, deviations from linearity

occur and the polarization eventually saturates. This behavior
for the case of bulk liquid water has been observed
experimentally3 and computationally.4–8 It is found that the
polarization curve fits well to the classical Langevin func-
tion. Thus, at high field strengths the polarization becomes
constant and the resulting dielectric constant falls to unity.
The favorable energetic interaction of the electric field with
the dipole moment of the molecules reduces the entropy of
the liquid phase due to the restriction of the orientational
degrees of freedom along axes perpendicular to the applied
field. Therefore, the difference of the entropic contribution to
the free energy between the liquid phase and the solid phase
diminishes. In this case, if the entropy reduction is large
enough and the interactions between the molecules are
strong, the most stable phase would correspond to the crys-
talline phase.

This phenomenon was demonstrated by Gavishet al.9

They studied substrate nucleation of water by polar and non-
polar amino acid crystals that have no match at all with the
crystal structure of ice. They found that the crystals that have
a polar axis induce freezing at temperatures 3 – 5 °C higher
than the crystals that do not have a polar axis. They inter-
preted their finding in terms of an electric field mechanism
that helps align the water molecules into a proton ordered,
polar along its hexagonal axis, ice nucleus. Although they
attributed the change in the freezing temperature to be ki-
netic in origin, Wilen10 offered a thermophysical explanation
for the observed behavior which predicts an elevation of the
equilibrium freezing temperature. The significance of the re-
sults is that an electric field mechanism may be of general
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applicability for ice nucleation and could also operate in
other known ice nucleators such as silver iodide.

In computer simulation, upon reducing the temperature,
phase trajectories tend to become trapped into a region of
metastable glassy states.11 The glassy state prevents, within
the time scale of a typical simulation, a spontaneous homog-
enous nucleation of ice. However, due to the promotion of
freezing under the action of an electric field, several compu-
tational studies, have reported spontaneous freezing of bulk
liquid water.

Svishchev and Kusalik12,13studied electrofreezing of su-
percooled liquid water. They found that for a field with
strength of 5 V/nm TIP4P water, at 250 K, undergoes crys-
tallization to cubic ice. They also found at temperatures of
225–240 K and at 3–5 kbar that the homogenous electric
field induces the formation of a previously unknown poly-
morph of ice which they denote ice XII.14 Following these
observations, similar results were obtained in later
studies.15–18 In earlier studies Watanabeet al.6 examined the
effect of an external electric field on liquid water between
two conducting plates. They found evidence for the existence
of two distinct continuous phase transitions. Depending on
its strength, an electric field can weaken or destroy the hy-
drogen bonding network.19 The anomalous behavior of the
polarization with an increase in temperature observed in a
medium-sized water cluster has been attributed to an inter-
play between the water–water interactions and the interac-
tion of the electric field with the water molecules.20,21

The strong electric field applied in computational studies
accelerates the process of homogenous nucleation which in
many cases would otherwise far exceed typical simulation
times. Field strength of;5 V/nm are comparable to that
experienced by water molecules within molecular distances
from the surfaces of certain types of biopolymers,22 to the
fields generated by cracks in crystals9 and are within the
operating range of lasers.

Experimental studies also indicate that confinement of
many liquids to films thinner than 4–6 molecular layers pro-
mote solidification.23–25 This is because the entropy of the
liquid phase is decreased due to the restricted motion of the
particles in the transverse direction. In recent molecular dy-
namics simulations it was found that water confined to a slab
geometry can freeze at ambient conditions.26,27Since the tet-
rahedral arrangement of water is incompatible with a two-
dimensional geometry the ice phases found are stable only
for a small range of plate separations that enable the optimal
formation of hydrogen bonds. The structure that was found
for monolayer ice26 and bilayer ice27 had a rhombic in-plane
symmetry of the oxygen atoms and the hydrogen positions
were ordered. However, above the thickness of a bilayer, the
degree of which the solid phase is enhanced due to confine-
ment were found to be insufficient to freeze liquid water at
ambient conditions.27 In this paper we investigate the freez-
ing transition of water confined to a thickness of 3–8 layers
under the action of an external electric field acting in the
direction parallel to the confining walls. For water confined
to a thickness of a trilayer we find two different phases of ice
at a temperature ofT5280 K. The low-density ice phase is
built from hexagonal rings parallel to the confining walls and

corresponds to the structure of cubic ice. The high-density
ice phase has an in-plane rhombic symmetry of the oxygen
atoms and larger distortions of the hydrogen bond angles.
The short range order of the two ice phases is the same as the
local structure of the two bilayer phases of liquid water
found previously in the absence of an electric field.27 These
high- and low-density phases of water differ in local ordering
at the level of the second shell of nearest neighbors. The
results reported in this paper, show a close similarity be-
tween the local structure of the liquid phase and the short
range order of the corresponding solid phase. This similarity
might be enhanced in water due to the deep attractive well
characterizing hydrogen bond interactions. We also investi-
gate the low-density ice phase confined to a thickness of 4, 5,
and 8 molecular layers under the influence of an electric field
at T5300 K. In general, we find that the degree of ordering
decreases as the distance between the two confining walls
increases.

II. METHODS

The MD simulations were performed using the
GROMACS package version 3.1.28 The time step used for in-
tegrating Newton’s equations of motion was 0.002 ps. All
simulations were performed using a constant number of par-
ticles and a fixed volume. Each system was coupled to a
thermal bath29 using a coupling time of 0.1 ps. The evalua-
tion of the nonbonded interactions was performed using a
twin range cutoff of 0.9 and 1.4 nm. Interactions within the
shorter cutoff were updated every step while longer range
interactions were updated every five steps. To account for the
neglect of electrostatic interactions beyond the long range
cutoff a reaction-field correction30 assuming a relative dielec-
tric constant of 78.0 was applied.

The five-site, tetrahedrally coordinated, TIP5P model31

was used to describe the water molecules. The TIP5P water
model was chosen because it represents the electron lone pair
sites explicitly. This favors formation of colinear angles of
the hydrogen bonds. Note, that the magnitude of the hydro-
gen bond interactions is insufficient to cause rehybridization
of the sp3 hybridized oxygen atom of water which could
results in a change in either the molecular H–O–H angle or
in the spatial distribution of the electron lone pairs.1,32There-
fore, it is expected that in confined geometries the tetrahedral
molecular arrangement of the water molecules is preserved
and the degree of the hydrogen bond distortion~from a col-
linear angle! would be in the range of the distortions found in
the high-pressure bulk ice phases. The O–H bond lengths
and the H–O–Hbond angle were constrained using the
SETTLE algorithm.33 The lone pair electrons were treated as
dummies~virtual! atoms. Their positions are computed as a
function of the oxygen and the hydrogen positions. The
forces acting on the dummy atoms were distributed over the
atoms which were treated explicitly. In this way, the total
energy and the total angular momentum of the system are
conserved.34

A system of 1200 water molecules was placed between
two walls with a triangular arrangement of atoms out-of-
registry with respect to one another. The positions of the
monolayer of atoms within the walls were constrained to a
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lattice spacing of 0.23 nm. Periodic boundary conditions
were imposed only in thex andy directions. The water–wall
interactions were represented by a 6-12 Lennard-Jones~LJ!
potential with the parameters:s (Ow2W)50.316 nm,s (Hw2W)

50.284 nm and e (Ow2W)50.831 kJ/mol, e (Hw2W)

50.415 kJ/mol. These parameters represent approximately
the van der Waals~vdW! interaction between a water mol-
ecule and a quartz (SiO2) surface. A weighted average of
silicon and oxygen atom parameters, taken from the GRO-
MOS96 force field,35 was used in a geometric combination
rule together with TIP5P parameters. The simulations per-
tain, therefore, only to confinements due to surfaces where
the interactions with the water molecules are weaker than
hydrogen bonding interactions. Since the LJ parameters of
the TIP5P water hydrogen are equal to zero,s (Hw2W) was

estimated from the ratio of the vdW radius between oxygen
and hydrogen.36 The value ofe (Hw2W) was taken as half the

corresponding value associated with oxygen. There was no
interaction between the two lone-pair sites of water and the
wall.

The wall separation,H, was derived from the distance,
d, between the fixed center of mass of the surface atoms of
the two walls. To calibrate the values ofH, we estimated a
reference value of the wall separation,H0 , by using the
transverse density distribution of the center of mass of the
oxygen atoms at a simulation point taken from a previous
study that corresponded to a bilayer of liquid water,d0

50.82 nm.26 This distribution exhibited a sharp curve
against the wall and, therefore, provided a precise determi-
nation of the length along thez direction that the center of
mass of the oxygen atoms occupied. To this value, the diam-
eter of a water oxygen atom was added yieldingH0

50.58 nm. The value of the wall separation,Hx , for simu-
lation that was performed atdx was estimated byHx5H0

1(dx2d0).
The value of the area of the simulation box in thexy

plane,A, was used to vary the density of the water molecules
at constant plate separation, thus, generating lateral compres-
sion or expansion. In the calculations of the radial distribu-
tion function, the normalizing volume element was taken to
be cylindrical in accordance with the system geometry. The
cutoff distance used to assign the presence of a hydrogen
bond was taken as the distance to the minimum between the
first and the second peaks of the oxygen–hydrogen pair cor-
relation function in the different phases. This yielded a cutoff
value of 0.242 nm.

The force acting on a water molecule due to the action of
the external electric-field is given by

FW w2e f5(
k

qk•EW . ~1!

The sum in Eq.~1! is over thek54 charged sites of the
TIP5P model; the two hydrogen atoms and the two lone-pair
electrons. The electric field,EW , was taken to be static and
uniform. Its vector components were chosen to be nonzero
only along they axis, a direction parallel to the confining
walls. The amplitude of the electric field was taken to be 5.0

V/nm. Due to the difficulty in observing spontaneous ho-
mogenous nucleation in molecular liquids on the time scale
applicable to computational studies, the thermodynamic con-
ditions that are used are more drastic than those that are used
normally in experiments.

The initial configuration of each simulation at a different
value ofH was taken from a corresponding equilibrated box
of TIP5P water molecules in the liquid phase without the
action of an electric field atT5300 K and with a lateral
pressure coupling of 1 bar.27 The system was then equili-
brated for at least 16 ns and then data was collected every 10
ps for an additional 4 ns.

III. RESULTS

In the simulations of confined liquid water under the
influence of an external electric field along the lateral direc-
tion we observed crystallization at certain values of plate
separations. The structure of ice obtained after 20 ns for a
plate separation ofH50.92 nm, areaA546.24 nm2, and a
temperature ofT5280 K is shown in Fig. 1. The confining
parameter ofH50.92 nm generates ice with a thickness of
three layers~see Fig. 2!. The in-plane structure of the hydro-
gen bonding network forms hexagonal rings. However, these
rings are not built by water molecules present in the same
plane, as reported by Kogaet al. for the case of bilayer ice,37

but involve water molecules of the middle layer as well. This
is clearly shown in the out-of-plane structure. The hexagonal

FIG. 1. ~Color! Instantaneous configuration of the lateral and transverse
structure of confined ice (H50.92 nm) obtained atA546.24 nm2 and T
5280 K under the action of an applied electric field along they axis. Oxy-
gen atoms are depicted in blue, hydrogen atoms in gray, and the lone pair
electron sites in red.
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packing of the oxygen atoms corresponds to the cubic ice
phase. However, the rings are elongated along they axis, the
direction of the applied electric field. The layer next to both
surfaces is slightly disrupted due to the incompatibility of a
tetrahedral arrangement with a flat surface that does not par-
ticipate in the hydrogen bonding network. As a consequence,
the transverse density profile of these outer layers is split.
This is shown in Fig. 2 as shoulders on the main outer peaks.

The ice configuration shown in Fig. 1 was laterally com-
pressed. Figures 3 and 4 show the structures obtained atA
540.96 and 36.0 nm2, respectively. It is clear that the struc-
ture of ice atA536.00 nm2 is different from the one atA
546.24 nm2. The in-plane symmetry of all three layers is

rhombic, the same as the in-plane structure of the
monolayer26 and the bilayer27 ice phases found in the ab-
sence of an electric field. This is easily revealed by the pair
correlation function of the oxygen atoms displayed in Fig. 5.
The curve forA536.0 nm2 exhibits a second maximum, due
to the second shell of nearest neighbors, at aroundr
50.37 nm. In contrast, the curve forA546.24 nm2 has a
minimum atr 50.37 nm. Similar observations were made in

FIG. 2. Normalized distribution of the center of mass of oxygen atoms
along the transverse direction forA536.0, 40.96, and 46.24 nm2 (H
50.92 nm andT5280 K).

FIG. 3. ~Color! Instantaneous lateral configuration obtained atA
540.96 nm2 showing a coexistence between two different ice structures.
Color code is the same as in Fig. 1.

FIG. 4. ~Color! Instantaneous configuration of the lateral and transverse~the
y axis points inward relative to the paper plane! structure of ice obtained at
A536.0 nm2 under the action of an applied electric field along they axis.
The transverse structure was rotated by 2° about thez axis to provide a clear
view of the arrangement of the atoms.

FIG. 5. The oxygen–oxygen pair correlation function for the two phases of
ice found atA546.24 and 36.0 nm2 that are shown in Figs. 1 and 4, respec-
tively. Also plotted is the pair correlation function for a system of these
phases in coexistence,A540.96 nm2, shown in Fig. 3.
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experimental x-ray and neutron scattering studies of the
structure of water confined in a hydrogel,38 in Vycor
glass39,40 and at a hydrophobic surface.41 In these studies it
was observed that while the first peak in the radial distribu-
tion function is not significantly affected due to the restricted
geometries, a hump appears at aroundr 50.37 nm in a man-
ner identical to that induced by an increase in pressure.42 The
appearance of this peak was interpreted in terms of the dis-
tortion of the hydrogen bonds. Note that the middle layer
shown in the transverse density profile of the oxygen atoms
in Fig. 2 atA536.0 nm2 is buckled.43,44 However, the sys-
tem corresponds to three layers and not to four layers since
the transverse distance between the split peaks of the central
layer is much smaller than the oxygen–oxygen radial dis-
tance.

Figure 6 shows the normalized distribution of the hydro-
gen bond angles for the three values ofA analyzed above.
The curve that corresponds to the ice phase derived from the
structure of cubic ice (A546.24 nm2) has the smallest de-
gree of distortion in the hydrogen bond angles. It is a maxi-
mum at an angle of 166°. Although the maximum of the
curve that corresponds to the ice phase atA536.0 nm2 is
only slightly shifted to smaller angles~to ;162°), the inten-
sity at the maximum is smaller. There is also a larger popu-
lation of angles in the range 115° – 155° that indicates higher
distortions. Indeed all of the bulk ice phases known at higher
density~or higher pressure! exhibit distortions of the hydro-
gen bond angle.1,2,32 In general the higher the pressure the
higher the distortion. In Table I the densities of the ice phases
at different values ofA are presented. The ice phase that
corresponds to the structure of cubic ice (A546.24 nm2) has
a low density, in fact, lower than the density of bulk cubic
ice. The ice structure that corresponds to the rhombic in-
plane structure,A536.0 nm2, has a higher density, however,
it is still lower than the density of most high-pressure bulk
ice phases. The origin of the lower density of the ice phases
under confinement may be due to the incompatibility of the
tetrahedral network with a slab confinement and/or due to the
response of the ice structure to the applied electric field. The
later also generates a distortion of the hexagonal rings along

the direction of the field. The average number of hydrogen
bonds per molecule are also reported in Table I. For the
high-density ice phase, each molecule participates, on aver-
age, in more hydrogen bonds than for the low-density ice
phase. This is because the structure of the layers next to the
surface in the low-density ice has an incomplete number of
nearest neighbors. Although the high-density ice phase is
characterized by a higher number of hydrogen bonds per
molecule, the hydrogen bonds in the low density ice phase
are less distorted. These effects make opposing contributions
to the potential energy of the system,Upot. As shown in
Table I, uUpotu is only slightly larger in the high-density ice
phase.

In Fig. 3 the configuration of the confined frozen water
for A540.96 nm2 is shown. It corresponds to a coexistence
between the low-density and high-density ice phases with
approximately an equal amount of each phase. Thus, the
transverse density profile shown in Fig. 2 and the radial dis-
tribution function shown in Fig. 5 for this value ofA is an
average of the corresponding curves of the two ice phases.
However, the distribution of the hydrogen bond angles~and
so the average number of hydrogen bonds! and the potential
energy of the system,uUpotu, are both smaller than what is
expected from an average of the values of the two homoge-
neous phases. The reason is that the interfacial region be-
tween the two ice phases, which is relatively large compared
to the system size, does not permit an optimal connectivity
between the water molecules. Hence, the system with the
phase coexistence is characterized by a smaller number of
hydrogen bonds and a smaller value ofuUpotu. Note that it is
not possible to present a clear transverse view as the lattice
axis of the two crystals are not aligned with each other.

In Table I results from three other simulations, atH
51.14, 1.36, and 1.86 nm that were started from a configu-
ration of the liquid phase and resulted in crystallization due
to the application of the electric field, are reported. Crystal-
lization occurs even when the system was coupled to a ther-
mal bath withT5300 K. Not every value of plate separation
allows freezing, however, we did not perform systematic
studies to investigate the range of plate separations that did
allow formation of ice. The guiding criterion that we used to
find the value ofH that supported the formation of the con-
fined ice phases was the value of the transverse pressure.
Large positive values of the transverse pressure indicate that
a relaxed structure can be obtained upon increasingH while
large negative values indicate that a decrease ofH is needed.

FIG. 6. Normalized distribution of the hydrogen-bond angles~donor–
hydrogen–acceptor! for the systems analyzed in Figs. 2 and 5.

TABLE I. Density, average number of hydrogen bonds and potential energy
of confined ice phases induced by an external electric-field with magnitude
uEu55.0 V/nm for different plate separations.

H
~nm!

# of
layers

A
(nm2)

T
~K!

r
~g/ml! ^NH-bond&

^Upot&
~kJ/mol!

0.92 3 36.0 280 1.09 3.83 250.5
0.92 3 40.96 280 0.96 3.64 248.7
0.92 3 46.24 280 0.85 3.61 249.4
1.14 4 38.40 300 0.82 3.57 247.8
1.36 5 31.02 300 0.85 3.64 247.7
1.86 8 23.03 300 0.84 3.64 246.7
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The density of the ice phases obtained is similar to the low-
density ice phase found atH50.92 nm. In general, it is ex-
pected that one would observe a larger number of hydrogen
bonds per molecule since the contribution of the interfacial
regions to the entire system decreases. This is only partially
shown in Table I forH51.14, 1.36, and 1.86 nm. A possible
explanation for not observing an increase in the number of
^NH-bond& at H51.86 nm compared toH51.36 nm is that as
H increases the promotion of solidification due to confine-
ment decreases. This can also explain the decrease ofuUpotu
at H51.86 nm compared to that atH51.36 nm. However,
the value of uUpotu is similar for H51.14 nm and H
51.36 nm.

Instantaneous configurations along the transverse direc-
tion for the simulations atH51.14, 1.36, and 1.86 nm are
shown in Fig. 7. The in-plane structure in all cases~data not
shown! is the same as that displayed in Fig. 1. The structure
corresponds to proton-ordered cubic ice. Even at the largest
plate separation studied, the hydrogen-bonding network of
the layers next to the surfaces is disrupted. Figure 8 shows
the radial distribution function of the oxygen atoms. In gen-
eral, all three plots are similar and resemble that shown in
Fig. 5 forA546.24 nm2. However, the intensity of the peaks
are larger for smaller values ofH. This is also evident in the
transverse density profile displayed in Fig. 9. Note that reso-
lution of the peaks cannot be deduced from the instantaneous
plots displayed in Fig. 7. The simulations atH51.14, 1.36,
and 1.86 nm correspond to a thickness of 4, 5, and 8 molecu-
lar layers, respectively. There are no secondary splittings

~buckling! of any of the layers as occurred atH50.92 nm.
Figure 10 displays the distribution of the hydrogen-bond
angles. Again, the curves are very similar to that observed
for the low-density ice phase atH50.92 nm. However, asH
increases the distortion of the hydrogen bonds decreases.

FIG. 7. ~Color! Out-of-plane structures of ice induced by the action of an
external electric field~along they axis! at T5300 K for three values of wall
separation,H. From top to bottom:H51.14, 1.36, and 1.86 nm. Color
scheme is the same as in Fig. 1.

FIG. 8. The oxygen–oxygen pair correlation function for plate separations,
H51.14, 1.36, and 1.86 nm.

FIG. 9. Normalized distribution of the center of mass of oxygen atoms
along the transverse direction for the three values of wall separations shown
in Fig. 7: ~a! H51.14 1.36 nm and~b! H51.86 nm.
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IV. DISCUSSION

In this paper we have shown that liquid water confined
to a slab geometry can be induced to crystallize under the
influence of an external electric field along the lateral direc-
tion. As was found in the case without an external field, the
wall separation plays a crucial role. For example, in the
trilayer system no crystallization was observed forH
<0.90 nm after 20 ns equilibration. However, this depen-
dency decreases as the value of the wall separation increases.
The promotion of crystallization due to the action of an elec-
tric field seems to be thermodynamic in origin. It has been
shown experimentally45,46 and computationally27 that water
confined to thickness of few molecular layers under ambient
conditions does not freeze in contrast to other molecular liq-
uids. We interpret the enhanced stability of the ice phases
relative to the liquid phase in terms of the reduced entropy of
the later. The interaction of the dipoles of the molecules with
electric field restrict their orientational degree of freedom
around axes perpendicular to the field vector. Thus, the dif-
ference of the free energy between the liquid phase and the
solid phase decreases and crystallization occurs earlier. The
work shows that the synergistic effects of confinement and
electric fields can be used in concert to manipulate properties
of water, which may have possible applications such as in
manipulating solutions within high-density microfluidic
chips.47

The structure of the ice phases that we observe at low-
density corresponds to cubic ice. Under normal conditions
liquid water freezes to hexagonal ice. A possible explanation
for this is that a parallel arrangement of the molecular di-
poles can be supported by the diamond-type packing of cubic
ice but not by the hexagonal packing. Therefore, if the ap-
plied field is high enough, the cubic arrangement of the sys-
tem is energetically more favorable.12

The transformation of the ice structure with in-plane
hexagonal symmetry~low density! to a phase with in-plane
rhombic symmetry~high density! is found to be a strong first
order transition. Since there is no group–subgroup relation
between the two phases the transition must be reconstructive.
The strong first order transition observed is due to the deep

attractive well of the intermolecular interactions between the
water molecules. In hard sphere systems, this transition ex-
hibits intermediate phases with either weak first order or sec-
ond order character. Addition of an attractive well to the
interparticle potential changes the transition to be direct with
strong first order character.48

Despite the fundamental difference existing between the
amorphous structure of the liquid phase and the crystalline
structure of the solid phase, it has been argued that this dif-
ference is only in the degree of order rather than a qualitative
difference.49 Thus, the solid and the liquid states of matter
share the same local~short range! structure. The local struc-
ture of the two ice phases that we found in this study is the
same as the local structure of the two phases of bilayer of
liquid water found in the absence of an external field.27 The
difference between the two liquid phases is in the local or-
dering at the level of the second shell of nearest neighbors
and in the transverse density profile. In both the liquid and
the solid phases, the second peak, which gives information
about the local arrangement of the oxygen atoms, is shifted
at the high-density phases, toward lower values of interpar-
ticle separation (r;0.37– 0.41 nm). In this case, a larger
distortion of hydrogen-bond angle is observed. However, the
first peak in the radial distribution function is hardly affected
by the density increase. This similarity between the local
structure of the liquid phase and the short range structure of
the solid phase might be stronger in water due to the deep
attractive well characteristic to hydrogen bond interactions.
In addition, the strong angle dependency of the hydrogen-
bonds forces a tetrahedral order of the first shell of nearest
neighbors.50

A liquid–liquid transition has also been reported in
Monte Carlo studies to take place between a bilayer of liquid
water and a trilayer of liquid water atT5235 K.51 Owing to
the large number of bulk ice phases that are observed at high
pressure, water is actually the most polymorphous substance
known. In this regard, it is interesting to note a recent report,
using the restricted ensemble Monte Carlo method, of four
supercooled bulk water liquid phases atT5235 K.52
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