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The study of crystals at atomic level by electrons – electron crystallography – is

an important complement to X-ray crystallography. There are two main

advantages of structure determinations by electron crystallography compared to

X-ray diffraction: (i) crystals millions of times smaller than those needed for

X-ray diffraction can be studied and (ii) the phases of the crystallographic

structure factors, which are lost in X-ray diffraction, are present in transmission-

electron-microscopy (TEM) images. In this paper, some recent developments of

electron crystallography and its applications, mainly on inorganic crystals, are

shown. Crystal structures can be solved to atomic resolution in two dimensions

as well as in three dimensions from both TEM images and electron diffraction.

Different techniques developed for electron crystallography, including three-

dimensional reconstruction, the electron precession technique and ultrafast

electron crystallography, are reviewed. Examples of electron-crystallography

applications are given. There is in principle no limitation to the complexity of

the structures that can be solved by electron crystallography.

1. Introduction

Electron diffraction (ED) of crystals was discovered in 1927,

only 15 years after the discovery of X-ray diffraction. Soon

after, the fact that electrons, unlike X-rays, can be focused into

an image was exploited in the invention of the electron

microscope (Knoll & Ruska, 1932). The ability to form images

in the electron microscope makes it very powerful for looking

at non-crystalline as well as crystalline objects. Indeed, elec-

tron microscopy (EM) could reveal details within living cells,

with a resolution 100 times higher than the light microscope

(Porter et al., 1945) and played a crucial role in the birth of cell

biology in the 1950s. For crystals, the situation was different.

On one hand, inorganic crystals mostly have unit cells smaller

than 10 Å and so could not be studied until the resolution of

the EM surpassed the 4 Å point-to-point resolution in around

1970. Protein crystals, on the other hand, have much larger

unit cells but are often too thick (>100 nm) to be studied by

EM and they are very radiation sensitive.

The first transmission-electron-microscopy (TEM) images

of an inorganic crystal, the metal oxide Ti2Nb10O29 at 3 Å

resolution (Iijima, 1971), were almost simultaneous with the

first protein crystals studied by TEM: bacteriorhodopsin (7 Å)

and catalase (9 Å) (Unwin & Henderson, 1975). Yet the two

fields of studies of crystals by electrons, inorganics and

proteins, for many years evolved with regrettably little

contact. The protein field followed the pioneering work at

the MRC Laboratory of Molecular Biology in Cambridge

(DeRosier & Klug, 1968; Henderson & Unwin, 1975; Unwin &

Henderson, 1975) using Fourier-transform-based image

processing to get both the crystallographic structure-factor

amplitudes and phases from the TEM images and retrieve the

structures of membrane proteins. For inorganic crystals, such

crystallographic image processing was recognized much later,

although the image resolution for inorganic crystals is much

higher, near atomic resolution. There was an unfortunate

misunderstanding caused by unclear definitions of the word

‘phase’, which is used for both the ‘phases’ of crystallographic

structure factor and ‘phases’ of electron waves. The phase

information of the crystallographic structure factors is present

in TEM images, while the phases of electron waves forming

the TEM images are lost. It suffices to mention the different

periodicities related to the two totally different entities: the

periodicity for each crystallographic structure factor is the d

value, ranging from sub-ångström up to the unit-cell dimen-

sions. The periodicity of the electron wave is the wavelength of

the electrons, often less than 0.03 Å. The mix-up of these two

meanings of the word phase has caused great confusion in the

inorganic field of electron microscopy. The phase confusion

problem has been investigated and clarified in detail by Zou

(1999). The phases of crystallographic structure factors can be

obtained by crystallographic image processing (Klug, 1978–79;

Hovmöller et al., 1984; Zou et al., 1996) from one or several

TEM images. The phase of the electron wave at the exit

surface of a crystal can be obtained by through-focus exit-

wave reconstruction, from a series of TEM images taken at

different defocus values (Van Dyck & Op de Beeck, 1990;

Coene et al., 1992, 1996).
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Similar to X-ray diffraction, the phase information is also

lost in electron diffraction. Already around 1950, a group of

scientists in Moscow made great contributions in using elec-

tron diffraction data for structure determination of both

organic and inorganic crystals (Pinsker, 1949; Vainshtein,

1956; Zvyagin, 1967). The Patterson method and model

building were used for structure solution. Later, Dorset &

Hauptman (1976) showed that direct methods could also be

used for phasing ED data. Cowley (1953a,b,c) performed

structure analysis by electron diffraction before he developed

the theory of multibeam dynamical scattering together with

Moodie (Cowley & Moodie, 1957, 1959a,b). The theory

showed that electron diffraction intensities deviate greatly

from those produced by kinematical scattering. This almost

led to a consensus that it was impossible to obtain intensities in

electron diffraction patterns that were kinematical or near-

kinematical, i.e. could be treated as closely related to the

crystallographic structure-factor amplitudes, except possibly

for crystals containing only light elements, such as organic or

biological crystals. Thus, little effort was made, except by the

Moscow group (Pinsker, 1949; Vainshtein, 1956; Zvyagin,

1967; Vainshtein et al., 1992), Cowley (1953a,b,c) and Dorset

(1995), to collect high-quality ED data and to quantify ED

data at all. This is in great contrast to X-ray crystallography,

where the importance of relative intensities of diffraction

spots was recognized immediately by Bragg and Bragg in 1912.

We now know that it is possible to solve crystal structures from

electron diffraction data with rather heavily distorted inten-

sities. As long as the strongest reflections remain the strongest,

the Patterson function and direct methods may well give a

correct crystal structure. This has been demonstrated by

Dorset (1995, 1998) and shown to hold also for quite thick

inorganic crystals by Weirich et al. (2000).

TEM instrumentation has continued to develop also during

the past decade, especially in terms of resolution. Field

emission guns (FEGs) provide much more coherent and bright

electrons and have pushed the information limit in the TEMs

to sub-ångström levels.

Over the last 25 years, it has been our ambition to develop

electron crystallography into a mature technique such that

unknown complicated crystal structures can indeed be solved

by electron crystallography, from ED data or high-resolution

transmission electron diffraction (HRTEM) images alone, or

by combining amplitude data from ED with phases from

HRTEM images. The invention of the electron precession

technique by Vincent & Midgley (1994) made it possible to

collect more diffraction spots from a single electron diffraction

pattern and obtain integrated intensities from a single crystal,

similar to the electron texture patterns from polycrystalline

samples by the Moscow group (Zvyagin, 1967). This new

technique has finally brought the two communities within

TEM studies of inorganic compounds – crystallographers and

physicists – together. Many are now enthusiastic about the

possibilities of collecting high-quality near-kinematical elec-

tron diffraction data.

In this paper, we show some recent examples of electron-

crystallography applications, mainly on inorganic crystals, with

some of the many exciting developments in the field during the

last decade or so. For electron crystallography studies of

organic crystals and proteins, we refer to recent reviews by

Dorset (1998, 2007) and Renault et al. (2006). Surface struc-

ture analysis by electron crystallography was reviewed by

Leslie et al. (1999). Examples of the study of charge density by

convergent-beam electron diffraction (CBED) are given by

Zuo et al. (1999) and Wu et al. (2004), where multibeam

dynamical scattering has been taken into account. Electron

holography is another technique for studying crystals, which

gives access to the structure information encoded in the phase

of the electron wave and is especially useful for materials with

electric and magnetic properties. For this technique, we refer

to books and reviews by Tonomura (1999), Völkl et al. (1999)

and Lichte et al. (2007). There are many other techniques

within electron microscopy that are useful in the study of

crystals, including electron-energy-loss spectroscopy and

energy-dispersive X-ray analysis, but they are outside the

scope of this paper.

2. Structure determination of inorganic crystals from
HRTEM images

2.1. Direct interpretation of HRTEM images

Atoms can be observed directly by TEM. However,

HRTEM images are sensitive to focus, astigmatism, and

crystal thickness and orientation. Only images of very thin

samples that can be considered as nearly weak phase objects

(<5 nm for metals and alloys, slightly more for oxides and

other compounds mainly containing light elements), taken

near the optimal, so-called Scherzer, defocus can be directly

interpreted in terms of structure projections. Furthermore,

crystals have to be well aligned. The point-to-point resolution

of a conventional TEM operated at 200–400 kV is about 1.6–

2.0 Å; enough to resolve metals in oxides but not the O atoms.

Recent development of aberration-corrected TEM by Haider

et al. (1998) has meant dramatic improvements and pushed

images to sub-ångström resolution. Such HRTEM images

allow quantitative atomic scale analysis of crystals, crystal

interfaces and defects, where O atoms and O vacancies can be

visualized directly by TEM (Jia et al., 2003; Jia & Urban,

2004).

Scanning transmission electron microscopy (STEM) can

provide dark-field images using an annular detector. High-

angle annular dark-field (HAADF) images give a contrast that

directly relates to the atomic numbers of the atomic columns:

Z-contrast (Pennycook & Jesson, 1991). Aberration correc-

tion in STEM has also pushed the resolution of Z-contrast

imaging to sub-ångström resolution (Nellist et al., 2004).

The new sub-ångström techniques in TEM promise very

exciting results in the future. However, for crystal-structure

determinations, the results are still mainly from conventional

TEM and electron diffraction. The power of TEM compared

to diffraction techniques is most evident in samples that are

not perfectly crystalline. Crystals showing diffuse scattering

can only be described in general terms from diffraction data
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150 Zou and Hovmöller � Electron crystallography Acta Cryst. (2008). A64, 149–160



but a HRTEM image shows every atom column. One such

case is illustrated in Fig. 1; a barium niobium oxide with a

complex pattern of niobium octahedra on an underlying

simple tetragonal crystal lattice (Svensson, 1990; Köhler et al.,

1992; Zubkov et al., 1994). The position of every metal column

can be seen in the HRTEM image. When the Fourier trans-

form of the micrograph is calculated, a diffractogram is seen.

All the regions show diffuse scattering with largely similar

features but it is of course impossible to deduce the structure

from these diffraction patterns.

2.2. Retrieval of projected potential by image processing

In general, HRTEM images are distorted by electron optics

(defocus, astigmatism, beam misalignment), crystal misalign-

ment and dynamical scattering. Often, a HRTEM image is not

exactly an enlarged image of the projected structure and

cannot be interpreted directly in terms of the structure

projection. The effects of the electron optics can be described

using a contrast transfer function (CTF). The CTF depends

both on the electron-beam coherency and on the defocus

value and astigmatism; the former results in a damping of the

image information at high resolution. The FEG electron

sources provide a brighter electron beam and more mono-

chromatic and coherent electrons, resulting in much more

high-resolution information in HRTEM images. HRTEM

images from a FEG TEM can contain information on crystal

structures even beyond 1 Å. However, the contrast within a

HRTEM image depends on many parameters including the

defocus and astigmatism, as well as the crystal thickness and

crystal misalignment. Even for HRTEM images taken at the

Scherzer resolution from a very thin crystal (weak phase

object), the contrast at the resolution beyond the Scherzer

resolution can only be interpreted after applying image

processing, compensating for the CTF effects.

Image processing can be done on single images, according

to the crystallographic image processing method originally

suggested by Klug (DeRosier & Klug, 1968; Klug, 1978–79)

and further developed by Unwin & Henderson (1975) and

Hovmöller et al. (1984; Hovmöller, 1992) or by combining data

from several HRTEM images taken at different defocus values

using the through-focus exit-wave reconstruction method

developed by Coene et al. (1992, 1996) to retrieve the

complete exit wavefunction of electrons at the exit surface of

the crystal. The crystallographic image-processing method

mainly aims at retrieving the structure-factor amplitudes and

phases of the crystal in order to obtain the crystal-structure

projection. It can be applied only to very thin crystals. On the

other hand, the structure-factor amplitudes and phases

obtained from HRTEM images of different crystals and

orientations, by crystallographic image processing, can easily

be combined to get a better structure projection (Zou et al.,

1996) or three-dimensional potential map, and can also be

combined with X-ray diffraction data, as described in x2.4. The
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Figure 1
HRTEM image of a barium niobium oxide with diffractograms calculated from four different regions (a)–(d). In the image, every single column of metal
atoms is seen as a black dot. The larger black crosses are octahedra of six Nb atoms. Four such octahedra, in a 2 � 2 arrangement, are marked with a red
circle in (b). The sample is an example of a non-stoichiometric phase in the interesting region between crystalline and amorphous; only the underlying
tetragonal structure is crystalline. The HRTEM image is by courtesy of Gunnar Svensson, Stockholm University, with permission.



through-focus exit-wave reconstruction method aims at

retrieving the electron wavefunction at the exit surface of the

sample, which contains information from both the crystal

structure and interaction between the crystal and electron

wave. This method can be applied for thicker crystals and is

especially useful for studying defects and interfaces (Zand-

bergen et al., 1997) at sub-ångström resolution. It is also

possible to reach sub-ångström resolution by electron holog-

raphy (Lichte et al., 2007). The images reconstructed from the

through-focus exit-wave reconstruction and electron holo-

graph, if applicable, can be further processed by crystal-

lographic image processing to improve the images for crystal-

structure determination. It is worth pointing out that using the

image-processing methods to retrieve the sub-ångström reso-

lution is more economically favorable than using an aberra-

tion-corrected TEM but requires good knowledge of the

methods.

The crystallographic image-processing method was first

used for solving crystal structures of a number of niobium

oxides (Hovmöller et al., 1984; Wang et al., 1988; Zou et al.,

1996). In the projected potential maps obtained by crystal-

lographic image processing from experimental HRTEM

images at 2.5 Å resolution, all metal atoms were resolved and

the atomic positions determined with an accuracy of 0.1–0.2 Å.

Li Fan-hua and Fan Hai-fu’s group in Beijing developed an

image-processing method, combined with image deconvolu-

tion and phase extension by maximum entropy and direct

methods, to solve the crystal structure of K2Nb14O36 (Hu et al.,

1992). They also applied direct methods for solving uncon-

ventional crystal structures such as quasicrystals (Xiang et al.,
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Figure 2
An electron-microscopy image of a crystal of Li2NaTa7O19 taken with a standard 200 kV TEM. Two thin circular regions have been cut out and their
Fourier transforms calculated (below). The larger region is 168 Å across, the smaller 84 Å and contains only 15 unit cells. As expected, the diffractogram
of the larger area (right) shows sharper peaks, but it is possible to solve the structure even from the smaller region (left), as seen in the insets with one
unit cell marked. The Nb atoms are shown in black in the smaller inset and orange in the bigger inset. Thus, a structure can be solved from a crystal
smaller than 10 � 10 nm using electron crystallography.



1990) and incommensurately modulated structures (Mo et al.,

1992).

It is possible to solve crystal structures from extremely small

crystals using HRTEM. The heavier metal-atom positions in

an oxide can be found from crystals as small as ten unit cells.

An example is shown in Fig. 2, where most of the Ta atoms in

Li2NaTa7O19 form characteristic filled pentagonal clusters.

Crystal tilt is a common problem in HRTEM images due to

crystals being slightly misaligned or bent. The amplitudes of

reflections far away from the tilt axis are attenuated by the tilt

(Zou, 1995). However, the phases are practically unaffected

for small tilts and thin crystals (Zou et al., 1995; Hovmöller &

Zou, 1999). Crystal tilt can be compensated to some extent by

imposing the crystallographic symmetry into the image.

2.3. Three-dimensional structure by combining HRTEM

images from different projections

HRTEM images are only projections of the three-dimen-

sional structure. Most structure determinations of inorganic

compounds by HRTEM have been on crystals with at least

one short unit-cell axis (<5 Å). Such structures can be solved

from a single projection along that short axis, where at least

the heavy atoms do not overlap. Unfortunately, in most cases

the physical dimensions of a crystal are inversely proportional

to the unit-cell parameters, so that a crystal with one short

unit-cell parameter (for example a = 4, b = 20, c = 25 Å)

typically grows as needles with the longest physical dimension

parallel to the short unit-cell dimension. Thus, it is often hard

to prepare crystal fragments that are thin enough in the most

desired directions. For complex structures with large unit-cell

axes, atoms overlap (exactly or nearly) in any projection

direction and may not be resolved even with an aberration-

corrected TEM of a resolution beyond 1 Å. The only way to

solve the overlapping problem is to collect several images

from different directions and combine these images into a

three-dimensional structure. In three dimensions, atoms are

never closer than the interatomic distances, typically 1–2 Å.

Nowadays, standard TEMs provide images with resolutions

around 1.6 Å. This resolution is sufficient to resolve almost all

atoms in inorganic samples. Thus, it is possible to solve crystal

structures at atomic resolution by TEM, provided sufficiently

many projections are collected for a three-dimensional data

set. This can often be achieved from several different crystals

with different orientations on the TEM grids, although in

practice it is cumbersome to collect reasonably complete

three-dimensional data.

The first three-dimensional structures determined by TEM

at around 25 Å resolution were biological complexes, such as

the helical tail of bacteriophage T4 (DeRosier & Klug, 1968)

and spherical viruses (Crowther et al., 1970). At this resolu-

tion, individual protein molecules, but not their internal

structures, could be discerned. A remarkable breakthrough

was the first near-atomic structure of a membrane protein; the

three-dimensional structure of bacteriorhodopsin which was

solved by electron microscopy to 7 Å resolution, revealing the

seven trans-membrane �-helices (Henderson & Unwin, 1975).

This was nearly ten years before the first membrane protein

was solved by X-ray crystallography. In Berkeley, Wenk et al.

(1992) combined for the first time HRTEM images from

different projections of a mineral, the silicate staurolite, and

constructed a three-dimensional electron potential map. In

this map, all atoms (Fe, Al, Si and O) were clearly resolved.

This work showed that three-dimensional electron crystal-

lography has a great potential also in structure determination

of inorganic crystals – perhaps even more promising for

inorganic structures than for organic and biological structures

because of the lower radiation sensitivity and thus higher

resolution.

Electron crystallography has made important contributions

to the study of ordered mesoporous materials. In these

materials, the pores are ordered in a crystalline manner but

the walls are constructed of amorphous silica, carbon or metal

oxides. The ordering range is from a few to a few tens of

nanometres and very few diffraction peaks can be detected by

X-ray powder diffraction. Three-dimensional reconstruction

of HRTEM images from different projections has been

applied to solve the three-dimensional structures of a series of

ordered mesoporous materials, for example MCM-41 (Ia�33d),

SBA-6 (Pm�33n), SAB-16 (Im�33m) and AMS-n, mostly by

Terasaki and co-workers (Sakamoto et al., 2000, 2002, 2004;

Kaneda et al., 2002; Garcia-Bennett, Terasaki et al., 2004;
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Figure 3
Two sections of the three-dimensional potential map of �-AlCrFe
obtained by electron crystallography with the structure superimposed.
All atoms are clearly resolved and it is possible to distinguish transition
metals (Fe, Cr, strong peaks) from Al (weak peaks). From Zou et al.

(2003).



Garcia-Bennett, Miyasaki et al., 2004; Gao et al., 2006). It has

also been used for studying the pore structure changes of

ordered large cage-type mesoporous silica FDU-12s under

different synthesis temperatures (Yu et al., 2006).

The structure of the very complex intermetallic compound

v-AlCrFe with a = 40.687, c = 12.546 Å, space group P63/m,

was solved by the combination of HRTEM images and

selected-area electron diffraction patterns from 13 zone axes

(Zou et al., 2003). 124 of the 129 unique atoms (1176 in the unit

cell) were found in the remarkably clean three-dimensional

potential maps obtained by electron crystallography (Fig. 3).

Until today, this is the most complicated structure solved to

atomic resolution by electron crystallography. It demonstrates

that there is no limit to determine complex structures by

electron crystallography.

2.4. HRTEM combined with X-ray powder diffraction

Electron crystallography is especially important for struc-

ture determination of crystalline powders, i.e. crystallites in

the (sub)micrometre range. These are too small for single-

crystal X-ray diffraction, even on a synchrotron, and so are

typically studied by X-ray powder diffraction. However, it is

very hard to solve unknown crystal structures by X-ray

powder diffraction if the unit-cell dimensions are large, say all

are larger than 10 Å and/or the sample is not pure – especially

if it contains three or more compounds. Zeolites are examples

of such structures. Electron crystallography has been used for

structure determination of unknown zeolite structures (see,

for example, Leonowicz et al., 1994; Liu et al., 2001). During

the last year, two zeolite structures TNU-9 and IM-5 that

could not be solved by X-ray powder diffraction alone were

solved by combining HRTEM images from three different

projections and X-ray powder diffraction data (Gramm et al.,

2006; Baerlocher et al., 2007). Crystallographic structure-

factor phases were obtained from HRTEM images taken

along different zone axes using the program CRISP

(Hovmöller, 1992). For zeolite TNU-12, the phase information

was incorporated directly into the zeolite-specific algorithm

FOCUS, which incorporates some of the crystal chemical

information used in model building into the structure deter-

mination process (Grosse-Kunstleve et al., 1997, 1999). The

structure of TNU-9 with 24 unique Si/Al and 52 unique O

atoms could thus be solved (Gramm et al., 2006). For the

structure determination of the zeolite catalyst IM-5, a more

general procedure that can be used for any types of structures

was used. The phase information from IM-5 was incorporated

into the charge flipping structure-solution algorithm, using the

program Superflip (Palatinus & Chapuis, 2006) to generate the

starting phase sets. The structure of IM-5 with 24 unique Si

and 47 unique O atoms (864 atoms in the unit cell) could be

solved (Fig. 4) (Baerlocher et al., 2007). These two structures
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Figure 4
High-resolution transmission-electron-microscopy images taken along different zone axes of IM-5. (a) [100], (b) [001] and (c) [010]. Shown as insets are
the corresponding ED pattern (left), the CTF-corrected and symmetry-averaged image (middle), and the computer simulation from the structural model
(right). (d) The final three-dimensional density map (in green) with a stick model of the final structure of IM-5 (Si atoms yellow, O atoms red)
superimposed for comparison. From Baerlocher et al. (2007).



are more complex than any other zeolites solved today, even

by single-crystal X-ray diffraction. Recently, we could also

solve the structure of zeolite IM-5 only from HRTEM images

taken along three different projections, by three-dimensional

reconstruction (Sun et al., 2007).

3. Structure determination from electron diffraction

3.1. Data-collection techniques and data reduction

Owing to multiple scattering, electron diffraction data

usually deviate substantially from kinematic data. Sample

bending and radiation damage may also affect the data. Thus,

data quality and data-collection strategies are most important

issues for structure determination from electron diffraction

data.

For TEM images, automatic tomography methods have

been developed over the last decade and used, for example, in

three-dimensional reconstruction of whole cells and nano-

particles. It is possible to automatically take a whole series of

around 100 images at for example 1� intervals. The tilting of

the specimen, recentering of the sample and focusing are all

done automatically. The three-dimensional structure can be

seen in three-dimensional visualization programs. However,

the resolution of electron tomography is somewhat limited, to

nanometre resolution.

Kolb et al. (2007) have developed a method for automatic

electron diffraction tomography, combining scanning trans-

mission electron-microscopy (STEM) imaging with diffrac-

tion-pattern acquisition in nanodiffraction mode. This allows

automated recording of single-crystal diffraction tilt series

from nanoparticles with sizes down to 5 nm. Owing to the low

dose used in STEM, organic crystals can also be studied.

The net result of multiple scattering of electrons is that the

stronger diffraction spots redistribute their intensity to the

weaker spots. Above a critical thickness, all diffraction spots

are essentially equally intense (except for the fall-off with

scattering angle) and then there is no longer any structural

information in the diffraction pattern except for the lattice.

One reason for this dynamical behavior is the very short

wavelength of electrons; some 50 times shorter than X-rays.

This results in an Ewald sphere that is almost flat; in a single

still photo along a zone axis, all diffraction spots out to beyond

1 Å are simultaneously excited and thus interact. One way to

minimize multiple diffraction is therefore to tilt the crystal by

a degree or two. This can be done by electron precession

(Vincent & Midgley, 1994), where the beam is tilted by a few

degrees and then rotated in a conical fashion, such that the

same area of the sample is always illuminated by the electron

beam. Beneath the sample, in a synchronized fashion, the

beam is tilted in the opposite direction, such that the diffrac-

tion pattern remains stationary. The method is analogous to

precession in X-ray crystallography, except that in the X-ray

case it is the crystal and film that move while the beam is fixed.

During precession, the Ewald sphere scans through the

reflections, which results in integrated intensities. The great

improvement in data quality by electron precession can be

appreciated from diffraction patterns of the cubic mineral

uvarovite, shown in Fig. 5. Not only are the intensities close to

kinematical, i.e. close to the squares of the structure-factor

amplitudes, they also go to higher resolution when using

precession.

3.2. Unit-cell and space-group determination and indexing

from powders

Unlike X-ray powder diffraction, where the three-dimen-

sional reciprocal lattice collapses into a one-dimensional line

spectrum, each electron diffraction pattern gives an undis-

torted representation of a two-dimensional section through

the three-dimensional reciprocal lattice. The unit-cell par-

ameters can be directly determined from one or several ED

patterns (Zou et al., 2004) and all reflections can be uniquely

indexed. If the crystal diffracts well, a conventional still ED

Acta Cryst. (2008). A64, 149–160 Zou and Hovmöller � Electron crystallography 155
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Figure 5
Electron diffraction patterns of uvarovite, Ca3Cr2(SiO4)3, space group Ia�33d, a = 11.99 Å, with precession (a) off and (b) on. (c) Simulated diffraction
pattern, using the kinematical approximation. Notice the effects of dynamical diffraction in (a); all reflections have nearly the same intensities. In
contrast, the precession pattern (b) is very close to the kinematically calculated one in (c). After Gemmi & Nicolopoulos (2007).



pattern may contain narrow rings of reflections from the high-

order Laue zones (HOLZs) around the zero-order Laue zone

(ZOLZ). The HOLZs carry additional three-dimensional

information from which the unit-cell parameters and lattice

types can be determined.

Determination of unit-cell parameters by electron diffrac-

tion helps for correct indexing of X-ray powder diffraction

data. On the other hand, X-ray powder diffraction data

provide more accurate d values needed for precise unit-cell

parameters. The complementarity of X-ray powder and elec-

tron diffraction methods is also seen in that the X-ray powder

pattern is representative for the whole sample, whereas elec-

tron diffraction is collected from one crystal at a time. For

multiphase samples, it may be impossible to index the X-ray

powder diffraction pattern. Using only electron diffraction, on

the other hand, may result in collecting data from a minority

phase, mistaken for being the main phase (for example if the

minority phase has thinner crystals that diffract electrons

better). In such cases, it is invaluable to combine the two

methods, making sure that the strongest diffraction spots in

ED correspond to the strongest peaks in X-ray powder

diffraction.

The simultaneous presence of diffraction data from the

ZOLZ and first-order Laue zone (FOLZ) also helps in

determining the space group by comparing the systematic

absences in both the ZOLZ and FOLZ, especially when

precession electron diffraction is applied. With electron

precession, the FOLZ ring expands considerably, making it

easy to see the lattice of diffraction spots. By comparing the

lattices of spots in the ZOLZ and the FOLZ, it is straight-

forward to see if the lattice is primitive or centered, and to see

if there is a glide plane perpendicular to the present direction.

For primitive cells without glide planes, the ZOLZ and FOLZ

lattices are identical. If there is a glide plane, half the reflec-

tions in the ZOLZ are absent. If the crystal lattice is centered,

there are equally many spots per unit area in the ZOLZ and in

the FOLZ, but the lattices are shifted relative to each other.

All the details of how this can be used for (partial) space-

group determination have been worked out by Morniroli &

Steeds (1992) and demonstrated on real crystals by Morniroli

& Redjaimia (2007). An example of determining the

symmetry of the mineral mayenite is shown in Fig. 6.

Convergent-beam electron diffraction can also be used for

determination of unit cell and space group, see for example

Williams & Carter (1996).

3.3. Phasing electron diffraction data

The phase information which is lost in electron diffraction

can be retrieved by direct methods, just as for X-rays. This is

especially useful when it is not possible to obtain any (or

sufficiently many) reflections with phases from HRTEM

images to solve the structure. Some reasons may be: radiation

damage of the sample, crystals too thick, insufficient resolu-

tion of the electron microscope. Direct methods have been

applied to electron diffraction data, as first introduced by
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156 Zou and Hovmöller � Electron crystallography Acta Cryst. (2008). A64, 149–160

Figure 6
Precession diffraction pattern of mayenite (cubic, I�443d, a = 11.99 Å) simulated by eMap (Oleynikov, 2006) and analyzed by Space Group Determinator

(Oleynikov et al., 2008). The symmetry of the inner ZOLZ is 6mm but the HOLZ ring is only 3m, ruling out hexagonal space groups. The extinction rules
(h + k� l = 3n) are only compatible with rhombohedral and cubic symmetries. Since the crystal is cubic, the zone axis must be [111] and the space group
must be I-centered.



Dorset & Hauptman (1976) and recently reviewed by Gilmore

(2003), who also developed the method using maximum

entropy and likelihood phasing for solving structures from ED

data (Gilmore et al., 1990). Electron diffraction data are less

ideal for this purpose than X-ray data for two reasons;

multiple scattering of electrons makes the relative intensities

uncertain and the electron diffraction data sets are seldom

complete. In spite of these problems, it has recently been

shown that inorganic crystal structures with quite heavy

elements can also be solved by direct methods provided that

the crystals are thin enough (Wagner et al., 1999; Weirich et al.,

2000).

The precession electron diffraction technique by Vincent &

Midgley (1994) can minimize the contribution from the non-

systematic multiple scattering and push the limit of direct

phasing of electron diffraction data. Gjønnes and co-workers

(Gjønnes, Cheng et al., 1998; Gjønnes, Hansen et al., 1998)

solved the structure of AlmFe from three-dimensional

precession diffraction data using Patterson methods. Gemmi et

al. (2003) solved the structure of Ti2P by direct methods using

precession data merged from three projections. Own has built

his own precession systems and made systematic studies on the

applicability and limitations of precession data for structure

determination (Own, 2005). Only after the more recent

development of a commercially available electron precession

camera, the Spinning Star by NanoMEGAS (2006), has

precession electron diffraction data been applied to a wide

range of inorganic structures, for example perovskite-related

heavy-metal oxides (Boulahya et al., 2007), minerals (Gemmi

& Nicolopoulos, 2007) and zeolites (Dorset et al., 2007).

Different methods such as direct methods, Patterson methods

and maximum entropy and likelihood were used for phasing

the diffraction data.

A new way for phasing ED data of a series of structurally

related compounds, such as quasicrystal approximants, is to

use the ‘the strong reflections approach’ (Christensen et al.,

2004). This approach is valid on different structures that

contain similar scattering motifs (for example atom clusters)

oriented in a similar way, giving similar intensity distribution

of reflections in reciprocal space. The structure-factor phases

of the strong reflections of an unknown structure are deduced

from those of a known related structure, while the structure-

factor amplitudes of the unknown structure can be obtained

either experimentally, by X-ray or electron diffraction, or

estimated from those of the known related structure. Atomic

positions are obtained directly from the three-dimensional

map calculated from the obtained structure-factor amplitudes

and phases of the strong reflections. The strong-reflections

approach is based on three important facts: (i) for solving

structures, only the strongest reflections are needed and their

structure-factor phases must be correct; (ii) when the strongest

reflections with correct phases are included in the calculation

of the three-dimensional map, the structure model obtained is

correct to the extent that 90–100% of the heaviest atoms are

found within about 0.2 Å from their correct positions; (iii) for

quasicrystal approximants that are closely related, where the

strong reflections are close to each other in reciprocal space

and have similar structure-factor amplitudes (as in Fig. 7),

their phases will also be similar (Zhang, Zou et al., 2006;

Zhang, He et al., 2006). The strong-reflection approach has

been used to solve structures of several unknown quasicrystal

approximants (Oleynikov et al., 2006; Zhang, He et al., 2006;

He et al., 2007).

4. Structure refinement

Complete crystal-structure determination (after collecting the

data and finding the unit cell and symmetry) can be divided

into two distinct steps: solving the structure and refining it.
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Figure 7
Electron diffraction patterns from (a) the � and (b) the �(�)
approximants taken at 100 kV along the c axis, on the same scale and
with similar orientation. The corresponding strongest diffraction spots in
the two approximants are marked by arrow heads. The diffraction pattern
of � in (a) shows only p6 symmetry while that of �(�) in (b) shows p6m
symmetry. Note however that the strongest diffraction spots in � (a) have
approximate p6m symmetry. From Zhang, He et al. (2006).



Solving the structure means finding a rough model of at least

the strongest scattering (= heaviest) atoms. For solving a

structure, any method, including trial and error, may be used.

The structure model arrived at, from for example HRTEM

images, needs to be verified and further improved. This can be

done by refinement of the structure model by least-squares

methods against ED data. The accuracy of atomic coordinates

obtained from a two-dimensional projection by TEM to 2 Å

resolution is about 0.1–0.2 Å. This limited accuracy is mainly

due to the sparse amount of experimental data, with typically

no more than one reflection per atomic coordinate. Electron

diffraction data extend to much higher resolution, typically 0.8

to 0.5 Å and so contain about ten times more reflections than

the corresponding HRTEM image. ED data have the further

advantage compared to the image data that the ED ampli-

tudes are not distorted by the contrast transfer function (CTF)

of the microscope and do not change dramatically with the

defocus as do the images. The fact that ED patterns do not

contain phase information is no disadvantage for the refine-

ment because only the amplitudes are needed at this stage of a

structure determination.

Structure refinement based on kinematical scattering was

first applied by Vainshtein (Vainshtein, 1956; Vainshtein et al.,

1992). Weirich et al. (1996) solved the structure of the

unknown compound Ti11Se4 from a HRTEM image combined

with crystallographic image processing. 23 unique atoms were

located from the reconstructed potential map. The structure

was then refined from the crystallographic R value of 48.4% of

the starting model to 14.7% for the final model and a precision

of 0.02 Å for all the atoms using intensities extracted from ED

patterns (extending to 0.75 Å resolution) of a very thin crystal.

If the crystals are thick, structure refinement assuming the

kinematical approximation is no longer possible. ED data

contain a higher proportion of multiply scattered electrons

than HRTEM images, mainly because ED patterns are usually

taken from a larger and thicker region than those thinnest

parts of HRTEM images which are cut out and used for image

processing. As a remedy for this, structure refinement taking

the dynamical scattering into account was developed by Sha et

al. (1993) and Zandbergen and Jansen (Zandbergen et al.,

1997; Jansen et al., 1998), the latter known as the MSLS (for

multislice least squares) software. Electron diffraction from

crystal regions with relatively homogeneous thicknesses was

used. The crystal orientation, crystal thickness and the atomic

coordinates were refined simultaneously. The advantage of

MSLS is that the method can be applied to thicker crystals.

However, the electron diffraction patterns should be taken

from areas with homogeneous crystal thickness and free of

crystal bending. Very often, a strong and coherent electron

source provided by for example FEG is needed. The compu-

tation time also increases drastically with the complexity of

structures.

Another approach for structure solution and refinement is

to use the dynamical diffraction data from convergent-beam

electron diffraction (Zuo & Spence, 1991; Tsuda & Tanaka,

1995). Accurate structure-factor determination by CBED can

provide information on the location of valence-charge distri-

bution (Zheng et al., 2005). Structure analysis by CBED has

been summarized in two review articles (Spence, 1993;

Tanaka, 1994).

Structure refinement by X-ray powder diffraction using the

Rietveld method has become a routine method. When good

enough X-ray powder diffraction data are available, it is very

efficient to refine the structures solved by electron crystal-

lography against X-ray powder diffraction data (Wagner et al.,

1999).

5. Ultrafast electron crystallography

Most chemical reactions and phase transitions occur on a time

scale of femto- to picoseconds. The strong interaction between

electrons and matter makes electron crystallography the

unique technique to determine the entire structure changes

within such a short time scale. A new field of electron crys-

tallography, four-dimensional ultrafast electron crystal-

lography (UEC), has been developed by Zewail’s group (Ihee

et al., 2001; Zewail, 2006) and Siwick et al. (2003) to combine

atomic scale resolutions in both space and time. The main

advantages of using electrons to achieve joint spatial (Å) and

temporal (ps and fs) resolutions compared to X-rays are: (a)

the cross section for electron scattering is about six orders of

magnitude larger than that of X-ray scattering, so electrons

can reveal transient structures of gases, surfaces and (thin)

crystals; (b) electrons are less damaging to specimens per

useful elastic scattering event than are X-rays (Henderson,

1995); (c) electrons can be focused to form images, (d) the

experiments are of ‘tabletop’ scale and can be implemented

with ultrafast (fs and ps) laser sources, and (e) with properly

timed sequences of electron pulses – frame referencing – it is

possible to ‘isolate’ in time the evolving transient structure(s)

(Zewail, 2006). This makes electrons more feasible for struc-

tural studies on a femto- and picosecond scale compared to

the ‘free-electron’ synchrotron source (Thomas, 2004).

Ultrafast electron crystallography has been applied to

transient structures of molecules, surfaces and phase transi-

tions (Ruan, Vigliotti et al., 2004), structural dynamics of

interfacial water on hydrophilic and hydrophobic substrates

(Ruan, Lobastov et al., 2004), monolayer and bilayer phos-

pholipids on hydrophilic and hydrophobic substrates (Chen et

al., 2006), surface structural dynamics with atomic scale

resolution (Vigliotti et al., 2004; Chen et al., 2005), and struc-

tures and dynamics of self-assembled surface monolayers

(Ruan, Yang & Zewail, 2004). Applications of this technique

will open a new era in physics, chemistry and biology.

6. Conclusions

Electron crystallography has proven to be a unique technique

for atomic structure determination of nano-sized crystals, from

inorganic through organic to protein crystals. There is no

overlapping problem of diffraction peaks from nano-sized

single crystals as in X-ray powder diffraction. Crystal struc-

tures can be directly determined from HRTEM images of thin

crystals, from which both the structure-factor amplitude and
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158 Zou and Hovmöller � Electron crystallography Acta Cryst. (2008). A64, 149–160



phase information can be obtained by crystallographic image

processing. Crystal structures can be solved to atomic reso-

lution in two dimensions as well as in three dimensions, and in

principle there is no limitation to the complexity of the

structures. Structures can also be determined by exit-wave

reconstruction from a through-focus series of HRTEM images.

In addition, HAADF STEM imaging gives Z-contrast that can

also be used for the location of heavy atoms. While crystal-

lographic image processing mainly deals with crystalline

samples, exit-wave reconstruction and HAADF STEM

imaging can be used for studying also non-crystalline samples,

defects and interfaces. Since all this information is related to

the atomic structures of the sample, crystallographic image

processing can be applied to the reconstructed exit waves and

HAADF STEM images of crystals.

Atomic structures can be determined from only electron

diffraction data. The phase information can then be obtained

by for example direct methods, Patterson methods, maximum

entropy and likelihood, and from related structures by the

strong reflections approach. The development of the electron

precession technique makes structure determination by elec-

tron diffraction very promising. Recent developments in

instrumentation and methods have not only pushed the spatial

resolution of electron crystallography into the sub-ångström

scale but also the time scale into femtoseconds.

However, electron crystallography is still a complementary

method to X-ray diffraction. Before electron crystallography

can become a routine technique for crystal-structure deter-

mination, as single-crystal X-ray diffraction and X-ray powder

diffraction are today, several major challenges remain. Auto-

matic collection of high-quality three-dimensional data,

automatic data processing and methods, and software devel-

opment for routine structure determination must be devel-

oped. Significant advances have been made towards these

goals during the past decade. Hopefully, routine structure

determination by electron crystallography is just around the

corner.
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