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The dissociative chemisorption of methane on metal surfaces has attracted much attention in recent
years as a prototype of gas-surface reactions in understanding the mode specific and bond selective
chemistry. In this work, we systematically investigate the influence of electron-hole pair excitations
on the dissociative chemisorption of CH4/CH3D/CHD3 on Ni(111). The energy dissipation induced
by surface electron-hole pair excitations is modeled as a friction force introduced in the generalized
Langevin equation, in which the independent atomic friction coefficients are determined within the
local-density friction approximation. Quasi-classical trajectory calculations for CH4/CH3D/CHD3

have been carried out on a recently developed twelve-dimensional potential energy surface. Com-
paring the dissociation probabilities obtained with and without friction, our results clearly indicate
that the electron-hole pair effects are generally small, both on absolute reactivity of each vibrational
state and on the mode specificity and bond selectivity. Given similar observations in both water and
methane dissociation processes, we conclude that electron-hole pair excitations would not play an
important role as long as the reaction is direct and the interaction time between the molecule and metal
electrons is relatively short. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4959288]

I. INTRODUCTION

In the industrial production of syngas via steam
reforming, the dissociative chemisorption (DC) of methane
on transition-metal catalyst surfaces is the initial and rate-
limiting step.1 This reaction also serves as a prototype
for understanding the dynamics of polyatomic DC at
the gas-solid interfaces.2–6 State-of-the-art quantum state
resolved experiments, mainly from the Beck and Utz groups,
have reported significant effects of the translational energy
and vibrational excitations on the DC of CH4 and its
isotopologues.7–23 Special attention has been paid to mode
specificity, namely, the different effects of the reactant
vibrational modes on the reactivity, and bond selectivity,
referring to selective bond breaking. In general, stretching
excitations of methane were found to be more effective
than their bending counterparts, and in some cases, than
the translational energy in promoting the DC. Excitations of
certain vibrational modes in partially deuterated methane have
also been shown to selectively break bonds. A similar mode
specific DC process has been found in another important
polyatomic molecule, namely, water.24 These observations
suggested that all forms of energy are not equal and as a
result DC reactions are strongly influenced by dynamics and
therefore not describable by statistical models.

a)Author to whom correspondence should be addressed. Electronic mail:
bjiangch@ustc.edu.cn

The pioneering experiments on methane DC offered a
challenge and stringent test for theoretical models. Even
on a rigid surface, fifteen degrees of freedom (DOFs)
are needed to characterize methane, rendering this system
very challenging for theoretical characterization. In the last
decade, extensive theoretical efforts have been devoted to the
understanding of the multi-dimensional interaction potential
energy surface (PES) and dissociation dynamics.25–42 For
example, Jackson and co-workers advanced the use of
the reaction path Hamiltonian (RPH) to describe the DC
process,29,30 in which the vibrational modes perpendicular
to the reaction coordinate are approximated as harmonic
oscillators.43 The same group has also devised effective
approximations for including effects of surface impact sites
and lattice motion.25,26,28 We have approached the problem
from a different perspective that is based on constructing a
fully coupled high-dimensional PES on the rigid Ni(111)
surface by accurately fitting a large number of density
functional theory (DFT) energies.31 This approach has also
been taken by Zhang and co-workers, who have recently
reported several high-dimensional PESs for methane DC.37,38

A similar strategy is to parameterize a reaction force field for
the same system based on DFT data, as demonstrated by Dong,
Busnengo, and co-workers.35,36 These global PESs enabled
both quantum dynamical (QD) and quasi-classical trajectory
(QCT) studies of the DC dynamics.25–32,35,37,38,40–42,44,45 On
the other hand, Ab Initio Molecular Dynamics (AIMD),
which requires no pre-calculated PES because the forces
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are obtained on-the-fly from DFT calculations, have been
spearheaded by Kroes and co-workers to investigate the
CHD3 dissociation on Ni(111) and Pt(111).33,34,39,41 While
the quantum effects are treated approximately or ignored
altogether, this approach allows the natural inclusion of
surface effects. These quantum and classical studies have shed
valuable light on the dissociation dynamics and provided the
impetus for the establishment of the sudden vector projection
(SVP) model46,47 to understand the origin of the observed
mode specificity and bond selectivity.

Despite the general success of aforementioned classical
and quantum dynamical models, a key question remains. All
existing theoretical models are based on the adiabatic Born-
Oppenheimer approximation, in which the electronic and
nuclear motions are assumed to be separable. However, such
an assumption is questionable near a metal surface because
the electronic energy levels are near degenerate and thermal
electron-hole pairs (EHPs) are prevalent.48 Indeed, there is
ample evidence of non-adiabaticity near metal surfaces.48–52

It is thus conceivable that DC processes can be influenced by
surface EHPs, which could dissipate energy in the molecule
and compete with the bond cleavage process. In the DC of
diatomic molecules like H2 and N2;53–57 however, the non-
adiabatic effects have been found to be generally very small,
although Luntz et al. argued for a more important role of EHPs
for N2/Ru(0001).58 Very recently, we reported the first study
on the effects of EHPs in the DC of a polyatomic molecule,
namely, water, on Ni(111).59 Using a friction model, it was
found that the EHPs lead to a small decrease of the dissociation
probability, but this decrease is more or less the same for each
vibrational state of water, thus statistically having almost no
effect on the mode specificity. In the present work, we extend
the friction model to study the non-adiabatic effects in the
DC of CH4/CHD3/CH3D on Ni(111), focusing on the mode
specificity and bond selectivity. Sections II–IV are arranged
as follows: Section II discusses the friction model and its
implementation in quasi-classical trajectories. The results are
presented and analyzed in Sec. III. Finally, conclusions are
given in Sec. IV.

II. COMPUTATIONAL DETAILS

A. Potential energy surface

In this work, our twelve-dimensional (12D) global PES
for describing the DC of methane on a rigid Ni(111) surface
was employed.31 Within the flat surface approximation, the
lateral coordinates (X , Y ) and azimuthal angle (φ) were
neglected, but all other important DOFs in methane DC are
included. The PES was fit to over 36 000 DFT points computed
with the PW91 functional60 using the permutationally invariant
polynomials method61 adapted for gas-surface reactions,62

where the projection of the molecular center on the surface
is fixed at that of the transition state, very close to the
top site. This single-site model is supported by more recent
high-dimensional quantum dynamical calculations indicating
the dominant role of the top site in the DC of methane.40 This
PES, which is fast to evaluate and preserves the permutation
symmetry of the four H atoms, has been used in both QD

and QCT studies of the methane DC reaction, yielding results
that are in good agreement with observations.31,32 Although
PESs including more DOFs have now been available,35,37,38

it is unlikely that the additional DOFs will change the
physics in a fundamental way, as the reactivity is dominated
by the minimum energy path over the top site, especially
at low energies.34,40 Quantitatively, the flat surface model
imposed here may overestimate the energy dissipation by
EHP excitations, because the reactive trajectories that, in the
full-dimensional model, deviate from the minimum energy
reaction path will have the lower velocities along the reaction
coordinate and tend to reduce the friction induced energy
dissipation.

B. Friction model

Following our previous work,59 the EHP effects can be
modeled as a friction force63,64 in the following generalized
Langevin equation:65

mi

d2
Ri

dt2
= −

∂V (Ri)

∂Ri

− ηi(Ri)
dRi

dt
+ Fi(T), (1)

where Ri and mi are the position and mass of the ith atom in
the molecule, V (Ri) is the adiabatic PES, and Fi(T) represents
the temperature-dependent random force, which is typically
very small at low surface temperatures and was neglected
here. The key in Eq. (1) is the dissipation force due to surface
EHPs, which is determined by coordinate-dependent atomic
friction coefficients (ηi(Ri)) and velocity ( dRi

dt
). We note that

the possibility of surface phonon excitations is beyond the
scope of this work, but should be included in a complete
treatment.

Because of its simplicity and effectiveness, electronic fric-
tion models have been successfully used to study a wide range
of non-adiabatic processes on metal surfaces, such as atomic
and molecular scattering and adsorption,66–76 vibrational
relaxation of adsorbates,77–81 and DC processes.54,55,58,59,69,82

In our model, the molecule is assumed as a collection
of atoms in the independent-atom approximation (IAA),54

further simplifying the calculation. In addition, atomic friction
coefficients are obtained with the local-density friction
approximation (LDFA)54,63,78 and they depend on the local
electronic density in which the atom is embedded. This IAA-
LDFA model has been shown to be reasonably accurate.75,80,81

Specifically, the coordinate-dependent friction coefficient
for an atom within LDFA is calculated in the free electron gas
(FEG) model as54,66,67

ηi =
4πρ
kF

∞


l=0

(l + 1)sin2[δi
l
(kF) − δi

l+1(kF)], (2)

where kF is the Fermi momentum and δi
l
(kF) are the scattering

phase shifts of the Kohn-Sham orbitals at the Fermi level, and ρ

is the embedded electron density, which was readily computed
on the bare Ni(111) surface using DFT in our earlier work.59

The phase shifts in Eq. (2) are usually computed with the
local density approximation (LDA) and, therefore, it neglects
the possible spin-polarization that may remain in case of
open-shell atoms embedded in a low-density FEG. This was
also the case of the friction coefficients tabulated by Puska
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TABLE I. Friction coefficients for a C atom as a function of the embedding
mean electron radius rs as calculated with the LDA and LSDA (see Sec. II).
All values in atomic units (a.u.).

η (a.u.)

rs (a.u.) 3.5 4.0 4.25 4.5 4.75 5.0 5.85 6.0 6.5 7.0
LDA 0.254 0.199 0.178 0.161 0.146 0.133 . . . 0.103 . . . . . .
LSDA 0.254 0.166 0.127 0.1 0.077 0.061 0.031 0.028 0.022 0.018

and Nieminen for various atoms.83 The use of the local spin
density approximation (LSDA) is obviously more appropriate,
but the differences in the friction coefficient values for most
atoms of interest are very minor and commonly neglected.
An exception is the C atom at very low densities. Table I
and Fig. 1 show the corresponding LDA and LSDA friction
coefficient values as a function of the mean electron radius rs,
which is associated with the embedded electron density with
ρ = 3

4πr3
s

. Note that the LDA and LSDA friction coefficients
for H atoms are essentially the same. Since the differences
already become apparent at densities that will be probed in
our simulations (rs > 4 a.u.), we opt for using the LSDA
values when calculating the friction force on C. Nonetheless,
we have also verified that the results of Section III were little
changed if the LDA friction coefficients were used instead.

FIG. 1. (a) Friction coefficients of H and C as a function of the mean electron

radius rs defined as rs =
(

3
4πρ

)1/3
; both LSDA and LDA results for C atom

are presented. (b) Friction coefficients for the C and dissociating H atoms
in the molecule as a function of their vertical distances above the surface
with the lateral coordinates fixed at the transition state (ZTS,C and ZTS,H are
marked by arrows), the corresponding electron densities over (XTS,C, YTS,C)
and (XTS,H, YTS,H) as a function of the vertical distances are shown in the
inset.

The use of an analytical PES in Eq. (1) offers substantially
lower computational costs than the AIMD approach, enabling
the calculations of many more trajectories to achieve good
statistics, which are necessary to quantify the effects of EHP
dissipation in various quantum states of CH4 and several of
its partially deuterated isotopologues.

C. Quasi-classical trajectory method

The QCT calculations were performed with and without
friction using a modified VENUS program.84 Since the
Ni(111) surface is considered to be flat in our 12D PES,
the embedded electron density for each atom was evaluated
such that the center of mass (X , Y ) coordinates was fixed
at the transition state. Standard normal mode sampling was
applied to obtain the initial coordinates and momenta of
rotationless CH4 and its deuterated isotopologues, followed
by a random orientation. The translational energy ranges
from 18 to 33 kcal/mol depending on the initial state. The
integration time step was set to 0.10 fs, which conserves the
total energy within 10−3 kcal/mol in the absence of friction.
To control the standard error of the overall reactivity below
5%, as many as 2 × 105 trajectories were run at the lowest
translational energy. Initial separation between the molecule
and the surface was 6.0 Å. The reactive trajectories are those
for which the distance between the C atom and any H (or D)
atom exceeded 2.2 Å, while the non-reactive ones are collected
if the molecule reaches 6.1 Å after being scattered off the
surface. The dissociation probability was computed by the
fraction of the number of reactive trajectories (Nr) in total
number of trajectories (Ntotal).

III. RESULTS AND DISCUSSION

In Fig. 1(a), the computed friction coefficients for the
H and C atoms according to Eq. (2) are compared as a
function of the mean electron radius rs. Note that ηC is larger
than ηH when the electron density is high and both become
negligible for very low densities. More explicitly, Fig. 1(b)
displays the friction coefficients of C and H as a function
of the vertical distance from the surface. Since our PES was
constructed in the way that the lateral coordinates (X , Y )
of the molecular center are fixed at the transition state, the
atomic coordinates are therefore subjected to this restriction.
Both friction coefficients increase rapidly as the atoms move
to the surface where the electron density is high. At the DC
transition state, the dissociating H atom is closer to the surface
(ZH = 1.09 Å) than the C atom (ZC = 2.10 Å), giving rise to
larger ηH than ηC. This phenomenon is similar to that in the
DC of water on Ni(111).

Let us first discuss the dissociation of CH4. Figure 2(a)
shows the QCT dissociation probabilities with and without
friction for CH4 in its ground state and first excited state
in each vibrational mode. Clearly, vibrational excitations
strongly promote the reaction. More precisely, the symmetric
(v1) and antisymmetric (v3) stretching modes show the
comparably largest enhancements, followed by similar but
smaller enhancements of the two bending modes (v2 and
v4). When EHP excitations are included, the dissociation
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FIG. 2. Calculated overall reactivities for the CH4/CHD3/CHD3 dissocia-
tion on Ni(111) with (open symbols) and without friction (solid symbols) for
various initial states.

probabilities generally decrease, which is consistent with
previous observations in direct dissociation processes of H2

54

and H2O.59 This can be attributed to the competition between
the dissociation and the EHP induced dissipation.59 However,
the mode specificity is less affected by EHP excitations
because the inhibition of the reactivity is similar for each
CH4 vibrational state, as found in our previous study in the
D2O/Ni(111) system.59

The vibrational efficacy for a vibrationally excited
state with respect to the ground state is described by
the ratio of the translational energy difference at a given
dissociation probability P0 between the two vibrational states
and the corresponding vibrational excitation energy, i.e., ηv

= [En(v,P0) − En(v − 1,P0)] /∆Ev.85 Since the experimental
data have been often fit to an S-shaped reactivity curve
suggested by Luntz,85 with the same parameters of the widths
and the saturation value of the reactivity for the ground and

TABLE II. The calculated vibrational efficacies with respect to overall
reactivity of various vibrational modes in the dissociative chemisorption of
CH4/CHD3/CH3D with and without electronic friction.

Vibrational efficacy

Mode Without friction With friction

CH4

v1= 1 0.48–0.56 0.46–0.59
v2= 1 0.21–0.41 0.21–0.51
v3= 1 0.47–0.54 0.45–0.59
v4= 1 0.24–0.50 0.24–0.45

CH3D
v1= 1 0.47–0.69 0.38–0.66
v2= 1 0.60–0.70 0.55–0.74
v4= 1 0.38–0.47 0.32–0.47

CHD3

v1= 1 0.63–0.84 0.57–0.79
v2= 1 0.66–0.85 0.60–0.85
v4= 1 0.59–0.68 0.56–0.71

excited state reaction probability curves, the corresponding
vibrational efficacies are independent of translational energy.
In practice, the calculated vibrational efficacy may depend
sensitively on the translational energy. As listed in Table II,
vibrational efficacies obtained with and without friction
are found to vary in roughly the same ranges with small
differences, given uncertainties in the estimate of the
theoretical vibrational efficacies by interpolating the scattered
QCT dissociation probabilities at specific energies.

Analogously, the overall reactivity of CHD3 and CH3D,
including both the C–H and C–D bond cleavages, is also
presented in Figs. 2(b) and 2(c), with the molecules in
the ground and first excited states in the C–H or C–D
stretching modes, namely, v1, v2, and v4, respectively. The
vibrational energy in these excited states is expected to be
highly localized in the vibrating bond(s), which would become
reactive leading to prominent bond selective behavior. Note
that the v1, v2, and v4 modes represent the CH stretch, CD3

symmetric stretch, and CD3 antisymmetric stretch in CHD3,
respectively, while they stand for the CH3 symmetric stretch,
CD stretch, and CH3 antisymmetric stretch in CH3D. It is
found that CHD3(v1 = 1) is in general more reactive than
CHD3(v2 = 1) and CHD3(v4 = 1) in the energy range studied
here. On the other hand, CH3D(v1 = 1) shows slightly higher
enhancement at low energies over the other two, while their
reaction probabilities are close to each other at high energies.
Similar to the CH4 case, EHP excitations, described by the
electronic friction, appear to suppress the dissociation of all
initial states, to roughly the same extent. As a result, the
vibrational efficacies do not change significantly, as given in
Table II.

Interestingly, all QCT vibrational efficacies are found
to be much smaller than experimental values4 and reduced
dimensional quantum results,30,31 despite the fact that they
reasonably reproduce the general trend, e.g., the stretching
modes are generally more efficacious than the bending ones.
Since our QCT calculations are based on the flat surface
model and the full dimensional QD calculations are not yet
available, we defer a quantitative comparison to the future
work. In the case of H2O dissociation on Ni(111), the full-
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dimensional static QCT predicted vibrational efficacies are
only slightly smaller than their quantum counterparts and all
exceed unity.59,86

While the overall vibrational efficacies are similar, the
specific vibrational efficacies for breaking the C–H and C–D
bonds are quite different. The so-called bond selectivity has
been observed in experiments14,17,19,23 and interpreted using
various models.32,33,35,45 Here, the influence of EHPs on bond
selectivity is investigated using the same friction approach,
in which the same friction coefficient is used for H and
D. The calculated reaction probabilities for C–H and C–D
dissociation channels of CHD3 and CH3D with and without
friction are presented in Figs. 3 and 4, respectively. The
calculated branching ratios are also listed in Table III. For
CHD3, as found in previous studies,32,35,45 the excitation of the
C–H stretching (v1) mode substantially promotes the cleavage
of C–H bond but has a negligible effect on the C–D bond
breaking, while the CD3 stretching (v2 and v4) excited states
preferentially break the C–D bond with comparable reactivity
but have little influence on the H + CD3 product channel. In
the case of CH3D, as expected, the localized C–D stretching
excited state (v2 = 1) strongly enhances the C–D cleavage
channel but has a minor effect on the C–H cleavage channel.
While CH3D(v1 = 1) and CH3D(v4 = 1) barely promote the
C–D cleavage channel, they show enhancement to yield the
H + CH2D products, breaking the C–H bond. Interestingly,
this bond selectivity in CHD3/CH3D dissociation becomes less
pronounced as the translational energy increases. As suggested
by Shen et al.,35 the loss of bond selectivity can be attributed
to the fact that the increasing translational energy itself favors

FIG. 3. Calculated bond selective dissociation probabilities of CHD3 leading
to CD3 (top panel) and CHD2 products (bottom panel) on Ni(111) with (open
symbols) and without friction (solid symbols) for various initial states.

FIG. 4. Calculated bond selective dissociation probabilities of CH3D leading
to CH2D (top panel) and CH3 products (bottom panel) on Ni(111) with (open
symbols) and without friction (solid symbols) for various initial states.

more non-selectively reactive events, thus weakening the role
of the initial vibrational energy in inducing bond selectivity.

The electronic friction uniformly decreases the bond
selective reactivity for all initial states to a similar level,
with the C–H bond cleavage being slightly more inhibited
than the C–D bond cleavage when the corresponding bond is
pre-excited, which may be attributed to higher C–H stretching
velocity than the C–D one. However, the branching ratios are
not altered in a significant way. The seemingly large numerical
difference in some low energy results with and without friction,
e.g., at 18 kcal/mol for CH3D(v1 = 1) and CH3D(v4 = 1), is
due presumably to the very small C–D dissociation probability
making the branching ratio sensitive to the slight perturbation
in bond selective reactivity. However, it is clear that the near
full selectivity of the C–H bond cleavage in CH3D(v1 = 1)
or CH3D(v4 = 1) is achieved regardless of the EHP effects.
These results are in general accord with experiments of Beck
et al. on Pt(111)19,33 and Utz et al. on Ni(111).14 In addition,
a single quantum excited in v2 mode of CH3D does not lead
to full selectivity of C–D bond cleavage, as observed by Shen
et al.,35 who have found that the two-quanta excitation of v2 is
needed to completely break the C–D bond.

To gain further insight into the EHP effects on mode
specificity, we plot energy loss distributions for the DC of CH4

in Fig. 5. As can be seen in Fig. 5(a), for the ground state CH4,
the distribution of energy loss to EHPs in reactive trajectories
varies only slightly as the translational energy increases.
This is presumably because molecular-surface interaction time
decreases when atomic velocities increase, thus keeping the
energy loss little changed. On the other hand, the energy
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TABLE III. Calculated branching ratios of products by C–H or C–D bond cleavage in CHD3/CH3D dissociation
on Ni(111).

CH3/CH2D branching ratio CD3/CHD2 branching ratio

Etrans (kcal/mol) Species Without friction With friction Species Without friction With friction

18 CH3D(v1= 1) 0.006 95 0.004 08 CHD3(v1= 1) 14.5 14.3
20 0.022 8 0.017 9 6.51 6.40
22 0.062 7 0.053 5 3.63 4.57
24 0.117 0.112 2.49 2.78
26 0.176 0.161 1.80 2.00
28 0.260 0.245 1.34 1.36
30 0.293 0.283 1.13 1.21
33 0.382 0.387 0.813 0.889

18 CH3D(v2= 1) 1.29 1.50 CHD3(v2= 1) 0.0246 0.009 29
20 1.19 1.64 0.0537 0.042 7
22 1.19 1.47 0.0847 0.056 0
24 1.12 1.30 0.102 0.061 0
26 1.07 1.12 0.123 0.105
28 1.09 1.11 0.119 0.134
30 0.973 1.08 0.150 0.111
33 0.888 0.879 0.169 0.156

18 CH3D(v4= 1) 0.003 51 0.001 76 CHD3(v4= 1) 0.0308 0.015 2
20 0.022 6 0.014 0 0.0460 0.033 4
22 0.040 6 0.056 2 0.0694 0.058 5
24 0.095 8 0.084 7 0.0704 0.074 7
26 0.151 0.126 0.109 0.084 9
28 0.197 0.207 0.121 0.108
30 0.233 0.239 0.143 0.129
33 0.311 0.315 0.148 0.141

loss distributions for different vibrational states of CH4 at
a given incident energy are also quite similar, as shown in
Fig. 5(b), consistent with the marginal effect on the mode
specificity. It should be noted that the energy loss due to the
electronic friction in this case is on average of ∼2 kcal/mol,
which is somewhat higher than that in H2O/Ni(111) system
(on average of ∼1 kcal/mol),59 probably because methane
contains more atoms, each of which dissipates some energy.
However, it is still quite small and insufficient for changing the
direct reaction mechanism in the methane DC. As a result, we
conclude that EHP effects are still relatively minor in direct
DC processes.

Very recently, a more accurate specific reaction parameter
density functional has recently been proposed by Nattino et al.

for CHD3/Ni(111),87 which actually yields a barrier height
of 23.4 kcal/mol, ∼1.7 kcal/mol (or 7%) lower than that in
the PES used here. The small change of barrier height should
only change the relative energy (velocity) over the transition
state at a given translational energy, but not the trend of
the EHP effects at a series of translational energies. Since
we investigate the EHP effects as a function of translational
energy and focus on the vibrational efficacies, this would not
alter our conclusion.

IV. SUMMARY

In the present work, we report an extensive examination
of the surface EHP effects on the DC of methane on rigid

Ni(111) using the LDFA-IAA model implemented with a
QCT method. The use of our recently developed PES with
12 DOFs allowed us to examine the EHP effects in various
isotopologues of methane in several vibrational states. The
excitations of surface EHPs are effectively treated as electronic
friction forces proportional to the velocity of the constituent
atoms. It is found that the energy dissipation due to EHP
excitations is generally small, similar to the case of water
dissociation on Ni(111), which leads to a minor decrease
of the dissociation probability for each vibrational state of
CH4 and its isotopologues. This inhibition is similar for
most vibrational states resulting in 20% variations at most
in the vibrational efficacies, as a result, the EHPs have a
limited impact on the mode specificity and bond selectivity in
dissociative chemisorption within the LDFA-IAA framework.

We note that our model still contains many approxima-
tions. Despite the fact that the LDFA-IAA approximation
has previously proved to be reasonable, this treatment
completely ignores the intramolecular contributions to the
friction coefficients. In this respect, Rittmeyer et al.81

recently proposed a model based on the LDFA that included
the intramolecular effects based on the Hirshfeld charge
partitioning scheme.88 The method effectively treats the
molecular electrons as part of the metallic substrate that
in principle can be well justified for chemisorbed adsorbates
at close distance to the surface and, therefore, it is expected
to account better for the vibrational damping rates of these
adsorbates’ modes. However, the method is not applicable to
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FIG. 5. (a) Normalized distributions of energy loss to EHPs in the ground
state CH4 dissociation process with different incident energies. (b) The same
as (a) except for CH4 in its ground and vibrationally excited states at an
incident energy of 24 kcal/mol.

scattering experiments as the ones treated here, in which large
molecule surface distances are involved, because it will give
rise to unphysical energy dissipation effects. Therefore, further
theoretical research along these lines as well as on obtaining
the friction tensor89 that incorporates the different degrees
of freedom of polyatomic molecules is highly desirable. In
addition, the current calculations neglect the influence of site
dependence and surface phonons, because of the PES used in
the calculations. Although the former may not be essential,
the later could provide the major dissipation channel in DC
process and compete with the EHP excitation channel.71,75

How these issues affect the quantitative treatment of the
EHP effects in DC of polyatomic molecules remains an open
question. Nevertheless, it is our belief that mode specificity
and bond selectivity, which are largely determined by the
direct nature of the dissociation process, are unlikely to be
strongly affected by EHPs because of the short interaction
time between the molecule and metal electrons.
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