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ABSTRACT

Context. Considerable demand exists for electron excitation data for Ni ii, since lines from this abundant ion are observed in a wide
variety of laboratory and astrophysical spectra. The accurate theoretical determination of these data can present a significant challenge
however, due to complications arising from the presence of an open 3d-shell in the description of the target ion.
Aims. In this work we present collision strengths and Maxwellian averaged effective collision strengths for the electron-impact ex-
citation of Ni ii. Attention is concentrated on the 153 forbidden fine-structure transitions between the energetically lowest 18 levels
of Ni ii. Effective collision strengths have been evaluated at 27 individual electron temperatures ranging from 30–100 000 K. To our
knowledge this is the most extensive theoretical collisional study carried out on this ion to date.
Methods. The parallel R-matrix package RMATRX II has recently been extended to allow for the inclusion of relativistic effects. This
suite of codes has been utilised in the present work in conjunction with PSTGF to evaluate collision strengths and effective collision
strengths for all of the low-lying forbidden fine-structure transitions. The following basis configurations were included in the target
model – 3d9, 3d84s, 3d84p, 3d74s2 and 3d74s4p – giving rise to a sophisticated 295 j j-level, 1930 coupled channel scattering problem.
Results. Comprehensive comparisons are made between the present collisional data and those obtained from earlier theoretical eval-
uations. While the effective collision strengths agree well for some transitions, significant discrepancies exist for others.
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1. Introduction

Reliable atomic data for the highly abundant Fe-peak elements
are of crucial importance in astrophysics. In this new era of
high resolution astrophysical spectroscopy, a wealth of observa-
tions of these species in low ionization stages have been found
to dominate the spectra of numerous astronomical sources.
Emission lines of singly ionized nickel (Ni ii), the heaviest
and second most abundant Fe-peak element, are commonly
observed in nebular spectroscopy. Recent spectroscopic Space
Telescope Imaging Spectrograph (STIS) observations from both
the Homunculus and strontium filament of η Carinae, the lumi-
nous blue variable (LBV) symbiotic star, have revealed a rich
spectrum of emission lines including forbidden lines of Ni ii
(Davidson et al. 2001; Hartman et al. 2004). The more recent
work of Vreeswijk et al. (2007) presents high-resolution spec-
troscopic observations of the γ-ray burst GRB 060418, obtained
with VLT/UVES. These spectra show clear evidence for time
variability of allowed transitions involving metastable levels of
both Fe ii and Ni ii. This is the first report of absorption lines
arising from metastable levels of Ni ii along any GRB sight-
line. In addition, the observations of Véron-Cetty et al. (2006)
have shown that the spectrum of the narrow-line Seyfert galaxy
IRAS 07598+6508 is dominated by lines of the Fe-peak ele-
ments, including Ni ii. In order to facilitate the interpretation of
such observations, an ability to properly understand and meticu-
lously model these spectral lines is imperative. There is therefore

� Table 2 is only available in electronic form at the CDS via anony-
mous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/513/A55

an overwhelming need for accurate and extensive atomic data
for collisional processes in Ni ii in order to determine a reliable
spectral synthesis.

Until recently, the accurate theoretical determination of these
atomic data has remained one of the major outstanding problems
in atomic collision physics. Complications arise from the pres-
ence of an open 3d-shell in the description of the target ion –
a universal problem when dealing with Fe-peak elements. This
complex open d-shell structure engenders a number of difficul-
ties. It gives rise to hundreds of target state energy levels and
thousands of closely coupled channels which need to be accu-
rately incorporated into the model. These target states require
large configuration interaction expansions for their accurate rep-
resentation. In addition, the low-energy electron scattering re-
gion is dominated by an infinite number of Rydberg resonances,
converging onto each target state threshold. In order to fully re-
solve these complex structures, calculations have to be carried
out over a very fine mesh of incident electron energies, typically
involving thousands of energy points. What ensues is a highly
intensive computational challenge. Despite this however, a num-
ber of theoretical studies on the electron-impact excitation of
Ni ii have been performed, each gradually increasing in sophis-
tication alongside the development of more powerful computing
resources.

An early calculation by Nussbaumer & Storey (1982) re-
ported the first computation of electron excitation rates for Ni ii.
However, this calculation was limited to a distorted wave ap-
proximation and did not include contributions from resonances,
which are known to significantly enhance the astrophysically im-
portant effective collision strengths.
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Huge advances in computing capabilities and codes in more
recent years resulted in the parallel R-matrix calculation of
Bautista & Pradhan (1996). This calculation was performed
using the early parallelised R-matrix codes of Hummer et al.
(1993). Electron-impact excitation rates were limited to the low-
lying even parity levels which give rise to some important in-
frared and optical lines. A 7 LS term expansion was adopted
for the complex Ni ii target, dominated by the basis configura-
tions 3d9 and 3d84s. This was then transformed into a 17 j j-
level fine-structure scattering calculation using an algebraic
transformation of the S -matrices to the pair coupling scheme us-
ing a parallelised version of the code STGFJ. Collision strengths
were computed for a total of 136 transitions and Maxwellian av-
eraged effective collision strengths were obtained for tempera-
tures ranging from 500 K to 50 000 K. The collision strengths
were found to differ significantly from the earlier work of
Nussbaumer & Storey (1982), although the agreement between
both sets of data is reasonable for some of the strong transitions.
The discrepancies in the collision strengths of the weaker transi-
tions have been attributed to the coupling effects and resonance
structures which were neglected in the previous work.

The subsequent work of Watts et al. (1996) presented the
first application of the RMATRX II R-matrix package (Burke
et al. 1994) to electron-impact excitation of a lowly ionized
open d-shell system. An extensive LS collision study was car-
ried out including 27 doublet and quartet levels arising from the
3d9, 3d84s and 3d84p Ni ii basis configurations, a much larger
close coupling (CC) expansion than that adopted by Bautista
& Pradhan (1996). LS collision strengths were computed using
the external region R-matrix package FARM (Burke & Noble
1995). Although fine-structure collision strengths were not com-
puted in this work, the presence of prominent and complex reso-
nance structures would undoubtedly enhance the effective colli-
sion strengths, suggesting that they should be greater than those
previously calculated by both Nussbaumer & Storey (1982) and
Bautista & Pradhan (1996).

To date, the most extensive calculation of collisional data for
Ni ii is the CC calculation of Bautista (2004). The RMATRX I
suite of codes (Berrington et al. 1995) were utilised to perform a
comprehensive LS collision calculation incorporating 32 states
corresponding to the 3d9, 3d84s, 3d84p and 3d74s2 basis config-
urations. Fine-structure collision strengths were then generated
using the intermediate-coupling frame transformation (ICFT)
method of Griffin et al. (1998). Collision strengths were com-
puted at 10 000 energy points ranging from 0 to 11 Rydbergs
and effective collision strengths were determined for a total of
2926 transitions among the lowest 77 levels of the Ni ii ion. A
total of 11 electron temperatures ranging from 1000 to 30 000 K
were considered in this work. This collisional data was used in
the analysis of the Ni ii emission spectra emanating from the
strontium filament of η Carinae (Bautista et al. 2006). The com-
puted fine-structure collision strengths and associated effective
collision strengths were not published however, and the effective
collision strengths only have been obtained from the author for
comparative purposes in this study.

In the present work, we embark upon the largest theoretical
study of fine-structure collisional data for Ni ii and report the
first application of the recently extended RMATRX II R-matrix
package (Burke et al. 1994) in the internal region which now
accounts for relativistic fine-structure effects via FINE (Burke,
V. M., private communication). The PSTGF program (Ballance
& Griffin 2004) is utilised in the external region. We extend
the work of Bautista (2004) by including a further basis con-
figuration, 3d74s4p, in our theoretical model. All 113 LS terms

corresponding to the configurations 3d9, 3d84s, 3d84p, 3d74s2

and 3d74s4p are incorporated. This corresponds to a 295 j j-
level, 1930 coupled channel scattering calculation, involving a
total of 43 365 forbidden and allowed transitions. Thanks to
the new generation of powerful parallel codes and state of the
art computing facilities, such an involved calculation is now
computationally tractable. Maxwellian averaged effective col-
lision strengths are evaluated at much lower and higher tem-
peratures in the current study than in any previous theoreti-
cal works. While collision strengths and corresponding effective
collision strengths have been calculated for all 43 365 forbid-
den and allowed transitions, we confine the present evaluation
to the 153 fine-structure forbidden transitions between the ener-
getically lowest 18 levels of Ni ii. This is sufficient to encompass
some of the infrared, optical and near ultraviolet lines of interest.

In the next section we describe the atomic calculation in de-
tail. Section 3 is devoted to a graphical and qualitative synopsis
of the results and detailed comparisons are made with previous
theoretical works. Conclusions are inferred in Sect. 4.

2. Atomic calculations

2.1. Target data

The initial objective of the present work was to determine accu-
rate representations for both the target and collision wavefunc-
tions. This precursory work was carried out in LS -coupling. The
113 LS target states, including all doublet, quartet and sextet
terms arising from the 5 basis configurations – 3d9, 3d84s, 3d84p,
3d74s2 and 3d74s4p, are optimally represented by configuration
interaction type expansions in terms of nine orthogonal basis or-
bitals, eight spectroscopic – 1s, 2s, 2p, 3s, 3p, 3d, 4s, 4p – and
one non-physical 4d pseudo orbital included to model additional
electron correlation effects, thereby improving the accuracy of
the target eigenstate energies. The radial functions, necessary for
the R-matrix programs, are expressed as a linear combination of
Slater-type orbitals

Pnl =
∑

i

cir
pi exp(−ζir), (1)

and the orbital parameters (ci, pi, ζi) utilised in the present cal-
culation are those adopted by Watts et al. (1996). The CIV3
configuration interaction package of Hibbert (1975) was used to
optimise 4s and 4p excited orbitals, together with a suitable 4d
pseudo orbital. The remaining Hartree-Fock orbitals were taken
from the analysis of Clementi & Roetti (1974).

Together with the aforementioned basis configurations, an
additional 9 correlation functions were included in the configu-
ration interaction expansion of the complex ionic target. These
correlation functions are listed as: 3d74p2, 3d64s24p, 3d64s4p2,
3d84̄d, 3d74̄d

2
, 3d74s4̄d, 3d74p4̄d, 3d64s24̄d and 3d64s4̄d

2
.

Table 1 displays the calculated target state energies in
Rydbergs relative to the 3d9 2De ground state. For conciseness,
only the lowest 10 LS states are presented. The present theo-
retical energies are compared with the experimental values of
Sugar & Corliss (1985) as presented in the NIST database, and
the most recent theoretical data of Bautista (2004). Although
Bautista (2004) presents 6 CC calculations, it is the largest tar-
get model that he adopts in the computation of his fine-structure
collision strengths. The energies for this particular target model
are displayed in Table 1. Bautista’s energies (2004) in general
exhibit good agreement with the observed values. In his work,
single-electron orbitals and CI target state eigenfunctions were
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Table 1. LS target state energies in Rydbergs relative to the 3d9 2De

Ni ii ground state.

Term LS Energy S & C Bautista
3d9 2De 0.0000 0.0000 0.0000

3d84s 4Fe 0.1098 0.0798 0.0287
3d84s 2Fe 0.1616 0.1236 0.0759
3d84s 4Pe 0.2735 0.2128 0.1956
3d84s 2De 0.2766 0.2181 0.1955
3d84s 2Pe 0.3258 0.2610 0.2422
3d84s 2Ge 0.3522 0.2908 0.2714
3d74s2 4Fe 0.5948 0.4699 0.3905
3d84p 4Do 0.4881 0.4737 0.4096
3d84p 4Go 0.5019 0.4855 0.4265

Notes. S & C are the observed values of Sugar & Corliss (1985) as
presented in the NIST database and Bautista represents the theoretical
predictions of Bautista (2004).

generated using the atomic structure code AUTOSTRUCTURE
(Badnell 1997) which employs a statistical Thomas-Fermi-
Dirac model potential V(λnl) (Eissner & Nussbaumer 1969;
Nussbaumer & Storey 1978) with scaling parameter λnl. This
scaling parameter can be adjusted and determined variation-
ally for each orbital and hence very favourable target mod-
els, and in particular, target state energies can be determined.
However, the present theoretical model improves upon the en-
ergies of the awkward lowest-lying states. The 3d84s 4Fe and
2Fe states lie approximately 26% and 8% respectively closer
to the observed data in the present approximation, than in that
adopted by Bautista (2004). Furthermore, the energies of the
3d84p 4Do and 4Go odd parity states lie approximately 3% above
the observed thresholds, whereas the predicted values of Bautista
(2004) lie approximately 13% and 12% lower respectively. This
good agreement between the present theoretical predictions and
the observed values is consistent for the higher-lying 4p lev-
els. Unfortunately Bautista (2004) only presents the two lowest-
lying 4p levels in his latest works so a comparison beyond this
is not possible. Although satisfied with the current target repre-
sentation, the present scattering calculation has been performed
with the energies of the spectroscopic target states shifted dur-
ing diagonalisation of the Hamiltonian so as to agree with the
experimental thresholds indicated by the NIST databank. Such
adjustments are made to ensure that thresholds lie in their ex-
act positions – crucial to the accurate computation of effective
collision strengths. Bautista (2004) adopts exactly the same ad-
justing procedure. The present thresholds are shifted by approx-
imately 20% consistently for the even states, whereas the levels
of Bautista (2004) are shifted by differing amounts. These range
from 10% for some levels, to 13% for the lowest-lying 3d84p
levels, to a substantial 39% and 64% for the lowest-lying 3d84s
2Fe and 3d84s 4Fe levels respectively. These inaccuracies at low
energies are inevitable for such a complex system as Ni ii and the
only alternative would be to include considerably more terms
in the CI expansion of the target and collision wave functions
which would greatly extend the present very large calculation.

2.2. Collision calculation

The collision calculation has been performed using powerful
parallel codes, currently exploiting the rapidly increasing power
and availability of state of the art parallel computing facilities.

The RMATRX II R-matrix package (Burke et al. 1994) was used
to complete the internal region calculations. This suite of codes
allows for a more complete treatment of correlation effects in
the internal region than would be possible with other packages.
RMATRX II (Burke et al. 1994) utilises LS -coupling in the in-
ternal region. Working in LS at this stage ultimately results in
more available computing memory and this in turn permits the
inclusion of more sophisticated CI wavefunctions representing
both the target and the (N + 1)-scattering system. For this partic-
ular range of Z-values, it is deemed that correlation effects play
a more significant role than relativistic effects and thus their in-
clusion is paramount. The parallel PSTGF program (Ballance &
Griffin 2004) was utilised in the external region. The code frame-
work adopted in the present calculation is detailed in Fig. 1.

RMATRX II (Burke et al. 1994) comprises three main stages
– RAD computes the radial integrals, ANG computes the an-
gular integrals and these are combined in HAM to form the
Hamiltonian matrix elements. It is also possible to diagonalise
the Hamiltonian matrix within HAM, however if the dimensions
of this matrix become too large another parallel diagonalisa-
tion code is utilised. An LS calculation is performed up to this
point. We now turn our attention to the new FINE code (Burke,
V. M., private communication) and the inclusion of relativistic
fine-structure effects. For atoms or ions with Z < 30 we can
transform the R-matrix in LS -coupling at energy E, RLSπ(E),
into an R-matrix in pair coupling, RJπ(E). This is carried out
on the R-matrix boundary between the internal and external re-
gions. However, instead of carrying out this transformation at
each energy, we can transform the energy independent surface
amplitudes. Hence the re-coupling is performed only once for
each LS π and Jπ symmetry rather than for each scattering en-
ergy E. This is performed by the new program FINE. To take
account of term splitting in the target, the RJπ can be further
transformed using term coupling coefficients which are the mix-
ing coefficients for the individual LiS iπi states forming a Jiπi

state. Following the FINE transformation, the fine-structure lev-
els agree well with the observed splittings.

The advantages of this particular transformation method are
twofold over existing approaches. Firstly, using LS -coupling
in the internal region allows for the inclusion of sophisticated
CI wavefunctions for both the target and scattering complex.
Secondly, transforming the R-matrix on the R-matrix bound-
ary, as opposed to the asymptotic boundary, allows fine-structure
channels to be included in the external region. The FINE ap-
proach has been tested against the RMATRX I Breit-Pauli
(Berrington et al. 1995) approach for a number of ions including
Cr ii and Niv. The results were found to be of a similar accu-
racy. A test against the ICFT method of Griffin et al. (1998) is
currently underway. However, it should be noted that the use of
the FINE code includes relativistic effects in the external and
asymptotic regions whereas the ICFT method includes these ef-
fects only asymptotically.

The theoretical target model discussed previously was
adopted to compute converged total collision strengths and
Maxwellian averaged effective collision strengths for all of the
fine-structure forbidden transitions in this study. The effective
collision strengths, Υi j, are obtained by averaging the finely re-
solved collision strengths over a Maxwellian distribution of elec-
tron velocities to yield

Υi j(Te) =
∫ ∞

0
Ωi j(Ef) exp(−Ef/kTe)d(Ef/kTe), (2)

where Ωi j is the collision strength corresponding to the exci-
tation from level i to level j, Ef is the final kinetic energy of
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Fig. 1. Code framework of the present collision calculation.

the electron, Te is the electron temperature in Kelvin and k is
Boltzmann’s constant.

The present 295 j j-level calculation included all incident
partial waves with angular momentum J ≤ 12, for all singlet,
triplet, quintet and septet multiplicities and both even and odd
parities, giving rise to a total of 104 (N + 1)-electron sym-
metry contributions. This representation is sufficient to ensure
convergence of the collision strengths for the optically forbid-
den transitions with which we are primarily concerned in this
work. A total of 20 continuum orbitals were included per or-
bital angular momentum and the R-matrix boundary radius was
set at 10 au to ensure convergence in the electron-impact en-
ergy range of interest from 0 to 10 Rydbergs. Following thor-
ough testing of collision strength convergence with decreas-
ing increment, a very fine mesh of incident electron energies
(2.0 × 10−4 Rydbergs) was used in the external region in order
to ensure the proper resolution of the complex autoionising res-
onance structures which dominate the low-enery scattering re-
gion as far as the highest-lying target threshold. Approximately
12 000 individual energy points were considered in this region.
Above this, where no resonances occur, a much coarser mesh can
be adopted. Approximately 200 points were considered above
the highest-lying target threshold to the final energy of interest at
10 Rydbergs. Maxwellian averaged effective collision strengths
were evaluated at 27 individual electron temperatures ranging
from 30 to 100 000 K. This temperature range is sufficient to en-
compass all temperatures significant to both astrophysical and
plasma applications.

3. Results and discussion

Collision strengths and Maxwellian averaged effective collision
strengths have been computed for a total of 43 365 transitions.
However, in this particular study we focus solely on the 153
forbidden transitions of interest between the energetically low-
est 18 levels of Ni ii. It is not feasible to tabulate the collision

Fig. 2. Effective collision strength as a function of log electron temper-
ature in Kelvin for the 3d9 2De

5/2 – 3d9 2De
3/2 fine-structure transition:

diamonds – present 295 level calculation, circles – 77 level calculation
of Bautista (2004), stars – 17 level calculation of Bautista & Pradhan
(1996).

Fig. 3. Effective collision strength as a function of log electron temper-
ature in Kelvin for the 3d9 2De

5/2 – 3d84s 4Fe
9/2 fine-structure transition:

diamonds – present 295 level calculation, circles – 77 level calculation
of Bautista (2004), stars – 17 level calculation of Bautista & Pradhan
(1996).

strengths due to the large number of incident electron energies
involved. These data are available in electronic form at the CDS.
We focus our attention in this section on both a graphical and
qualitative synopsis.

Figures 2–5 present the total effective collision strength as
a function of log electron temperature in Kelvin for a number
of fine-structure forbidden transitions. Comparisons are made
with all of the currently available effective collision strength
data, including the rates corresponding to the 17 level calculation
of Bautista & Pradhan (1996) and the rates affiliated with the
more sophisticated 77 level approximation of Bautista (2004).
Agreement between the early work of Bautista & Pradhan
(1996) and the latter works is exceptionally poor for all of the
transitions presented, with the values of Bautista & Pradhan
(1996) lying an order of magnitude lower than the present values
for the majority of temperatures. Agreement between the present

Page 4 of 7

http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/200913571&pdf_id=2
http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/200913571&pdf_id=3


C. M. Cassidy et al.: Electron-impact excitation of Ni II

Fig. 4. Effective collision strength as a function of log electron temper-
ature in Kelvin for the 3d9 2De

5/2 – 3d84s 4Fe
7/2 fine-structure transition:

diamonds – present 295 level calculation, circles – 77 level calculation
of Bautista (2004), stars – 17 level calculation of Bautista & Pradhan
(1996).

Fig. 5. Effective collision strength as a function of log electron temper-
ature in Kelvin for the 3d9 2De

5/2 – 3d84s 4Fe
3/2 fine-structure transition:

diamonds – present 295 level calculation, circles – 77 level calculation
of Bautista (2004), stars – 17 level calculation of Bautista & Pradhan
(1996).

rates and the most recent theoretical work of Bautista (2004) is
excellent for some transitions, particularly across the entire tem-
perature range for the transition between the ground state terms,
3d9 2De

5/2 – 3d9 2De
3/2, as illustrated in Fig. 2, and for some high

temperatures for the transition from the ground state, 3d9 2De
5/2,

to the excited state, 3d84s 4Fe
3/2, as presented in Fig. 5. While

agreement is still considered to be good for transitions 3d9 2De
5/2

– 3d84s 4Fe
9/2 and 3d9 2De

5/2 – 3d84s 4Fe
7/2, as illustrated in Figs. 3

and 4 respectively, the values of Bautista (2004) are somewhat
larger than the current values in each case. The predicted rates of
Bautitsta (2004) are on average 10% higher than the present val-
ues at comparable temperatures for the 3d9 2De

5/2 – 3d84s 4Fe
9/2

transition presented in Fig. 3. This increases to an average of
approximately 21% for the 3d9 2De

5/2 – 3d84s 4Fe
7/2 transition

Fig. 6. Collision strength for the 3d9 2De
5/2 – 3d84s 2Fe

7/2 fine-structure
transition: solid – present 295 level calculation, dashed – 17 level cal-
culation of Bautista & Pradhan (1996).

presented in Fig. 4. This satisfactory agreement is not retained
throughout however.

Two particular transitions were singled out for discussion in
the early work of Bautista & Pradhan (1996). Fine-structure col-
lision strengths and the associated effective collision strengths
were computed for the two transitions from the ground state to
consecutive excited levels. It should be noted at this point that
this is the only fine-structure collision strength data in the present
literature available for comparative purposes.

In Fig. 6 we present the collision strength as a function of
incident electron energy in Rydbergs, for the forbidden tran-
sition from the ground state, 3d9 2De

5/2, to the excited state,
3d84s 2Fe

7/2. Although collision strengths have been computed
for energies up to 10 Rydbergs in the present calculation, at-
tention is concentrated here on the low-energy scattering re-
gion where the masses of Rydberg resonances converging onto
each target state threshold are abundantly clear. Comparisons
are made between the present 295 level approximation and the
early 17 level calculation of Bautista & Pradhan (1996). The
entire background cross section of Bautista & Pradhan (1996)
appears to lie higher than the present dataset, with minimal res-
onance activity observed. By considering only 1000 points in
the low-energy scattering region, this early calculation has not
allowed for the proper delineation of complex resonance fea-
tures. These structures are known to significantly enhance the
Maxwellian averaged effective collision strengths. The extent of
this enhancement in this particular case is clearly demonstrated
in Fig. 7, where we consider the corresponding effective col-
lision strength. Comparisons are made with the earlier evalua-
tion of Bautista & Pradhan (1996) and the most recent data of
Bautista (2004). Agreement between the present rates and the
predicted values of Bautista & Pradhan (1996) is at it’s best for
this particular transition. However, the differences are still con-
siderable. The calculation of Bautista & Pradhan (1996) yields
effective collision strengths which are up to 37% higher than the
present values at comparable low temperatures, and up to 65%
lower at higher temperatures. The predictions of Bautista (2004)
present a substantially different rate profile to that obtained in the
present 295 level approximation, most notably apropos to shape.
Analogous to some of the previous transitions considered in this
paper, the values of Bautista (2004) appear to overestimate the
current effective collision strength across the entire temperature
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Fig. 7. Effective collision strength as a function of log electron temper-
ature in Kelvin for the 3d9 2De

5/2 – 3d84s 2Fe
7/2 fine-structure transition:

diamonds – present 295 level calculation, circles – 77 level calculation
of Bautista (2004), stars – 17 level calculation of Bautista & Pradhan
(1996).

range. This overestimation is particularly sizable at the lowest
and highest temperatures considered in Bautista’s (2004) study,
where differences of up to 40% are observed at comparable tem-
peratures.

In Fig. 8 we present the collision strength as a function of
incident electron energy in Rydbergs, for the fine-structure for-
bidden transition, 3d9 2De

5/2 – 3d84s 2Fe
5/2. Again the present

295 level approximation is compared with the earlier 17 level
calculation of Bautista & Pradhan (1996). A similar trend to
that noted in Fig. 6 is observed. The background cross sec-
tion of Bautista & Pradhan (1996) lies somewhat lower than the
present across the entire energy range, with little resonance ac-
tivity discerned. The effect of these differing collision strengths
on the corresponding Maxwellian averaged values is illustrated
in Fig. 9. Comparisons are once again made with the same the-
oretical works previously acknowledged. The values of Bautista
& Pradhan (1996) present a very different rate formation when
compared with the present data. They underestimate the present
predictions across the entire temperature range by factors of
three to seven. The data of Bautista (2004) is considerably dif-
ferent to that obtained in the present study, significantly underes-
timating the current rates at the lowest temperatures considered
in this 2004 evaluation. The present work predicts these values
to be up to twice as large. Unfortunately it is difficult to un-
derstand the differing rate profiles of Bautista (2004) and those
obtained using the present evaluation as we do not have the fine-
structure collision strengths computed by Bautista (2004) which
were used to obtain the associated Maxwellian averaged effec-
tive collision strengths. The conflicting rate profiles presented in
both Figs. 7 and 9 will undoubtedly influence any astrophysical
or plasma modelling applications which depend on these effec-
tive collision strength data. The importance of properly resolving
low-energy resonance structures is imperative in the calculation
of Maxwellian averaged effective collision strengths. Today’s
new generation of parallel codes and computing resources per-
mits calculations of the desired sophistication, enabling the com-
putation of effective collision strengths of the highest degree of
accuracy attainable.

The effective collision strengths computed in the present 295
j j-level approximation for each of the 153 low-lying forbid-
den fine-structure transitions of particular interest to this study.

Fig. 8. Collision strength for the 3d9 2De
5/2 – 3d84s 2Fe

5/2 fine-structure
transition: solid – present 295 level calculation, dashed – 17 level cal-
culation of Bautista & Pradhan (1996).

Fig. 9. Effective collision strength as a function of log electron temper-
ature in Kelvin for the 3d9 2De

5/2 – 3d84s 2Fe
5/2 fine-structure transition:

diamonds – present 295 level calculation, circles – 77 level calculation
of Bautista (2004), stars – 17 level calculation of Bautista & Pradhan
(1996).

Maxwellian averaged values for each of the 27 individual elec-
tron temperatures considered are tabulated.

4. Conclusions

We have come a long way in the last 30 years with electron-
impact excitation calculations for key Fe-peak elements such as
Ni ii, gradually increasing in sophistication alongside the devel-
opment of more powerful codes and computing capabilities. In
the present work we report the computation of collision strengths
and effective collision strengths for the 153 fine-structure forbid-
den transitions among the energetically lowest 18 levels of the
complex Ni ii ion, encompassing the infrared, optical and ultra-
violet lines of interest. The collision calculations were carried
out using the new parallel RMATRX II (Burke et al. 1994) R-
matrix packages, which have been recently extended to account
for relativistic fine-structure effects via the FINE code (Burke,
V. M., private communication). To our knowledge, this is the
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first application of this innovative program. The theoretical tar-
get model included the 3d9, 3d84s, 3d84p, 3d74s2 and 3d74s4p
basis configurations, giving rise to a sophisticated 295 j j-level,
1930 coupled channel scattering complex – the most exten-
sive theoretical study undertaken to date. The astrophysically
important effective collision strengths were computed for 27 in-
dividual electron temperatures. The comparison with the work
of Bautista (2004) yields a mixed bag. For some transitions, the
agreement with the present rates is impressive, while for others
there are large discrepancies. It is difficult to determine where
the main differences lie – structure, code, CI or resonance reso-
lution. The earlier work of Bautista & Pradhan (1996) exhibits
poor agreement with the present rates for all transitions. The
present work further emphasises the paramount importance of
properly resolving the complex auto-ionising resonance features
dominating the low-energy scattering region. Thousands of en-
ergy points have been considered in the current evaluation to
ensure this accurate delineation, thereby obtaining Maxwellian
averaged effective collision strengths of the highest degree of
accuracy.
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