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ABSTRACT

This article presents an overview of recent advances in the field of electron kinetics in low-temperature plasmas (LTPs). It also provides
author’s views on where the field is headed and suggests promising strategies for further development. The authors have selected several
problems to illustrate multidisciplinary nature of the subject (space and laboratory plasma, collisionless and collisional plasmas, and low-
pressure and high-pressure discharges) and to illustrate how cross-disciplinary research efforts could enable further progress. Nonlocal elec-
tron kinetics and nonlocal electrodynamics in low-pressure rf plasmas resemble collisionless effects in space plasma and hot plasma effects in
fusion science, terahertz technology, and plasmonics. The formation of electron groups in dc and rf discharges has much in common with
three groups of electrons (core, strahl, and halo) in solar wind. Runaway electrons in LTPs are responsible for a wide range of physical phe-
nomena from nano- and picoscale breakdown of dielectrics to lightning initiation. Understanding electron kinetics of LTPs could promote
scientific advances in a number of topics in plasma physics and accelerate modern plasma technologies.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5093199

I. INTRODUCTION

Low-Temperature Plasmas (LTPs) can be broadly defined as

plasmas with electron energies of the order of ionization potential of

atoms and molecules (about 10 eV). Indeed, a small number of super-

thermal electrons could have energies up to several kilo-electron-volts,

typical of runaway electrons (RE) in gas discharges and solar wind

electrons. Most fundamental properties of LTPs are due to the distinc-

tion of electron mass and the masses of ions and neutrals. LTPs could

be weakly ionized and collisional, as in gas discharges, or fully ionized

and collisionless, as in space. However, collisionless space plasmas

often demonstrate collisional behavior due to wave-particle interac-

tions and turbulence, whereas collisional discharge plasmas exhibit

collisionless phenomena such as stochastic electron heating and an

anomalous skin effect.
The common feature of all LTPs is their nonequilibrium nature.1

In particular, electrons are far from equilibrium with ions and neutrals.
They are even not in equilibrium within their own ensemble, and they
can be out of equilibrium with electric fields that maintain the plasma.
The main causes of electron nonequilibrium are: (a) large spatial gra-
dients, (b) strong electric fields, (c) fast temporal variations, and (d)

collisions with neutral plasma species. The last point indicates that,
even for a spatially uniform, steady plasma, the dominance of electron
collisions with neutrals and, specially, inelastic collisions, over
Coulomb interactions guarantees a non-Maxwellian electron distribu-
tion function (EDF) in weakly ionized plasma. The non-Maxwellian
distributions are also well known for space plasmas. In particular, the
formation of three groups of electrons (core, strahl, and halo) in solar
wind has deep similarities with the formation of three electron groups
in gas discharges. Therefore, the electron distribution function (EDF)
is non-Maxwellian in general.

However, many of the plasma parameter definitions are based on
the assumption of a Maxwellian EDF. As discussed above, this
assumption is not valid under most of the relevant gas discharge and
space plasma conditions. For a non-Maxwellian EDF, the electron
temperature Te is losing its usual meaning and implies a mean electron
energy Teff ¼ 2/3hei. Many plasma parameters and rates of electron-
induced chemical reactions calculated with Te found from a narrow
portion of the real EDF (with standard probes or spectroscopy) may
be in strong disagreement with those calculated with the realistic EDF.
It is known that Teff, plasma conductivity rp, Debye length kD, and the
ion sound speed vs are mainly defined by the low-energy part of the
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EDF, while inelastic collision rates and floating wall potential (respon-
sible for the electron flux to the wall) are most sensitive to the EDF
shape at high electron energies. In order to accurately determine these
plasma parameters and the rates of electron induced processes, the
EDF should be calculated and diagnosed using adequate kinetic mod-
els and experimental techniques.

A kinetic description of LTP implies solving the Boltzmann equa-
tion for the velocity distribution functions of electrons, ions, and neu-
tral species. There has been impressive progress in the kinetic theory2,3

and simulations of gas discharges using particle-based methods4,5 and
mesh-based kinetic solvers.6,7 Under certain circumstances, simpler
hydrodynamic (fluid) descriptions can be applied.8 Deep understand-
ing of the particle kinetics is required for identifying the applicability
of the fluid description and selecting appropriate closure models. The
latter depend on plasma conditions (collisionless vs collisional, magne-
tized vs nonmagnetized), the particle type, and energy. Development
of hybrid kinetic-fluid plasma models is a subject of active research.9

The classical experimental techniques like Langmuir probes and
spectroscopy (both based on the assumption of a Maxwellian EDF)
being the main instruments for plasma parameter diagnostics during
the last century appeared to be inadequate for diagnostics of plasmas
with a non-Maxwellian EDF. Detailed studies by different authors
revealed significant errors in probe diagnostics, based on electron and
ion parts of the probe characteristic, for non-Maxwellian plasmas.

Among three known ways of EDF diagnostics; Langmuir-
Druyvestein, plasma spectroscopy, and Thompson scattering, only the
first one is well developed and suitable for reliable measurement of the
isotropic EDF in a wide range of discharge conditions and electron
energies. Plasma spectroscopy misses the low-energy part of the EDF
where the majority of electrons reside and it only provides spatially
averaged information on the EDF rather than a localized one.
Thomson scattering tends to miss the high-energy part of the EDF
responsible for excitation, ionization, and electron-induced chemical

reactions due to its lower signal to noise ratio in the high energy part
of the spectra. In contrast, the probe measurements of the EDFs10,11

revealed the heating mode transitions with an abundance of cold elec-
trons in rf capacitive (CCP), and inductive plasma (ICP), the paradoxi-
cal Te distribution in CCP,12 and the absence of the Maxwellian EDF
under conditions of Langmuir paradox.13 Examples of typical non-
Maxwellian EDFs in argon CCP and ICP are given in Fig. 1.

Over the last three decades, substantial progress has been achieved
in understanding electron kinetics and electrodynamics of gas dis-
charges.10,11,14–19 It was recognized that electron thermal motion plays
a fundamental role in plasma electrodynamics at low gas pressures. At
the end of the 20th century, collisionless electron heating and negative
power absorption under conditions of an anomalous skin effect and a
nonlinear skin effect associated with rf magnetic field were recognized
as an essential part of ICP physics at low gas pressures. It was found
that the rf magnetic field, which is responsible for the ICPmaintenance,
can be completely absent in rf plasma, or play a crucial role in electron
kinetics in the skin layer, through nonlinear effects such as second har-
monic currents and ponderomotive forces, or though magnetization of
electrons during some parts of the rf period and demagnetization dur-
ing other parts (at low driving frequencies). “However, most of these
effects are still ignored in the computer codes for gas discharge plasmas
used in semiconductor technology and in positive and negative ion
sources for particle acceleration and space propulsion.”

Another example of the electron kinetic effect is plasma stratifica-
tion.20 Striations have been observed in dc and rf discharges of atomic
and molecular gases since the 19th century. Although most types of
striations (ionization waves) in noble gases have been understood by
the end of the 20th century, only one type of moving striation has
been successfully reproduced in computer simulations. Striations in rf
discharges and in molecular gases that frequently occurred in indus-
trial and laboratory plasmas are not understood, even at a qualitative
level. Plasma stratification, as an example of self-organization at the

FIG. 1. Non-Maxwellian EDFs [expressed
in terms of electron energy probability
function (EEPF)] in (a) capacitive11 and
(b) inductive10 rf plasmas in argon at dif-
ferent gas pressures. Vertical lines in (b)
correspond to plasma potential. At 100
and 300 mTorr, the EDF is Maxwellian for
e < e� and ei, but it is not measured at e
> ei where due to inelastic collisions, the
EDF should be depleted. Reproduced with
permission from Godyak, IEEE Trans.
Plasma Sci. 34, 755 (2006). Copyright
2006 IEEE and Godyak, Phys. Plasmas
12, 055501 (2005). Copyright 2005 AIP
Publishing LLC.
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kinetic level, remains a great challenge for our understanding of elec-
tron kinetics and physics of gas discharges.

Finally, the formation of distinct groups of electrons in the cath-
ode region of classical dc glow discharges and in rf capacitive and
inductive discharges is also a distinct kinetic effect. The kinetic
approach has been used to explain the nature of negative glow and
Faraday dark space (FDS), and the origin of electric field reversals in
the cathode region. The highly anisotropic runaway electrons formed
in the cathode sheath are responsible for the negative glow, and the
hollow cathode effect. The slow electrons trapped in the potential well
due to the field reversals are responsible for the peak of plasma density
in the Faraday dark space. It turned out that the formation of distinct
electron groups is a common phenomenon for dc, rf capacitive, induc-
tive discharges, and space plasma (solar wind).

Recently, attention of a substantial part of the gas discharge com-
munity has shifted from low-pressure plasma systems to atmospheric-
pressure microdischarges. However, the importance of electron kinetic
effects discovered in low-pressure plasmas has not vanished but
reduced in the spatial scale. Striations, runaway electrons, fast ioniza-
tion waves, and other phenomena have been experimentally observed
in these systems (thanks to pd scaling). It became clear that the kinetic
approach may have to be applied in the dynamically evolving streamer
fronts or gas-liquid interfaces, which have to be resolved with high
accuracy to understand the key physical phenomena. Since experi-
mental studies are difficult or impossible at these scales, simulations
should play an increasingly important role. Classical gas discharges at
low gas pressures with their convenient spatial scale for the experi-
mental studies, and scaling laws, should remain as valuable tools for
modeling and experimental validation of computer codes in LTP
science.

We present an overview of recent advances in the field of electron
kinetics in LTP focusing in four areas: (1) nonlocal and nonlinear elec-
trodynamics, (2) formation of distinct electron groups in gas dis-
charges and space plasmas, (3) kinetics of fast runaway electrons, and
(4) nonlocal and transient effects. The authors’ views on where the
field is headed and on promising strategies for progress are described.

II. NONLOCAL AND NONLINEAR ELECTRODYNAMICS

Thermal motion of electrons plays an essential role in discharge
plasmas at low gas pressures, similar to collisionless space and fusion
plasmas. The near-collisionless electron motion in spatially nonuni-
form rf electric fields is responsible for the anomalous skin effect, colli-
sionless electron heating, and negative power absorption observed in
experiments. The domain of nonlocal plasma electrodynamics is
defined by the relation10

K ¼
v2th

k2E �2 þ x2ð Þ
� 1; (1)

where K is the nonlocality parameter, kE ¼ (dE/Edr)�)�1 is the char-
acteristic length of rf electric field E(r) localization, vth ¼ (Te/m)1/2 is
the electron thermal velocity, and � is the electron-atom collision
frequency.

When the condition described by Eq. (1) is satisfied, the electron
mean free path is comparable to or larger than kE, and electrons spend
a short time compared to the rf period in the region of spatially inho-
mogeneous field (skin layer). The thermal motion of electrons results

in a spatial dispersion of the electron rf current, and the rf current den-
sity j(r) becomes a nonlocal function of the rf electric field E(r). The
Ohm’s law, j ¼ rpE, becomes invalid. The nonlocal electrodynamics
in LTP (which is essentially a hot plasma effect disappearing at Te

! 0) is well known for CCP (where kE is the length of the rf sheath)
and in ICP (where kE is the skin depth). The nonlocality parameter K
calculated for ICP is shown in Fig. 2 for different argon pressures and
rf powers. At K� 1, the ICP is in the regime of a normal skin effect,
and can be adequately described by the conductivity of cold plasma
rp. At K� 1, the ICP is in the regime of strong electrodynamic non-
locality (i.e., strong anomalous skin effect). Examples of nonlocal elec-
trodynamics effects, collisionless electron heating, and negative power
absorption are shown in Figs. 3 and 4.

External magnetic fields as weak as 3G can drastically change the
properties of low pressure ICPs.21 Effects of static magnetic fields are

FIG. 2. Nonlocality parameter K for ICP driven at 6.8 MHz in argon gas.
Reproduced with permission from Godyak, Phys. Plasmas 12, 055501 (2005).
Copyright 2005 AIP Publishing LLC.

FIG. 3. The ratio of the measured total power absorption to calculated collisional
power absorption in argon ICP. Reproduced with permission from Godyak, Phys.
Plasmas 12, 055501 (2005). Copyright 2005 AIP Publishing LLC.
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most pronounced when the nonlocality parameter K has a minimum.
In cylindrical “ring” discharges with a spiral coil, application of weak
static magnetic field parallel to the plasma boundary changes the radial
profile of the rf magnetic field, when the electron Larmor radius
becomes comparable to the tube radius. When the static magnetic field
is perpendicular to the plasma boundary (as in ICP with planar coils),
weak magnetic fields of only a few Gauss completely modify the nature
of the rf field penetration into plasma.22,23 The observed enhanced
penetration of the rf magnetic fields into plasma is due to electron
cyclotron resonance and excitation of helicon waves.24–26

Electrodynamic nonlocality (K > 1) is expected to occur in other
rf and microwave plasmas produced in helicon,27 surface wave, and
microwave discharges, provided the condition (1) is satisfied. But theo-
ries and numerical models for these discharges still often use cold
plasma (local electrodynamics) approximation. Helicon waves in
bounded plasma correspond to whistler waves in free space.28 Electron
interactions with whistler waves have been actively studied in space
physics for solar wind and aurora electrons.29,30

The electric field responsible for ICP maintenance is generated
by a time-varying magnetic field. The amplitude of the electric field
scales as E / x B. For typical ICP geometries, the rf magnetic field is
present in plasma together with rf electric field. To satisfy the electron
energy balance in ICP, approximately the same magnitude of rf electric
field is required at different driving frequencies. Therefore, for ICP

operation at low frequency and low gas pressure, a significant rf mag-
netic field should be present in the skin layer. At such a large rf mag-
netic field, the Lorentz force FL/ vx � Bx exceeds the electric force FE
/ E in the skin layer. The condition FL/FE> 1, which is equivalent to

xc
2 > x2 þ �2 (2)

defines the domain of a nonlinear skin effect. Here, vx is the electron
oscillatory velocity and xc is the electron cyclotron frequency corre-
sponding to the rms value of Bx. The ratios FL/FE for different driving
frequencies and argon pressures are shown in Fig. 5.

A variety of nonlinear effects appear due to the rf magnetic field
and the vx� Bx Lorentz force within the skin layer. For example, the
rf magnetic field forces the electron velocity kick to occur normal to
the plasma boundary during collisionless electron motion within the
skin layer. Plasma rf polarization on the second harmonic and second
harmonic current was discovered in ICP at low driving frequency.10

The origin of the second harmonic current Jz,r2x and its radial distri-
bution are shown in Fig. 6. Since the value of Jz,r2x is comparable to
the main discharge azimuthal current Jhx at the fundamental fre-
quency, Jz,r2x may contribute to the electron energy balance in ICP.

At low driving frequency and low gas pressure [under condition
(2)], the ponderomotive (Miller) force Fp / r E2 (i.e., the time aver-
aged Lorentz force) can considerably affect the plasma density profile10

and modify the EDF in the skin layer.19 The experimentally observed

FIG. 4. Negative power absorption in argon ICP at 10 mTorr. Reproduced with permission from Godyak, Phys. Plasmas 12, 055501 (2005). Copyright 2005 AIP Publishing LLC.
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EDF was depleted with the low energy electrons, which experienced
larger ponderomotive force than the high energy electrons, and thus
were pushed out of the skin layer.19

The axial plasma density, n(0, z), and negative potential distribu-
tions, Vp(0, z), measured at the ICP axis (r¼ 0) and that at r¼ 4 cm
(within the maximum of the rf electric field and discharge current)
are shown in Fig. 7. In accordance with the Boltzmann relation,

n¼ nmexp �
eVp

Te

� �

; the axial position of the maximal plasma density

nm (at r¼ 0, z¼ 3.5 cm where FL ¼ 0) coincides with the position of
the minimal potential Vp ¼ 0, while at r¼ 4 cm, these positions
diverge. This violation of the Boltzmann relation is attributed to the
ponderomotive force, Fp ¼ en rUp, and is well explained by the fol-

lowing force equilibrium equation: Ter nþ enrVp þ enrUp ¼ 0,

where Up is the ponderomotive potential.

The values of the plasma potential Vp and thermopotential Tp

¼Teln(nm/n) are shown in Fig. 8 for two radial positions. They coin-
cide at r¼ 0 since there Eh, FL, Fp ¼ 0; thus, the Boltzmann equilib-
rium (Tp ¼ Vp) is held. In the area of strong electric field (at
r¼ 4 cm), the difference of Tp – Vp ¼ Up allows one to find the pon-
deromotive force and its potential.

It is interesting that the experimentally observed ponderomotive
force in ICP appears to be almost an order of magnitude smaller than
the one predicted by the classical expression for the Miller force using
cold plasma approximation. The discrepancy was resolved by the the-
ory taking into account the electron thermal motion.31 Ironically, the
Miller expression for the ponderomotive force applicable for hot
fusion plasma fails in cold ICPs. The explanation of this paradox is
due to the disparity of driving frequencies used for hot plasma and for
ICP (gegahertz vs megahertz). Condition (2) is not satisfied in the first
case. “Note that many outlined above features of the anomalous and
nonlinear skin effect are ignored in all known numerical codes for
plasma processing and ion sources.”

III. FORMATION OF DISTINCT ELECTRON GROUPS IN
GAS DISCHARGES AND SPACE PLASMAS

The formation of distinct groups of electrons is a common phe-
nomenon in gas discharge plasma. It is now well explained by the
kinetic theory of gas discharges that electrons with different energies
can behave quite independently of each other, provided the Coulomb
interactions are too weak to Maxwellize the EDF (that is the case for
practically all LTPs). As a result, fluxes of electrons with different ener-
gies can flow in different directions with respect to gradients of plasma
density and electric field direction.2,3

Figure 9 illustrates the formation of three groups of electrons in
the cathode region of classical dc glow discharges.2 The first group of
electrons consists of highly anisotropic runaway electrons formed in
the cathode sheath, which are responsible for the nonlocal ionization
in negative glow, and the peculiar properties of glow discharges with
electrostatic confinement of fast electrons.32 The second group consists

FIG. 5. The FL/FE ratio measured in the ICP skin layer. Reproduced with permis-
sion from Godyak, Phys. Plasmas 12, 055501 (2005). Copyright 2005 AIP
Publishing LLC.

FIG. 6. The origin of the second harmonic current in ICP and its radial distribution. Reproduced with permission from Godyak, Phys. Plasmas 12, 055501 (2005). Copyright
2005 AIP Publishing LLC.
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of slow electrons trapped in the potential well formed in the cathode
region due to the two field reversals. The slow electrons are responsible
for the peak of plasma density in the Faraday dark space (FDS), but
give zero contribution to the electron current transported by the third
group of intermediate electrons, which consists of the decelerated fast
electrons and the new electrons generated in the negative glow (NG).
The intermediate electrons have near-isotropic velocity distribution.
Their nonlocal kinetics can sometimes produce standing striations in
the transition between the FDS and positive column. It turned out that
the formation of distinct electron groups is a common phenomenon
for dc, rf capacitive, inductive discharges, and space plasma (solar
wind).

It is remarkable how the formation of three electron groups in
the cathode region resembles the formation of three electron groups in
solar wind. Stars and planets loose atmosphere because fast particles
can overcome gravitational force and escape. Kinetics of escaping neu-
tral and charged particles depends on the presence of magnetic fields.
Sun has strong magnetic field to magnetize both electrons and ions in
the entire heliosphere. Velocity distributions of electrons in solar wind
exhibit three groups: core, halo, and strahl (see Fig. 10). The isotropic
Maxwellian “core” comprises the bulk of the electron density. A mag-
netic-field-aligned beam (from�50 eV to 1 keV) is called “strahl,” and
a nearly isotropic component is called “halo.” Strahl formation is a
result of kinetic beam focusing in spatially weakening magnetic field
and its broadening via electron pitch-angle scattering. The pitch-angle

scattering can be provided by Coulomb collisions between electrons
and ions, or wave-particle interactions (such as whistler-mode turbu-
lence). The relative contributions of Coulomb scattering and scattering
via wave-particle interactions at different electron energies are a sub-
ject of active current studies. It has been recognized33,34 that the effect
of spherical geometry on neutral particles is exactly equivalent to the

FIG. 7. Axial distribution of plasma density and plasma electrical potential in ICP.
Reproduced with permission from Godyak, Phys. Plasmas 12, 055501 (2005).
Copyright 2005 AIP Publishing LLC.

FIG. 8. Axial distribution of plasma electrical potential and plasma thermopotential
in ICP. Reproduced with permission from Godyak, Phys. Plasmas 12, 055501
(2005). Copyright 2005 AIP Publishing LLC.

FIG. 9. Three groups of electrons in the cathode region of dc discharges. Dashed
lines indicate the sheath-plasma boundary, two points of field reversals in plasma,
and the boundary of the positive column.
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effect of diverging magnetic field on magnetized charged particles.
Scattering via Coulomb collisions counteracts magnetic focusing effects
limiting the beam collimation by 24	 for electrons with an energy of
�100 eV.35

The halo is nearly isotropic, non-Maxwellian, and occupies the
energy range �70–1000 eV. Its angular distribution is formed due to
pitch-angle scattering of strahl electrons by different mechanisms, and
the energy distribution depends on the energy transfer in collisions
and wave-particle interactions in a plasma-generated electric field.36

This electric field is produced in expanding plasma to ensure quasi-
neutrality. As a result, some of the electrons are trapped at the far end
via electrostatic force and at the Sun side by the magnetic force. A
reverse current toward the Sun should flow inside the halo to compen-
sate for the current transported by the strahl electrons.

The formation of electron groups in solar wind resembles the for-
mation of electron groups in the cathode region in several aspects. The
electrons injected from the cathode and those generated in the cathode
sheath form the group of fast electrons resembling the strahl. The
slowest electrons, which are trapped in a potential well between
the two field reversals, are similar to the core electrons, which consti-
tute the majority of electrons in both cases. Finally, the nearly isotropic
“intermediate” electrons are similar to the halo electrons. Indeed, the
characteristic energies of the three electron groups in discharge plasma
are different from those in solar wind. In solar wind, Coulomb interac-
tions among charged particles and, possibly, wave-particle interactions
are the main collisional processes. In gas discharges, elastic and inelas-
tic collisions of electrons with neutrals and electron interactions with
external electric fields are the key processes responsible for EDF for-
mation. So the differences in energies are not surprising.

It is now well understood in the gas discharge physics that elec-
trons with different energies can behave quite independently of each
other. However, in space plasma, the kinetic approach appears less
established. It was proposed that the observed maximum of tempera-
ture in the Sun corona is due to the velocity filtration effect, and there
is no need for additional heat sources, as required by fluid models.37,38

However, the kinetic approach still appears as “a very interesting but

controversial idea: The heating necessary to produce the steep temper-
ature inversion in the solar transition region and corona can be
achieved without any wave or magnetic energy needing to be depos-
ited” according to a recent paper,39 which elaborates the same concept.

IV. FAST RUNAWAY ELECTRONS

Fast electrons with kinetic energies greatly exceeding the excitation
and ionization thresholds of neutrals, and runaway electrons (RE) are
commonly present in LTP. They appear in short-pulsed high-voltage
discharges,40 commonly generated in spatially inhomogeneous electric
fields in the cathode sheath of dc discharges2 and streamer fronts,41 and
produced in the upper atmosphere by solar wind and cosmic rays.42

If the energy of fast electrons exceeds the binding energy of all
electrons in the target media, the interactions of fast electrons with the
target can be considered using the Rutherford model for collisions
among free charged particles.43 Thus, deceleration of fast electrons in
neutral gases can be described as a continuous slowing down by a
retarding force given by the Bethe-Bloch law, and the momentum
relaxation is dominated by small-angle scattering, and can be
described as diffusion over pitch angle.

The kinetic equation for the fast electrons can be written in the
form42,43

@f

@t
þ vl

@f

@x
�
eE

m
l
@f

@v
þ
1� l2

v

@f

@l

� �

¼
1

v2
@

@v
v2Ff
� �

þ Dl

@

@l
1� l2
� � @f

@l

� �

þ Ie; (3)

where l ¼ cos h, and h is the pitch angle, FðvÞ is the dynamic friction,
DlðvÞ is the diffusion coefficient, and I is a source term, which can
include ionization events, or large angle scattering that cannot be
described by the diffusion model. Kinetic equation (3) has been used
for the description of runaway electrons in high electric fields, kinetics
of solar wind electrons, precipitation of high-energy magnetospheric
electrons into the ionosphere, degradation of fast electrons in the
upper atmosphere, and other problems.

Kinetic equation (3) describes the formation of the EDF in a
three-dimensional phase space: One spatial dimension and two-
dimensional spherical velocity space. Modifications of this equation
have been used for different problem types.44 For electron energies
close to the excitation threshold, the continuous slowing down approx-
imation becomes invalid, and the loss function must be replaced by a
sum of discrete collision cross sections. Forward scattering is often
assumed for excitation or ionizing collisions because these collisions
are much more forward peaked than elastic encounters. Furthermore,
this approximation may continue to yield valid results at energies close
to the first excitation threshold for the additional reason that the EDF
becomes close to isotropic at these energies, in which case the angular
dependence of the various scattering processes becomes unimportant.

Furthermore, kinetics of fast electrons has been described using a
two-stream model or a forward-backward approximation, which were
introduced (independently) for electron kinetics in the upper atmo-
sphere,45 fast electrons in gas discharges,46,47 and semiconductor trans-
port.48 The two-stream model assumes that electrons can move only
along one spatial dimension with positive or negative velocities.

An example of simulating runaway electrons formed in a spa-
tially inhomogeneous electric field with the two-stream model is

FIG. 10. An illustration of a typical velocity distribution of solar wind electrons.
Reproduced with permission from Graham et al., J. Geophys. Res. Space Phys.
122, 3858 (2017). Copyright 2017 Author(s), licensed under a Creative Commons
Attribution (CC BY) license.
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shown in Fig. 11.49 The model takes into account acceleration, scatter-
ing, energy loss in collisions, and electron-impact ionization for a line-
arly decreasing electric field near the cathode. The value of the electric
field at the cathode surface (x¼ 0) is high enough to guarantee the
generation of runaway electrons at eEðxÞ=F0 > 1, where F0 is the
maximum value of the loss function.2,3 The left part of Fig. 11 shows
the calculated EDF with account for all the processes mentioned
above. Electrons are injected at the left boundary (x ¼ 0), move along
white stream lines, and get absorbed at the anode, at x ¼ L. Elastic
scatterings produce jumps between positive and negative values of v.
Due to the decrease in the back-scattering rate with electron energy,
there is an asymmetry between the positive and negative v: Slow

electrons have a near-isotropic EDF, whereas fast runaway electrons
have a strongly anisotropic EDF. The right part of Fig. 11 shows the
spatial distributions of the electric field, ionization rate, electron den-
sity, and temperature, which correspond to the typical distributions
observed in the cathode region of short glow discharges without a pos-
itive column.2,3

Extremely short (picosecond) pulses of runaway electrons (REs)
are shown in Fig. 12 for a vacuum and atmospheric air. They were
experimentally observed at the anode at the electric field rise rate of
1018 V/(cm s) and cathode-anode gap of 1 cm.50 The electron current
pulse in a vacuum is substantially lower in amplitude than that of REs
in gas, and the RE current in gas arises earlier and has a duration of

FIG. 11. Streamlines (characteristics), adapted computational mesh, and calculated EDF (color map in log scale) in the 1d1v phase space (left), and spatial distributions of nor-
malized electric field E, electron density, ionization rate, and temperature (right).

FIG. 12. The voltage pulse (UV), the current from the cathode in vacuum (IV), and the RE beam current in air (IREB). (left) Reprinted with permission from Mesyats, Plasma
Phys. Rep. 43, 952 (2017). Copyright 2017 Springer Nature. The source voltage (dashed curve), waveform of the voltage on cathode (curve 1), current in the circuit (curve 2),
and the fast electron beam current (curve 3). (right) Reprinted with permission from Kozhevnikov et al., Russ. Phys. J. 61, 603 (2018). Copyright 2018 Springer Nature.
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�100 ps. The right part of Fig. 12 shows results of recent computa-
tional studies for similar conditions (nitrogen pressure of 760Torr,
interelectrode gap 1 cm, voltage pulse with amplitude of 200 kV and
rise time of 200 ps). The model is based on solving the kinetic equation
for electrons using the two-stream approximation with account for
elastic scattering and ionization.51 The electric field is calculated self-
consistently taking into account the displacement current and an
external circuit. It is seen that the electron beam current pulse has a
duration of about 15 ps, and the number of fast electrons in this beam
pulse is about �109. This result coincides qualitatively well with the
experimental data shown in the left part of Fig. 12 and with other pub-
lished results, both in the number of electrons per pulse and in the
pulse duration.

Runaway electrons are expected to appear in front of fast ioniza-
tion waves, streamer, and leader tips, during natural lightning and in
high-voltage laboratory experiments.40,41 Direct sensor measurements
of electric field inside the leaders or streamers are not possible even in
the controlled laboratory discharges, due to too small spatial and tem-
poral scales of the domains occupied by the field. The X- and c-ray
emissions are the only evidence that the electric field intensity is locally
increased to the levels required for the RE generation. “To simulate
these processes, the kinetic models described above must be further
developed and applied inside dynamically evolving kinetic patches
embedded into fluid plasma models.”

V. SPATIAL AND TEMPORAL SCALES AND DIFFERENT
PLASMAMODELS

A. Three regimes of plasma operation

For the analysis of plasma dynamics, the most important factor is
the distinction of electron and ion time scales. Due to the large differ-
ences of electron and ion time scales, one can distinguish three regimes
of plasma operation: quasistatic (QS), dynamic, and high frequency.52

To illustrate key features of these regimes, consider discharges in noble
gases at relatively low gas pressures, when the loss of charged particles
is determined by surface recombination rather than volume recombi-
nation. In this case, the largest characteristic time scale is the time sa of
ion transport to the wall. For a collisional plasma, the corresponding
characteristic frequency �a is determined by the ambipolar diffusion,
�a ¼ Da/K

2, where K is the characteristic size of the plasma and Dais
the ambipolar diffusion coefficient. For nearly collisionless plasma, �a
¼ vs/K where vs is the ion sound speed.

The three regimes mentioned above are distinguished based on
the process time scale s, the transport time scales sa ¼ �a

�1, and the
electron energy relaxation time se, which is the second slowest time
scale defined below.

Consider a discharge maintained by an electric field with fre-
quency x. The quasistatic regime corresponds to the low-frequency
case (x < �a) when plasma density varies significantly over the field
period following the electric current. In this case, the electric field and
electron temperature exhibit highly nonlinear behavior: They remain
practically constant during the most part of the half-period and drop
sharply near current zero (see the black curve in Fig. 13). At high fre-
quencies (x > �e) the electron energy distribution function (EEDF)
(thus, the plasma density n and the electron temperature, Te,) is con-
stant over period (as shown by the green curve in Fig. 13), and the
electric field is: E ¼ E0ð1þ x2=�2eff Þ

1=2, where E0 is the electric field
in dc plasma at the same gas pressure and geometry, and �eff is the
effective electron collision frequency accounting for collisional and
stochastic electron heating. The field E0 depends on the product pK,
and adjusts itself according to electron energy balance.11

The intermediate case (�a < x < �e) corresponds to a “dynamic
regime.”52,53 In this regime, the plasma density varies slightly over the
field period but the electron temperature, ionization rate, and the
EEDF shape could change significantly over the field period. No
detailed studies of this regime have been performed so far. A recent
paper on low-frequency ICP 52 is one step in this direction.

B. Different models for electron kinetics

In terms of electron kinetics, the key factor is that the momentum
and energy relaxation processes occur at different spatial and temporal
scales, which also depend on electron kinetic energy. For thermal elec-
tron energies, the momentum relaxation occurs faster than energy
relaxation (sm � se) and the electron mean free path km is consider-
ably smaller than its energy relaxation length ke. This situation, which
is depicted schematically in Fig. 14, is opposite to the one taking place
for the fast electrons described in Sec. IV.

In this figure, k ¼ vph/x is the wavelength in plasma, vph is the
phase velocity of electromagnetic field in plasma, and L is a character-
istic spatial scale (device size). When the device size L is larger than k,
a full Maxwell solver should be used. At L � k, the field is close to
static (electrical/magnetic), and quasistatic (QS) models can be
applied. Depending on characteristic spatial and temporal scales, dif-
ferent models can be applicable for the description of electron kinetics.

FIG. 13. Time dependence of the electric field (a), electron temperature (b), and plasma density (c) on axis of the tube for different frequencies at 0. 1 Torr and 0.1 A.
Reprinted with permission from V. I. Kolobov and V. A. Godyak, Plasma Sources Sci. Technol. 26, 075013 (2017). Copyright 2017 IOP Publishing..
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When spatial scales exceed the electron energy relaxation length
ke, and the time scales exceed the energy relaxation time se, the elec-
tron transport can be described by fluid models with EDFs depending
on local electric fields. The transport coefficients (mobility and diffu-
sion) of electrons can be calculated from the EDFs. This model is well
established and has been widely used in the modeling of gas discharge
plasmas.54,55

At spatial scales exceeding the momentum relaxation length km,
and time scales exceeding the momentum relaxation time sm, the EDF
is close to isotropic and can be described using the first two terms of
the Spherical Harmonics Expansion (SHE) in velocity space56
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where �m is the momentum relaxation frequency, xc is the cyclotron
frequency vector, e is the electron kinetic energy, and U ¼ e� eVpðrÞ
is the total electron energy. According to Eq. (4), the quasi-elastic pro-
cesses (including Coulomb interactions among electrons) are
described as diffusion and convection along the energy axis with coef-
ficient De and Ve. Inelastic processes associated with large energy
jumps are taken into account by the right-hand side, S0.

For Coulomb interactions among electrons, km and ke are of the
same order of magnitude and strongly decrease with decreasing elec-
tron energy. For molecular gases, km and ke have large values at ener-
gies corresponding to excitation of rotational and vibrational states of
molecules. Their values depend not only on electron energies but also
on specific populations of rotational and vibrational states. Thus, high-
fidelity calculations of the EDF in molecular gases require self-

consistent analysis of electron kinetics and vibrational kinetics of mol-
ecules.57 Superlastic collisions with metastable atoms could also affect
the EDF shape.58

For the simulation of plasma dynamics at the energy relaxation
time scale, it is convenient to use total electron energy U ¼ e� eVpðrÞ
as an independent variable, where Vp is the plasma potential.
Combined Eqs. (4) and (5) give a Fokker-Planck equation for the
Electron Energy Distribution Function (EEDF)59
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where DijðeÞ is the diffusion tensor, which becomes a scalar, and
D ¼ vkm=3, for nonmagnetized plasma. For semiconductor plasmas,
the diffusion tensor is defined as constant energy averages of the group
velocity vg ¼ @e=@p and the vector mean free path kðpÞ.60 The
Fokker-Planck equation (6) in the energy-position space has been
used for modeling electron kinetics in semiconductors with realistic
band structures.61,62

The total energy paradigm was independently developed in gas
discharge physics,2 semiconductor physics,62 and space science.63

“Generalized Boltzmann law” for trapped electrons, kinetic resonances
at spatial scales �ke ¼ e�/(eE0) (where e

� is the first excitation thresh-
old of atoms) in electric fields E0, fluxes of electrons with different total
energies flowing in opposite directions—these are just a few examples
of interesting nonlocal kinetic effects that have been observed and pre-
dicted in gas discharges using this paradigm.2,64 Under certain condi-
tions, the EDF body is cooled by the ambipolar field, whereas its tail is
heated by it.65 This phenomenon cannot be explained in any way
within the framework of the traditional hydrodynamic description, in
which all electrons are heated or cooled by the field. In fully ionized
plasma, due to strong dependence of the electron mean free path on
kinetic energy, kinetic regimes for thermal and superthermal electrons
can be quite different.63 Heat flux transported by superthermal elec-
trons is not proportional to the temperature gradient.

At spatial scales smaller than or comparable to the momentum
relaxation length and for the time scales smaller than the momentum
relaxation times, a full Boltzmann solver must be used. Furthermore,
in molecular gases and semiconductors, the energy relaxation length
may be comparable to the momentum relaxation length under certain
conditions. Under these conditions, electron streaming can be
observed in a certain range of electric fields. Under streaming condi-
tions, the EDF is highly anisotropic, and the two-term SHE is not
applicable.

C. Peculiarities of high-pressure microdischarges

Both low-pressure lab-scale discharges and high-pressure micro-
discharges generate nonequilibrium LTP. However, their size and
operation pressure differ by orders of magnitude. Figure 15 compares
key parameters of electron kinetics in noble gases for a conventional
low-pressure discharge and an atmospheric pressure microdischarge.66

At atmospheric pressure, the electron-neutral collision frequency �m is
much larger than the rf driving frequency x [Figs. 15(a) and 15(b)].
Therefore, the bulk plasma is mainly resistive, and the inductive

FIG. 14. Selection of physical models depending on the time scale and device size.
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behavior due to the electron inertia often encountered in low-pressure
discharges can be ignored (�m � x and r � rDC). Furthermore,
while the electron thermal velocity vth is comparable in the two cases,
the product of collision frequency times discharge size �mL is typically
100 times larger in microdischarges. As a result, the condition
�mL � vth is normally satisfied in microplasmas, so the collisionless
electron heating is negligible, and the Ohmic heating with rp ¼ e2n/
(m�m) is the dominant heating mechanism.

It is normally accepted that nonlocal electron kinetics is impor-
tant for low-pressure discharges, while local kinetics (and fluid mod-
els) is valid at higher pressure. However, it is erroneous to assume that
in microdischarges the electrons are in local equilibrium with the elec-
tric field simply because the discharge operates at atmospheric pres-
sure. In fact, the large electric fields and the reduced dimensions
encountered in microdischarges contribute to a departure from the
local kinetics. The transition from the local to the nonlocal regime
takes place when the electron energy relaxation length becomes

comparable to the length of the spatial inhomogeneity of the electric
field. In low-pressure plasmas, this length is approximately the size of
the discharge gap, and electrons are found in the local or the nonlocal
regime depending on the discharge conditions. For the 25 mTorr
(3.3 Pa) Ar discharge used as an example in Fig. 15(c), low-energy
electrons are in the nonlocal regime (ke > L), whereas high-energy
electrons are marginally in the local regime (ke < L). The distinction
between low- and high energy electrons is made because of the much
faster collisional energy loss of electrons with energy above the inelas-
tic (excitation) threshold. If the system length (L) in Fig. 15(c) had
been 1 cm instead of 4 cm, all the electrons would be in the nonlocal
regime.

Similarly, low-energy electrons in an atmospheric pressure
microdischarge [Fig. 15(d)] may not be in local equilibrium with the
electric field (ke > L). Indeed, nonlocal effects such as striations have
been observed in high pressure microdischarges and linked to the non-
locality of low-energy electrons. The energy relaxation length (ke) of
electrons in the elastic energy range (e< 20 eV for He) is �50lm
[Fig. 15(d)], which is of the same order as the width of the potential
well experienced by low-energy electrons in a 100lm discharge.

Unlike in low-pressure discharges, the electron energy relaxation
time in an atmospheric microdischarge (se � 5 ps to 10ns) is shorter
than the rf period (s � 74 ns) [Figs. 15(e) and 15(f)]. As a result, the
EDF is strongly modulated by the driving frequency, especially in the
inelastic energy range. Because of this fast energy relaxation time, even
rf capacitively coupled discharges at atmospheric pressure can be seen
as a succession of dc discharges sustained at different voltages.

VI. THE PROMISING STRATEGIES FOR PROGRESS

A. Synergy between research studies in neighboring

fields

Many fundamental properties of LTPs in gas discharges, space
science, near-Earth environment, atmospheric electricity, and semi-
conductor physics are remarkably similar. Yet, researchers are often
unaware about progress in their neighboring fields. We have men-
tioned several examples, such as independent discovery of the total
energy benefits in gas discharges, semiconductor transport, space sci-
ence, and the formation of different electron groups in gas discharges
and solar wind plasma. Borrowing achievements from neighboring
field can be very fruitful for future progress.

For example, the nonlocal electrodynamic and nonlinear kinetic
effects found in gas discharges can also be important for terahertz
technologies and surface wave effects in metals (plasmonics). Indeed,
the skin depth reaches 200nm at 100GHz in copper, which is about 5
times the electron mean free path at room temperature. Size effects
become a serious problem in on-chip interconnects. Superanomalous
skin effects have been reported for surface plasmon polaritons.67 How
the plasma properties change when electrons undergo transition from
magnetized to demagnetized in spatially nonuniform or time-varying
magnetic fields? Can the accumulated gas discharge experience with
convenient temporal and spatial scales be applied to terahertz science,
magnetodynamics,68 and plasmonics, where spatially resolved mea-
surements are difficult or impossible due to limitations of time and
space scales?

The second example concerns fast electrons. Fast electrons
with kinetic energies greatly exceeding the excitation and ionization
thresholds of neutrals are commonly present in LTPs. They appear in

FIG. 15. Comparison between a low-pressure Ar discharge [(a), (c), and (e)] and
an atmospheric-pressure He microplasma driven at 13.56 MHz [(b), (d), and (f)]: the
electron-neutral collision frequencies (�total; �m; �ex; �iz ) and the rf driving fre-
quency x[(a) and (b)]; the electron mean free path km, the electron energy relaxa-
tion length ke, and the characteristic length of the system L; the electron energy
relaxation time se and the rf period srf [(e) and (f)]. Reprinted with permission from
Iza et al., Plasma Processes Polym. 5, 322 (2008). Copyright 2008 John Wiley and
Sons.
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short-pulsed high-voltage discharges, commonly generated in spatially
inhomogeneous electric fields in the cathode sheath of dc discharges,
in front of fast ionization waves, streamer, and leader tips, and pro-
duced in the upper atmosphere by solar wind and cosmic rays. Fast
runaway electrons are responsible for the X- and c-ray emissions
observed in natural lightning and high-voltage laboratory experi-
ments.41 Direct measurements of electric field inside the leaders or
streamers are difficult or impossible even in the controlled laboratory
discharges, due to too small spatial and temporal scales of the domains
occupied by the field. The X- and c-ray emissions are the only evi-
dence that the electric field intensity is locally increased to the levels
required for the RE generation. To simulate these processes, kinetic
models must be further developed and applied inside dynamically
evolving kinetic patches embedded into fluid plasma models.

There are two scientific communities, the ionospheric and mag-
netospheric, which deal with the theoretical description of diffuse
auroral electron precipitation and its consequences. The ionospheric
community focuses on superthermal electron transport at ionospheric
altitudes without taking into account the magnetically conjugate
region. The magnetospheric community focuses mostly on the pro-
cesses that drive electron precipitation in the diffuse auroral region.
The majority of the electron precipitation studies in the ionospheric
and magnetospheric communities have been historically disconnected.
The formation of the EDF at the ionosphere-magnetospheric bound-
ary via ionosphere-magnetosphere coupling connects space science
with collisional discharge physics.42 Studies of runaway electrons in
gas discharges, electric discharges in the stratosphere and mesosphere
(elves, sprites and jets), and lightning initiation and thunderstorm
activity in the troposphere can benefit from collaboration of scientists
working in these diverse fields.

As the third example, it has been recently shown52 that depend-
ing on geometry and the presence of ferromagnetic materials, the rf
magnetic field may be completely absent in ICPs. Electron kinetics in
magnetic-field-free ICPs has not been studied so far. Particularly inter-
esting is that such systems can operate at very low frequencies, down
to 50Hz. Studies of electron kinetics at different frequencies including
dynamic regimes could uncover interesting effects. In particular,
strong electron magnetization by alternating magnetic field and
demagnetization during the zero-B point should be associated with a
strong heating effect that has not been studied so far. Demagnetization
is a hot topic in space science in relation to magnetic reconnection.

As physics of LTPs becomes increasingly multidisciplinary, and
includes processes at gas-liquid-solid interfaces, phase transitions, and
extreme states of matter, the need for closer interactions of scientists
from different areas of physics, chemistry, electrophysics, multiphase
flow science, and even experts from physical and life sciences becomes
important.

A. Strategies for progress with experiments

In terms of experiments, the biggest concern is a flow of unpro-
fessional, low quality publications with violation of vacuum hygiene,
ignorance of applicability and limitation of diagnostics used, and
uncertainty of discharge conditions. Let us look at just a few typical
examples. It is widely recognized that meaningful application of
Langmuir probes in rf plasmas requires mitigation of rf voltage across
the probe sheath, i.e., Vsrf < Te/3e, where Vsrf is the rf voltage across
the probe sheath and Te is the electron temperature in eV. In order to

determine, whether this requirement is satisfied one has to measure
the plasma rf potential Vprf to make an adequate rf filter with certain
impedance characteristics. There is no measurement of Vprf and filter
parameters in the majority of published studies on rf plasma diagnos-
tics. Using just some filter does not mean that the probe is rf compen-
sated and plasma parameters inferred from such measurement are
valid. In the majority of publications, the authors report the rf power
consumed from rf power source Pg. In fact, this power is higher (and
sometimes considerably higher) and is not proportional to the power
delivered to the plasma Pp. A significant portion of rf power dissipates
in the matcher, induction coil, and (due to eddy current) in the metal
chamber. Therefore, the power consumed by plasma Pp, which is the
relevant parameter defining plasma condition, has to be evaluated and
used in numerical simulation instead of the output power of rf genera-
tor Pgmeasured in the majority of experiments and used in simulation
as the plasma power Pp.

In a positive sense, we see the challenge for the LTP experiment
in the refining of the Langmuir-Druyvestein probe technique as the
most informative for LTP diagnostics in the following directions: (a)
plasma in magnetic field, (b) elevated gas pressures, (c) anisotropic
plasma, and (d) fast transient and unstable plasmas. In recent years,
considerable attention has been paid to probe diagnostics beyond the
applicability of the classical Langmuir probe technique for these plasma
conditions.69–74 Comprehensive testing and validation are required for
the new methods with clear understanding of their applicability and
limitations to be routinely applicable in plasma diagnostics.

B. Key areas where experiment and theory

collaborations can help to facilitate scientific

discoveries

Conditions of nonlocal and nonlinear electrodynamics found in
laboratory CCP and ICP systems occur in commercial plasma sources
of different types (including helicon, surface wave, etc.) as well as in
metal plasmas (plasmonics). Therefore, elaboration of nonlocal and
nonlinear electrodynamics effects into numerical plasma codes for
those plasmas would be awarded with more realistic perception and
understanding of these systems. In particular, we suggest the following
key areas of research:

Designation of benchmark experiments with contemporary reli-
able diagnostics for testing and evaluation of numerical codes, similar
to Gaseous Electronics Conference (GEC) Reference Cell, but with
professionally designed chambers suitable for diagnostics is needed.
Such experiments are extremely difficult and sometime impossible in
industrial plasma sources hardly attainable for diagnostics. There is no
need for many of such facilities (setups), one would be enough with
close collaboration of many research groups of experimentalists, theo-
rists, and numerical modelers (virtual experimentalists).

The study of feasibility and limitations of plasma diagnostics is
performed using Langmuir, magnetic, and microwave probes for plas-
mas at elevated gas pressures, high magnetic fields, strong anisotropy
of the VDF, and fast transient processes. Recent advances in simula-
tions of particle kinetics for solid theoretical background of these diag-
nostics for real non-Maxwellian plasmas are applies.75,76

Exploration of feasibility and limitations, and development of
methods for plasma control (electron temperature and plasma density
profile) to enhance efficiency of industrial plasmas are carried out. So
far, in industry, plasma control is based on intuition and a “trial and
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error” approach whereas numerical modeling remains not
“predictive,” but rather confirming and sometimes only decorative. To
be predictable, numerical modeling should generate scaling laws that
are more valuable for plasma system design than low-informative
color pictures for selected sets of external parameters.
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