
ELECTRON TRANSPORT WITHIN THE WURTZITE AND ZINC-BLENDE PHASES OF 

GALLIUM NITRIDE AND INDIUM NITRIDE 

by 

Poppy Siddiqua 

 

M.Sc., North South University, 2011 

 

A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF 

THE REQUIREMENTS FOR THE DEGREE OF 

DOCTOR OF PHILOSOPHY 

in 

THE COLLEGE OF GRADUATE STUDIES 

(Electrical Engineering) 

 

THE UNIVERSITY OF BRITISH COLUMBIA 

(Okanagan) 

March 2019 

 

© Poppy Siddiqua, 2019  



ii 

The following individuals certify that they have read, and recommend to the College of Graduate 

Studies for acceptance, a thesis/dissertation entitled: 

ELECTRON TRANSPORT WITHIN THE WURTZITE AND ZINC-BLENDE PHASES OF 
GALLIUM NITRIDE AND INDIUM NITRIDE 

 

submitted by Poppy Siddiqua                       in partial fulfillment of the requirements of 
 

 
the degree of  Doctor of Philosophy  

 

 

Dr. Stephen K. O’Leary, School of Engineering 

Supervisor 

Dr. Jonathan Holzman, School of Engineering 

Supervisory Committee Member 

Dr. Murray Neuman, Irving K. Barber School of Arts and Sciences 

Supervisory Committee Member 

Dr. Jake Bobowski, Irving K. Barber School of Arts and Sciences 

University Examiner 

Dr. Jayshri Sabarinathan, Department of Electrical and Computer Engineering, The 

University of Western Ontario 

External Examiner 

  

 



iii 

Abstract 

Wide energy gap semiconductors are broadly recognized as promising materials for novel 

electronic and opto-electronic device applications. As informed device design requires a firm 

grasp on the material properties of the underlying electronic materials, the electron transport that 

occurs within the wide energy gap semiconductors has been the focus of considerable study over 

the years. We review analyses of the electron transport within some wide energy gap 

semiconductors of current interest. In this thesis, I primarily focus on the electron transport that 

occurs within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, these 

materials being of great current interest to the wide energy gap semiconductor community; indium 

nitride, while not a wide energy gap semiconductor of itself, is included as it is often alloyed with 

other wide energy gap semiconductors. The electron transport that occurs within zinc-blende 

gallium arsenide has also been considered. Most of the discussion focus on the steady-state and 

transient electron transport results obtained from the ensemble semi-classical three-valley Monte 

Carlo simulations of the electron transport within these materials.The evolution of the field, a 

survey of the current literature, and some applications for the results will also be featured. Based 

on this analysis, we have drawn the following conclusions. First, it is found that all of the velocity-

field characteristics corresponding to the materials under investigation in this analysis exhibit 

peaks, regions of negative differential mobility, and regions of high-field saturation. Wurtzite 

Indium nitride, with its small electron effective mass, exhibits the highest peak electron drift 

velocity. The transient overshoot observed for the case of wurtzite Indium nitride is also found to 

be the most pronounced of all of the materials considered in this analysis. This suggests that the 

wurtzite phase of Indium nitride and its zinc-blende counterpart may offer great potential for future 

electron device applications. 
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Lay Summary 

The study of electron transport within semiconductors has a long and rich tradition. In this thesis, 

I present recently acquired electron transport results, corresponding to the wurtzite and zinc-

blende phases of gallium nitride and indium nitride, materials that have attracted a considerable 

following in recent years. Both steady-state and transient electron transport results are featured, 

these being obtained from ensemble Monte Carlo simulations. The zinc-blende phase results 

represent some of the first detailed examinations into the nature of the electron transport within 

these materials. Other results, such as those corresponding to the wurtzite phases, and those 

corresponding to gallium arsenide, are added in for benchmarking purposes. Projections for 

device performance, based on these results, are offered. In addition to a presentation of results, 

the evolution of the field, a survey of the current literature, and some applications for the results 

presented herein, will also be featured.  
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Preface 

At the outset, I would like to make it clear that while others have certainly contributed to 

the overall body of work presented within the scope of this thesis, the majority of the work was 

performed by me and by me alone. In addition to learning about the background required for the 

work, my work really began with a tabulation of the material and band structural parameters 

corresponding to the wurtzite and zinc-blende phases of gallium nitride and indium nitride. Given 

the changes that have been occurring in the understanding of these materials, this was not a 

completely straightforward matter. I then sequentially went through each material, performing both 

steady-state and transient electron transport simulations for each material under the range of 

conditions considered in this thesis. I then used a routine in order to extract the relevant electron 

transport properties associated with each simulation. From these raw results, figures were 

generated and critical comparisons were made.  

As a consequence of this body of work, six journal papers, four conference proceedings, 

and one book chapter were published; further details are discussed in Appendix A. The majority 

of these publications focused on the nature of the electron transport within the wurtzite and zinc-

blende phases of gallium nitride and indium nitride, results corresponding to the nature of the 

electron transport within zinc oxide also being published during the course of my studies. With 

editorial corrections from my academic advisor, Dr. Stephen K. O’Leary, I wrote the text 

associated with each manuscript. I also produced the figures associated with each manuscript. 

So the majority of the content related to these publications was authored by me. Copyright 

permissions have been sought and acquired from the respective publishers.  

In terms of my co-authors, they have been involved with Monte Carlo simulations of 

semiconductor materials for many years. Their role in these publications that I have published, 

however, was more as supporting authors rather than as principal ones. Dr. Michael S. Shur of 
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Rensselaer Polytechnic Institute, for example, was one of the first researchers to explore the wide 

energy gap semiconductors, GaN and InN, through the use of Monte Carlo electron transport 

simulations. In fact, some of his initial explorations into the nature of the electron transport within 

these materials were performed by him in concert with Dr. O’Leary. Dr. Shur and Dr. O’Leary 

have established a vigorous and active research collaboration, and the papers that I wrote within 

the scope of my doctoral studies were merely the latest of a large number of publications that 

have arisen from this collaboration. Dr. Shur commented on each manuscript, and made some 

suggestions in terms of interpreting the results. These definitely helped improve the clarity and 

effectiveness of my publications. In terms of my other co-authors, i.e., Dr. Brian Foutz, Dr. Walid 

A. Hadi, Dr. Lester F. Eastman, and Mr. Amith K. Salhotra, they usually played relatively minor 

supporting roles as former collaborators of my academic advisor, Dr. O’Leary. Dr. Hadi and Mr. 

Salhotra were former students of Dr. O’Leary, while Dr. Eastman (now deceased) and Dr. Foutz 

were longer-term research collaborators of Dr. O’Leary.      

A final note that is worth mentioning and that is related to the two review articles that I 

published during the course of my graduate studies. These review articles are the latest in a series 

of review articles that have been published by my supervisor. Structurally, they are very similar, 

although different results, corresponding to different materials, are presented. For the last two 

review articles, I was the first and primary author, the results presented being from my simulations 

of the electron transport within the wurtzite and zinc-blende phases of these materials. The 

structure of the last review article was that employed for the purposes of this dissertation.  
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Chapter 1: Introduction 

The family of III-V nitride semiconductors, which includes gallium nitride (GaN), aluminum 

nitride (AlN), and indium nitride (InN), has long been recognized as a promising material system 

for novel electronic and opto-electronic device applications [1-14]. The wide energy gaps 

associated with some of these materials, and their alloys, suggests that they will exhibit high 

breakdown fields, high thermal conductivities, and favorable electron transport characteristics, 

making them ideally suited for high-power and high-frequency device applications [15-25]. The 

direct nature of the energy gaps associated with some of the compounds present within the III-V 

nitride semiconductor group [26,27] implies that these materials are also well-suited for novel 

opto-electronic device applications over a broad range of the electromagnetic spectrum, much 

broader than that offered by some of the other commonly encountered group III-V semiconductor 

alloy systems [28-39]. 

             Work on the III–V nitride semiconductors, which initially focused upon the binary 

compounds GaN, AlN, and InN, found its genesis in the earlier parts of the 20th Century [40–45]. 

Pioneering forms of these materials, small crystals and powders, were of poor-quality, and thus, 

unsuitable for device applications. Unfortunately, the growth difficulties, which plagued initial 

efforts at working with these materials, persisted for many years thereafter, hindering efforts at 

developing III–V nitride semiconductor-based technologies [46,47]. Eventually, however, the 

research effort invested paid off, and high-quality forms of the III–V nitride semiconductors 

became available for device applications [48,49]. Much of the electron device work performed 

since then has focused on the use of the III–V nitride semiconductors for high-frequency, high-

power, high-temperature, and high-radiation device applications, where traditional 

semiconductors, such as silicon (Si) and gallium arsenide (GaAs), prove inadequate [50–56]. III-

V nitride semiconductor opto-electronic device work has primarily focused on the use of such 

materials in optical devices, such as lasers and light-emitting diodes, operating in the infra-red- 
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to-ultraviolet region of the electromagnetic spectrum, a broad and technologically significant 

region not served by traditional families of opto-electronic materials [57–61]. These developments 

have sparked considerable interest into the III–V nitride semiconductors. 

            The wurtzite and zinc-blende crystal structures are the most commonly encountered 

phases found for binary compound semiconductors; a tutorial on the wurtzite and zinc-blende 

crystal structures is provided in Appendix B of this thesis. Thermodynamic arguments have 

demonstrated that wurtzite is GaN’s stable phase [62]. It is now widely recognized, however, that 

the zinc-blende phase of this material, which can be prepared through the careful deposition of 

GaN onto an appropriately selected cubic substrate, offers a number of distinct advantages over 

its wurtzite form. In particular, zinc-blende GaN offers higher carrier mobilities, higher carrier drift 

velocities, and a higher doping efficiency than its wurtzite counterpart [63-68]. The greater 

symmetry inherent to the zinc-blende crystal structure leads to the absence of spontaneous 

polarization induced-electric fields, thereby making devices fabricated from this material less 

prone to failure [69-71]. The fact that zinc-blende GaN cleaves more easily than its wurtzite 

counterpart further adds to its allure, suggesting easier device processing and hinting at 

opportunities for integration with Si and GaAs-based technologies [68,69,72]. Prodded on by 

some pioneering work aimed at depositing this particular form of GaN [73-78], zinc-blende GaN’s 

device potential has recently attracted some attention from researchers within the III-V nitride 

semiconductor community [79,80]. 

            Research has demonstrated that InN also presents itself in the wurtzite and zinc-blende 

forms. As with the case of GaN, thermodynamic arguments have demonstrated that wurtzite is 

InN’s stable phase. As a consequence, most research aimed at characterizing the material 

properties of InN has been concentrated on the wurtzite phase of this material. It should be noted, 

however, that some research into the zinc-blende phase InN has also been performed. Initial 

reports into zinc-blende InN include those of Chandrasekhar et al. [81], Jenkins et al. [82], Strite 
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et al. [83], Tebata et al. [84], and Yamamoto et al. [85]. These studies have demonstrated that, 

as with the case of GaN, zinc-blende InN may be prepared through the deposition of InN onto an 

appropriately selected cubic substrate under certain conditions. The unique properties of zinc-

blende InN have led some to speculate that this particular form of InN may be more useful for 

certain device applications than its wurtzite counterpart. 

            As the wurtzite phases of GaN and InN are the stable phases, the majority of work that 

has been performed within the III-V nitride semiconductor community has focused on these 

phases. This has effectively led to the neglect of the zinc-blende phases of GaN and InN. The 

paucity of results pertaining to the zinc-blende phases of GaN and InN may be directly 

demonstrated, for example, in Figure 1.1, in which a bar chart contrasts the number of papers 

published corresponding to GaN and InN against those exclusively focused on the zinc-blende 

phases of these materials.1 Given the focus on the wurtzite phases of GaN and InN, it is clear that 

many aspects pertaining to the zinc-blende phases of these materials remain unknown. This is a 

lamentable state of affairs if one aims to employ the zinc-blende phases of these materials for 

device applications. 

 _________________________ 

1 The Web of Science was employed for the purposes of this analysis. For the identification of papers 

broadly focused on GaN and InN, the search terms “gallium nitride” and “indium nitride”, respectively, were 

employed. For the identification of papers focused only on the zinc-blende phases of these materials, the 

search terms “gallium nitride zinc blende” and “indium nitride zinc blende” were employed. It should be 

noted, however, that there may be some flaws associated with this methodology. For example, papers that 

deposit GaN on a cubic substrate, even if the GaN itself is not in the zinc-blende phase, would be 

inadvertently included in the counts as a paper focused on the zinc-blende phase of GaN. Given that these 

results are purely meant to demonstrate the primacy of studies focused on the wurtzite phases of GaN and 

InN, the possibility of such errors is acceptable. 
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Figure 1.1: Number of published papers per year corresponding to GaN and InN contrasted with those 

exclusively focused on the zinc-blende phases of these materials. The methodology that was employed for 

the purposes of this particular aspect of the analysis is discussed in footnote 1. The online version of this 

figure is in color. 
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There is now a widespread recognition that informed semiconductor device design 

requires a detailed understanding of the underlying electron transport processes. In a given 

device structure, the electrons that are present will respond to the application of an electric field. 

The motion of these electrons, which in large measure determines the performance of such a 

device, is the fundamental issue at stake in the study of electron transport. Owing to its important 

role in shaping device performance, understanding the electron transport that occurs within 

semiconductors, and developing tools whereby the mechanisms underlying it may be 

quantitatively characterized and related to semiconductor device performance, has been a high 

priority for semiconductor device engineers for many years [86], and continues to be so today 

[87,88]. Through this understanding, improvements in semiconductor device performance have 

been achieved and a framework for device optimization has been developed.  

The electron transport response, i.e., how an ensemble of electrons responds to the 

application of an electric field, has two components: (1) steady-state and (2) transient. Steady-

state electron transport may be characterized through the specification of transport characteristics 

that are achieved long after all of transients are extinguished. Transient electron transport, by way 

of contrast, provides a detailed analysis as to how these steady-state values are achieved, i.e., 

the extinction of these transients is the primary focus of studies into the transient electron 

response. While the majority of electron transport studies have focused on examining the steady-

state response, in more recent years the transient response has become a greater focus of study. 

This has occurred as a consequence of the recognition that enhancements in device performance 

may be acquired through transient effects. For example, electrons transiting across a short device 

may not have the ability to acquire steady-state before they exit the device. In the analysis 

presented in my thesis, both steady-state and transient electron transport responses are 

examined. 

Prior to my work, the electron transport processes that occur within the zinc-blende phases 

of GaN and InN remained poorly understood. Electron transport within the zinc-blende phase of 
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GaN had only been studied by a couple of authors [63,64,69,81-85,89-93]. Most of these analyses 

focused only on the steady-state component of the electron transport response, the transient 

electron transport response remaining unknown. The study of electron transport within the zinc-

blende phase of InN had only been attended to by only one previous author [94]. Given the 

important role that electron transport plays in defining the potential of a given material for device 

applications, it is clear that further work is required if the widely recognized device potential of the 

zinc-blende phases of GaN and InN is to be fully realized.  

Recognizing this critical deficiency in the scientific literature, in collaboration with my 

academic advisor at The University of British Columbia, Dr. Stephen K. O’Leary, I aimed to 

ameliorate it. First, I assembled all of the scientific articles that I could find focused on electron 

transport within the wurtzite and zinc-blende phases of GaN and InN that were available at the 

time.2 Then I identified what aspects of electron transport remained unresolved, with a particular 

focus on the less understood materials, i.e., the zinc-blende phases of GaN and InN. A number 

of publications, representing original research, arose as a consequence of this body of work, the 

aim of each publication being discussed in Appendix A. While most of the papers that I 

participated in were focused on the wurtzite and zinc-blende phases of GaN and InN, some other 

electron transport results were also published during the course of my doctoral studies.  

 By the time I had published my last original research article, I recognized that the 

collection of articles that I had authored, along with my supervisor, formed the state-of-the-art in 

terms of what is currently known in terms of electron transport within the zinc-blende phases of 

GaN and InN. Accordingly, given our prominent role in the field, we were invited by a reviews 

editor to submit a review on our latest electron transport results corresponding to the zinc-blende 

phases of GaN and InN. In order to make the work more complete, we also reviewed analyses of 

________________________ 

2 For the purpose of this analysis, I solely focused on electron transport results that were acquired through 

the use of Monte Carlo electron transport simulations. 
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the electron transport within the wurtzite phases of GaN and InN, these results also being in 

accord with the state-of-the-art. So I completed this body of work with the publication of a review 

article in 2018, entitled “Electron transport within the wurtzite and zinc-blende phases of gallium 

nitride and indium nitride”, which was published in the Journal of Materials Science: Materials 

in Electronics. This article surveys the state-of-the-art in terms of what is currently known about 

the electron transport within the wurtzite and zinc-blende phases of GaN and InN. It features a 

tutorial on electron transport and on the Monte Carlo approach that may be used for its 

quantitative characterization, a presentation of state-of-the-art electron transport results 

corresponding to the wurtzite and zinc-blende phases of GaN and InN, a description of the 

evolution of the field, and a presentation of some applications of the results. Some potential topics 

for future research are provided at the conclusion of this review. This review article, in large 

measure, provides the organizational framework for this thesis. Copyright permissions, 

corresponding to all of the articles that I published during the course of my doctoral studies, have 

been sought and acquired from all of the respective publishers. 

In this thesis, material and band structural parameters, corresponding to the various 

materials under investigation, i.e., the wurtzite and zinc-blende phases of GaN and InN, were 

assembled and Monte Carlo simulations of the steady-state and transient components of the 

electron transport response, were determined, the acquired results being analysed and critically 

contrasted with each other. While modifications to the Monte Carlo code were not pursued in of 

themselves, all of the electron transport simulations and subsequent data processing was 

performed by me. I have adopted an unorthodox approach to the presentation of my results. 

Rather than first presenting the sequence of critical developments that have transpired as the 

electron transport results have evolved into their current form, I first present the state-of-the-art 

results themselves for the different materials considered in this analysis, i.e., the wurtzite and 

zinc-blende phases of GaN and InN. I then present how these electron transport results have 

evolved into their current form. Most doctoral dissertations, by way of contrast, present the 
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sequence of historical developments first and then feature the state-of-the-art results that have 

been acquired. The reasons for the adoption of this particular organizational structure for this 

particular thesis are two-fold. First and foremost, my original research contributions, and by 

extension, those presented by others in this rapidly evolving field, are, if presented from a purely 

chronological perspective, seemingly disjointed and fragmented. They address particular aspects 

of the electron transport that remain unclear to experts in the field, not providing much in the way 

of context for the significance of the presented results. This is because scientific articles are 

presented with the technical expert in mind, not the technical lay-person, this being the focus of 

a thesis. Secondly, the chief challenge presented by this thesis work was the assembly of the 

material and band structural parameters and the use of the Monte Carlo simulation approach in 

the characterization of the electron transport response corresponding to the materials under 

consideration, i.e., the wurtzite and zinc-blende phases of GaN and InN. In a sense, electron 

transport results from the past, in of themselves, with the exception of the updates to the materials 

and band structural parameter selections, played very little role in shaping the course of my thesis 

work, and therefore, were not really relevant background material. Accordingly, the thesis is 

structured with a background chapter, focused on electron transport within semiconductors, a 

chapter presenting the state-of-the-art results for all of the materials under consideration in this 

analysis, and a chapter that provides some insight in terms of how the current state-of-the-art 

consensus has evolved.  

As electron transport lies at the heart of this thesis, it begins with a general discussion on 

the basic principles underlying the electron transport that occurs within semiconductors. The 

Boltzmann transport equation,3 which allows for the quantitative description of the electron trans- 

____________________________  

3 The Boltzmann transport equation quantitatively describes how an ensemble of electrons responds to the 

application of an electric field. It provides for a quantitative characterization of electron transport. It is further 

discussed in Chapter 2. 
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port  within a semiconductor, is introduced as a corollary. Then, the Monte Carlo electron transport 

simulation approach, and how it may be employed in order to characterize electron transport 

within a semiconductor, are detailed. Material and band structural parameters, corresponding to 

the semiconductors under investigation in this analysis, i.e., the wurtzite and zinc-blende phases 

of GaN and InN, are then presented; the wurtzite phases are included in the consideration for 

comparative purposes. A critical comparison, with the parameter selections corresponding to 

other compound semiconductors of interest, is also featured. Steady-state and transient Monte 

Carlo electron transport simulation results, corresponding to the materials under investigation in 

this analysis, i.e., the wurtzite and zinc-blende phases of GaN and InN, are then presented. The 

thesis concludes by examining what is currently known about the electron transport within the III–

V nitride compound semiconductors, GaN, AlN, and InN, and related materials, describes how 

this understanding has evolved into its current form, and presents a number of applications for 

the results presented herein. Bulk electron transport within the materials under investigation, i.e., 

the wurtzite and zinc-blende phases of GaN and InN, will be the principal focus of this analysis. 

Results corresponding to GaAs will also be presented, albeit primarily for bench-marking 

purposes.   

This thesis is organized in the following manner. In Chapter 2, the mechanisms underlying 

electron transport within semiconductors are introduced, and the use of Monte Carlo electron 

transport simulations, in the characterization of the electron transport within semiconductors, is 

discussed. The material and band structural parameters, corresponding to the wurtzite and zinc-

blende phases of GaN and InN, are also featured in Chapter 2, these parameters being used in 

the subsequent analysis. A critical comparison, between these material and band structural 

parameters and those corresponding to other compound semiconductors of interest, is also 

provided. Steady-state and transient electron transport results, obtained from our ensemble semi-

classical three-valley Monte Carlo electron transport simulations within the wurtzite and zinc-
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blende phases of GaN and InN, are then presented in Chapter 3. What is currently known about 

the electron transport within the broader community of wide energy gap compound 

semiconductors of interest, i.e., GaN, AlN, and InN, and related materials, how this understanding 

has evolved into its current form, and a number of applications for the results presented herein, 

are then discussed in Chapter 4. Finally, the conclusions of this thesis are drawn in Chapter 5. 
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Chapter 2: Electron transport within semiconductors 

2.1 Overview 

Device performance is a primary consideration for a semiconductor device designer. The 

electron transport processes that occur within a semiconductor are known to play a critical role in 

determining this performance. Accordingly, understanding the electron transport that occurs 

within semiconductors, and developing tools whereby the mechanisms underlying it may be 

quantitatively characterized and related to semiconductor device performance, has been a high 

priority for semiconductor device designers for many years [95], and continues to be so today 

[96,97]. Through this understanding, improvements in semiconductor device performance have 

been achieved. 

The electrons within a semiconductor are in a perpetual state of motion. In the absence of 

an applied electric field, this motion arises as a result of the thermal energy which is present, and 

is referred to as thermal motion. From the perspective of an individual electron, thermal motion 

may be viewed as a series of trajectories, interrupted by a series of random scattering events. 

Scattering may arise as a result of interactions with the lattice atoms, impurities, other electrons, 

and defects. As these interactions lead to electron trajectories in all possible directions, i.e., there 

is no preferred direction, while individual electrons will move from one location to another, taken 

as an ensemble, assuming that the electrons are in thermal equilibrium, the overall electron 

distribution will remain static. Accordingly, no net current flow occurs. 

With the application of an applied electric field �⃗� , each electron in the ensemble will 

experience a force, −q�⃗� , where q denotes the magnitude of the electron charge. While this force 

may have a negligible impact upon the motion of any given individual electron, taken as an 

ensemble, the application of such an electric field will lead to a net aggregate motion of the 

electron distribution. Accordingly, a net current flow will occur, and the overall electron ensemble 
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will no longer be in thermal equilibrium. Understanding how the electron ensemble evolves in 

response to the application of an electric field, in essence, represents the fundamental issue at 

stake when the electron transport within a semiconductor is studied [95]. 

In this chapter, I start with a brief primer on the nature of the electron transport within 

semiconductors and on the Monte Carlo electron transport simulation approach, and then detail 

the Monte Carlo electron transport simulations employed for the purposes of this particular 

analysis. Initially, I discuss how an ensemble of electrons may be treated as a continuum in phase-

space. I then introduce the Boltzmann transport equation, and discuss how it may be used in 

order to examine, in the continuum limit, the evolution of an ensemble of electrons within phase-

space under the action of an applied electric field. The principles underlying Monte Carlo 

simulation analyses of the electron transport within semiconductors are then presented, and an 

explanation as to how this approach may be used in order to solve the Boltzmann transport 

equation, is provided. I then introduce the ensemble semi-classical three-valley Monte Carlo 

simulation approach, used in the simulations of the electron transport within the wurtzite and zinc-

blende phases of GaN and InN. The material and band structural parameter selections, 

corresponding to the wurtzite and zinc-blende phases of GaN and InN, are then presented. A 

critical comparison with the material and band structural parameters corresponding to other 

compound semiconductors of interest is also provided. An overview of the Monte Carlo simulation 

approach that I adopt for the purposes of this analysis is then presented. Finally, the dependence 

of the scattering rates on the magnitude of the electron wave-vector, 𝑘⃗⃗⃗   corresponding to the key 

scattering processes, is provided for the cases of the wurtzite and zinc-blende phases of GaN 

and InN. 

This chapter is organized in the following manner. In Section 2.2, the treatment of an 

electron ensemble as a continuum in phase-space, and the use of the Boltzmann transport 

equation, in order to determine the evolution of this ensemble under the action of an applied 
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electric field, is presented. Then, in Section 2.3, the basic principles underlying Monte Carlo 

simulations of electron transport, and how such an approach yields a solution to the Boltzmann 

transport equation, is discussed. Details, related to the Monte Carlo algorithm employed, and 

various approximations that are often introduced, are then provided in Section 2.4. In Section 2.5, 

the material and band structural parameter selections, corresponding to the wurtzite and zinc-

blende phases of GaN and InN, are presented, a critical comparison with the material and band 

structural parameters corresponding to other compound semiconductors also being provided. The 

specifics of the ensemble semi-classical three-valley Monte Carlo simulation approach to treating 

electron transport within a semiconductor are then featured in Section 2.6. Finally, the 

dependence of the scattering rates on the magnitude of the electron wave-vector, �⃗� , for the key 

scattering processes shaping the nature of the electron transport within a compound 

semiconductor, is provided for the materials considered in this analysis, i.e., the wurtzite and zinc-

blende phases of GaN and InN, in Section  2.7. Analogous results, corresponding to the specific 

case of zinc-blende GaAs, are also depicted in Section 2.7. 

2.2 Electron transport in the continuum limit: the Boltzmann transport equation 

For the case of a bulk semiconductor, the individual nature of the electrons within an 

ensemble can be neglected. Instead, these electrons may be considered as being part of a 

continuum. In this continuum limit, the distribution of electrons may be characterized through the 

specification of the distribution function, f(𝑟,⃗⃗ 𝑘,⃗⃗⃗  𝑡), f(𝑟,⃗⃗ 𝑘,⃗⃗⃗  𝑡)∆𝑟∆𝑘 representing the number of 

electrons within the infinitesimal volume ∆𝑟∆𝑘 around the point (𝑟,⃗⃗ �⃗� ) in phase-space at time t, 𝑟  
denoting the position and �⃗�  representing the electron wave-vector; in this context, phase-space 

corresponds to the direct product of the real and electron wave-vector spaces. The Boltzmann 

transport equation provides a quantitative means of determining how this distribution function 

evolves with time under the action of an external applied electric field. 
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The distribution function corresponding to an electron ensemble within a semiconductor 

evolves in time owing to three basic driving factors. There is the transfer of electrons in real-space, 

owing to the electron velocities that occur. There is the transfer of electrons in electron wave-

vector space, these being related to the rate of change, with respect to time, of the electron wave-

vector associated with the different electrons. Finally, there are the scattering processes that 

occur. Analytically, Shur [96] expresses the Boltzmann transport equation as 

𝜕𝑓(𝑟 , �⃗� , 𝑡)𝜕𝑡 =  −𝑣 . ∇𝑟𝑓(𝑟 , �⃗� , 𝑡) − �⃗� .̇ ∇𝑘𝑓(𝑟 , �⃗� , 𝑡) + 𝜕𝑓(𝑟 , �⃗� , 𝑡)𝜕𝑡 |𝑠𝑐𝑎𝑡 ,                            (2.1) 
where the terms following the equal sign in Eq. (2.1), from left to right, correspond to the three 

aforementioned driving factors; 𝑣  corresponds to the rate of change of 𝑟 , i.e., 𝑣 = 𝑟 ̇ . That is, while 

the first term corresponds to the transfer of electrons in real-space, owing to the electron velocities 

that occur, the second term corresponds to the transfer of electrons in electron wave-vector 

space, owing to the rate of change, with respect to time, of the electron wave-vectors associated 

with the different electrons, the final term corresponding to the contributions related to the different 

scattering processes that occur. Fundamentally, the Boltzmann transport equation is a continuity 

equation for the distribution function. Its solution provides for a complete characterization of the 

nature of the electron transport within a bulk semiconductor. Further discussion on the Boltzmann 

transport equation is provided in the literature [98,99]. 

Owing to its critical importance in understanding the nature of the electron transport within 

semiconductors, a number of solutions to the Boltzmann transport equation have been devised 

over the years. Low-field asymptotic analytical solutions include those of Chin et al. [100], Shur 

et al. [101], and Look et al. [102]. Higher-field approximate analytical solutions include those of 

Ferry [1], Das and Ferry [2], Conwell and Vassel [103], Sandborn et al. [104], and Zukotynski and 

Howlett [105]. Numerical techniques, that solve the Boltzmann transport equation directly, have 
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also been developed. Unfortunately, the numerical computations that are demanded of such an 

approach are extremely intense, and typically, one must make approximations in order to allow 

for numerical tractability. These techniques are further discussed by Nag [95]. 

The electron transport that occurs within a semiconductor has both steady-state and 

transient components. Accordingly, the solution to the Boltzmann transport equation must take 

into account both aspects of the electron transport response. In considering steady-state electron 

transport, the state of the distribution function long after the application of the electric field, i.e., 

after all of the transients have been fully extinguished, is considered.4 In contrast, when 

considering transient electron transport, how the distribution function evolves in time is 

considered. Both the steady-state and transient components of electron transport, corresponding 

to the wurtzite and zinc-blende phases of GaN and InN, are considered in this thesis. 

As was mentioned previously, the Boltzmann transport equation applies to cases for which 

the corpuscular nature of the electrons within an ensemble may be neglected. For the case of 

simulating the electron transport within a bulk semiconductor, as in this analysis, the dimensions 

of the material are large and the treatment of an ensemble of electrons as a continuum is 

justifiable. When the dimensions are small, however, and quantum effects are significant, then 

the Boltzmann transport equation, and its continuum treatment of the electron ensemble, is 

incorrect. For such cases, quantum electron transport approaches must be employed instead for 

the treatment of the electron transport. Such approaches lie beyond the scope of the work 

reviewed here but are adequately discussed in the literature [106]. 

_________________________ 

4 Once all of the transients have been fully extinguished, the electron ensemble will have shifted into a new 

equilibrium state. By an equilibrium state, however, we are not necessarily referring to thermal equilibrium, 

thermal equilibrium only being achieved in the absence of an applied electric field. 
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2.3 Monte Carlo simulations of electron transport 

In a Monte Carlo simulation of electron transport, instead of treating the ensemble of 

electrons as a continuum, as in the Boltzmann transport equation, one instead focuses on the 

electron transport of the individual electrons within the ensemble. Through tracking the motion of 

an individual electron for a long time, or through simulating the motion of a large number of 

electrons, a solution to the Boltzmann transport equation will emerge in the continuum limit, i.e., 

as the time elapsed in the simulation becomes long or as the number of electrons considered in 

the simulation becomes large. The accuracy of this solution will increase as the continuum limit 

is approached, i.e., as the length of time of the simulation is increased or as the number of 

electrons in the simulation is increased. Underlying both electron transport simulation 

approaches, a random number generator is used in order to simulate the random character of the 

electron transport within a semiconductor. This electron transport simulation approach is 

frequently employed in the simulation of the electron transport within semiconductors. With 

specific reference to the compound semiconductors being considered in this particular analysis, 

i.e., the wurtzite and zinc-blende phases of GaN and InN, Monte Carlo simulations of the electron 

transport are employed for the analysis of these materials within the scope of this thesis.  

As was hinted at earlier, there are actually two broad categories of Monte Carlo simulation 

that can be employed in the analysis of electron transport: (1) single-particle, and (2) ensemble. 

In a single-particle Monte Carlo simulation, the transit of an individual electron is examined. Given 

sufficient time, the amount of time spent in any particular region of phase-space will be 

proportional to the distribution function, 𝑓(𝑟 , �⃗� , 𝑡), there. In contrast, for an ensemble Monte Carlo 

simulation, the transit of a large number of electrons is considered. In this approach, the number 

of electrons at any particular region in phase-space will be proportional to the distribution function, 𝑓(𝑟 , �⃗� , 𝑡), there. Assuming that the electron motion is ergodic, i.e., that the time averages 

correspond to the statistical averages, the resultant distribution functions should be identical [107]. 
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Unfortunately, while single-particle Monte Carlo simulations are perfectly capable of resolving the 

steady-state electron transport, the resolution of the transient electron transport using this 

technique represents a challenge, variations in time being used as a proxy for ensemble variations 

in the single-particle approach.5 The ensemble Monte Carlo simulation technique, however, 

allows for the effective treatment of both the steady-state and the transient electron transport 

responses. Given that I am considering both aspects of the electron transport within the scope of 

this review, I focus on ensemble Monte Carlo simulations for the purposes of the analysis of the 

electron transport within the wurtzite and zinc-blende phases of GaN and InN. 

 

2.4 The ensemble Monte Carlo simulation algorithm 

2.4.1 Algorithm 

Within the framework of an ensemble Monte Carlo simulation of the electron transport 

within a semiconductor, the motion of a large number of electrons within the semiconductor, under 

the action of an applied electric field, is considered. Electrons will transit through the 

semiconductor, accelerating under the action of the applied electric field, these accelerations 

being interrupted by scattering processes, these being related to the interaction of the transiting 

electrons with the thermal motion of the lattice, i.e., phonons, ionized impurities, lattice 

dislocations, and other electrons. Typically, each type of scattering is characterized by a 

scattering rate, the probability of a given “scattering event” occurring over an infinitesimal time 

interval being directly proportional to the product of the corresponding scattering rate and the 

duration of this time-interval. Clearly, for a Monte Carlo electron transport simulation, the accuracy  

______________________ 

5 In a single-particle electron transport simulation, time is being used as a proxy for variations across the 

ensemble. In a transient electron transport simulation, other properties are varying as a function of time, 

i.e., the electric field is abruptly turning on, for example. This means that time can not be used as a proxy 

for ensemble variations, and therefore, the use of the single-particle approach is invalid. 
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of the results will be shaped, in large measure, by the selection of the scattering rates employed. 

It is often the case that these scattering rates are determined at the outset of the simulation, 

however, more sophisticated techniques have been developed which depend upon the properties 

of the current electron distribution. These scattering rate formulas can be implemented using a 

self-consistent ensemble technique. This technique recalculates the scattering rate table at 

regular intervals throughout the simulation as the electron distribution evolves. This self-

consistent ensemble Monte Carlo technique is employed by me for the purposes of this analysis.6 

The material parameter selections corresponding to the wurtzite and zinc-blende phases of GaN 

and InN, which are being employed for the Monte Carlo simulations, are tabulated in Table 2.1 

The key elements of the Monte Carlo electron transport simulation algorithm are shown in 

Figure 2.1; a more detailed flowchart is shown in the Appendix C. In the initialization phase, the 

initial scattering rate tables are determined. Each electron is assigned a specific point in phase-

space, i.e., a value of 𝑟  and a value of  �⃗�  , the initial distribution of electrons within phase-space 

being in accordance with Fermi-Dirac occupation statistics, i.e., the ensemble of electrons is 

initially assumed to be in thermal equilibrium. The evolution of this ensemble of electrons, under 

the action of an applied electric field, is the issue at stake in the study of the electron transport 

within a semiconductor [95].  

I now consider the main body of the algorithm. In this phase, the motion of the electrons 

in the ensemble is divided into a number of small time-steps, Δt. Within each time-step, each 

electron is assumed to accelerate under the action of the applied electric field over a series of 

________________________ 

6 A Monte Carlo electron simulation resource, with source code included, may be found at 

https://nanohub.org/resources/moca. Further information about the Monte Carlo approach itself, beyond 

that found within the electron transport simulation context may also be found at 

http://www.codeproject.com/Articles/767997/Parallelised-Monte-Carlo-Algorithms-sharp and 

http://www.codeproject.com/Articles/32654/Monte-Carlo-Simulation?q=Monte+Carlo+code   

https://nanohub.org/resources/moca
http://www.codeproject.com/Articles/767997/Parallelised-Monte-Carlo-Algorithms-sharp
http://www.codeproject.com/Articles/32654/Monte-Carlo-Simulation?q=Monte+Carlo+code
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Table 2.1 The material parameter selections corresponding to the wurtzite and zinc-blende phases of GaN 

and InN. The parameter selections, corresponding to wurtzite GaN, zinc-blende GaN, wurtzite InN, and 

zinc-blende InN, are drawn from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the 

wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 

3511-3567. Page 3521. Adapted with permission from publisher.  

 

Parameter Wurtzite GaN    Zinc-blende GaN Wurtzite InN Zinc-blende InN 

Mass density ( g/cm3) 6.15 6.15 6.81 6.81 

Longitudinal sound velocity (cm/s) 6.56x105 6.56x105 6.24x105 6.24x105 

Transverse sound velocity (cm/s) 2.68x105 2.68x105 2.55x105 2.55x105 

Acoustic deformation potential (eV) 8.3 8.3 7.1 7.1 

Static dielectric constant 8.9 8.9 15.3 15.3 

High-frequency dielectric constant 5.35 5.35 8.4 8.4 

Effective mass ( Γ1 valley) 0.20me 0.15me 0.04me 0.054me 

Piezoelectric constant, e14 ( C/cm2) 3.75x10-5 3.75x10-5 3.75x10-5 3.75x10-5 

Direct energy gap (eV) 3.39 3.2 0.7 0.7 

Polar optical phonon energy (meV) 91.2 91.2 73.0 73.0 

Inter-valley deformation potentials (eV/cm) 109 109 109 109 

Inter-valley phonon energies (meV) 91.2 91.2 73.0 73.0 

me denotes the free electron mass. 
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Figure 2.1: A flowchart corresponding to the electron transport Monte Carlo simulation algorithm. A more 

detailed flowchart is shown in Appendix C. This figure is modified from © Siddiqua, P., & O’Leary, S. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride. Journal 

of Materials Science, 29, 3511-3567. Page 3516. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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free-flights, interrupted by a number of scattering events. During each free-flight, an electron 

experiences no scattering events, and its motion through the conduction band is determined semi- 

classically. The time for each free-flight must be chosen carefully, and depends critically on the 

scattering rates at the beginning of the electron’s free-flight, as well as the scattering rates 

throughout its free-flight. Since the scattering rates change over the flight, the selection of the 

free-flight time is complex. Methods used for generating the free-flight time have been extensively 

studied, and means of generating free-flight times are further detailed in Appendix C [108]. At the 

end of each free-flight, the electron experiences a “scattering event.” The “scattering event” is 

chosen randomly, in proportion to the scattering rate for each mechanism. Finally, a new wave-

vector for the electron is chosen, based on conservation of momentum and conservation of 

energy considerations, as well as the angular distribution function corresponding to that particular 

scattering mechanism. After the electron has moved through the free-flight, a new free-flight time 

is chosen and the process repeats itself until that electron reaches the end of the current time-

step. 

Once the electrons have gone through a time-step, the resultant electron distribution may 

be used to determine the electron transport properties of interest. The electron transport 

properties that I considered in my analysis include the electron drift velocity,7 the average electron 

energy, and the number of electrons in each valley. This process is repeated, time-step after time-

step, until the entire simulation is complete. If the results are to be determined as a function of the 

applied electric field strength, periodic updates to the applied electric field strength selection are 

performed throughout the simulation, the time interval between updates being sufficient in order 

to ensure that steady-state is achieved before the next update to the field occurs. Once the 

simulation is complete, the results are sent to a file for the purposes of archiving, processing, and  

_________________________ 

7 By electron drift velocity, I am referring to the average electron velocity, determined by statistically 

averaging over the entire electron ensemble. 
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subsequent retrieval. 

2.4.2 The three‑valley model approximation 

Transiting electrons in a semiconductor tend to congregate in the lower energy parts of 

the conduction band. A great simplification in the analysis may be achieved simply by focusing 

on the three lowest energy valleys of the conduction band rather than the entire band structure; 

these “valleys” actually correspond to the regions in �⃗� -space that are in the immediate vicinity of 

the three lowest energy conduction band minima. A further simplification may be achieved by 

adopting the Kane model in order to describe the form of each of these three valleys [109]. That 

is, in the vicinity of each conduction band valley energy minimum, the energy band is taken to be 

spherically symmetric, and of the form  ℏ2𝑘22𝑚∗ = 𝐸(1 + 𝛼𝐸)  ,                              (2.2) 
ℏ𝑘 denoting the magnitude of the crystal momentum and 𝐸 representing the electron energy, 𝐸 =0 corresponding to the valley minimum, 𝑚∗ being the effective mass of electrons at the lowest 

energy point in the valley, and 𝛼  being the non-parabolicity coefficient associated with that 

particular valley [110].8 Within the context of the Kane model, this non-parabolicity coefficient, 

𝛼 = 1𝐸𝑔 (1 − 𝑚∗𝑚𝑒)2 ,                               (2.3) 
where 𝐸𝑔 represents the corresponding energy gap [72]. The three-valley models, used to 

represent the conduction band structures associated with the wurtzite and zinc-blende phases of 

GaN and InN for the purposes of the Monte Carlo simulations of the electron transport within 

these materials, are described in Section 2.5 and detailed in Table 2.2. The three-valley models  

_________________________ 

8 Albrecht et al. [110] generalize this relationship to include a second order non-parabolicity coefficient that 

reduces to the traditional Kane model, i.e., Eq. (2.2), in the limit that this second-order non-parabolicity 

coefficient reduces to zero. No dramatic impact on the results is observed. 
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Table 2.2 The band structural parameter selections corresponding to the wurtzite and zinc-blende phases 

of GaN and InN. The parameter selections, corresponding to wurtzite GaN, zinc-blende GaN, wurtzite InN, 

and zinc-blende InN, are drawn from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the 

wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 

3511-3567. Page 3522. Adapted with permission from publisher. 

 Valley number 1 2 3 

Wurtzite GaN 

Valley location Γ1 
 

Γ2 

 

L-M 

 

Valley degeneracy                                                          

 

1 1 6 

Effective mass 

 

0.2me 

 

me 

 

me 

 

Inter-valley energy separation (eV) 

 

- 1.9 

 

2.1 

 

Energy gap (eV) 

 

3.39 

 

5.29 

 

5.49 

 

Non-parabolicity (eV-1) 

 

0.189 0.0 0.0 

Zinc-blende GaN 

Valley location 

 

Γ1 
 

X 

 

L 

 

Valley degeneracy 

 

1 3 4 

Effective mass 

 

0.15me 

 

0.40me 

 

0.60me 

 

Inter-valley energy separation (eV) 

 

- 1.4 

 

2.7 

 

Energy gap (eV) 

 

3.2 

 

4.6 

 

5.9 

 

Non-parabolicity (eV-1) 

 

0.226 0.078 0.027 

Wurtzite InN 

Valley location Γ1 Γ2 

 

L-M 

 

Valley degeneracy 

 

1 1 6 

Effective mass 

 

0.04me 0.25me me 

Inter-valley energy separation (eV) 

 

- 1.775 2.709 

Energy gap (eV) 

 
0.70 2.475 3.409 

Non-parabolicity (eV-1) 1.43 0.0 0.0 

Zinc-blende InN 

Valley location Γ1 
 

X 

 

K 

 

Valley degeneracy 

 
1 3 12 

Effective mass 

 
0.054me 0.67me 0.53me 

Inter-valley energy separation (eV) 

 
- 3.2 4.71 

Energy gap (eV) 

 
0.7 3.9 5.41 

Non-parabolicity (eV-1) 4.45 0.0 0.6 

 
me denotes the free electron mass. 



24 

of the conduction bands corresponding to the materials under investigation in this analysis, i.e., 

the wurtzite and zinc-blende phases of GaN and InN, are depicted in Figures 2.2.a-d. The three-

valley model of the conduction band associated with zinc-blende GaAs is also depicted in Figure 

2.2.e. 

 
2.4.3 The semi‑classical approximation 

An electron wave-function associated with a semiconductor extends across the entire 

volume of the crystal. Accordingly, at any given instant, a given electron within a semiconductor 

is able to interact with all of the atoms and all of the other electrons that are present within it. That 

is, a given electron can simultaneously interact with a multitude of phonons, ionized impurities, 

lattice dislocations, and other electrons. Unfortunately, this perspective on electron transport is 

rather complex and does not provide much insight into the character of the electron transport 

within semiconductors. Thus, it is often the case that assumptions are introduced in order to 

render the analysis more tractable. 

The semi-classical treatment of the motion of electrons within a semiconductor is one of 

the most common simplifying assumptions that is introduced into analyses of the electron 

transport within semiconductors. Within the framework of this assumption, each electron within 

the ensemble is treated as if it were a point particle. From a semi-classical perspective, an 

electron, with an electron wave-vector, �⃗� , has a velocity 

𝑣 = 1ℏ∇𝑘𝜖(�⃗� ),                         (2.4) 
where  𝜖(�⃗� ) denotes the corresponding electron band structure, i.e., the energy of the electron as 

a function of the electron wave-vector, �⃗� . Under the action of an applied electric field, �⃗�  , the rate 

of change of an electron’s momentum, 𝑝 = ℏ�⃗� , with respect to time, may be expressed as 

ℏ𝑑�⃗� 𝑑𝑡 = −𝑞𝜀 ,                              (2.5) 
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Figure 2.2.a: The three-valley model used to represent the conduction band electron band structure 

associated with bulk wurtzite GaN for the Monte Carlo simulations of the electron transport within this 

material. The band structure parameters, corresponding to the bulk wurtzite phase of GaN, are tabulated 

in Table 2.2; see Section 2.5.1. This figure is modified from © Siddiqua, P., & O’Leary, S. (2018). Electron 

transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride. Journal of 

Materials Science, 29, 3511-3567. Page 3518. Adapted with permission from publisher. The online version 

of this figure is depicted in color. 
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Figure 2.2.b: The three-valley model used to represent the conduction band electron band structure 

associated with bulk zinc-blende GaN for the Monte Carlo simulations of the electron transport within this 

material. The band structure parameters, corresponding to the bulk zinc-blende phase of GaN, are 

tabulated in Table 2.2; see Section 2.5.1. This figure is modified from © Siddiqua, P., & O’Leary, S. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride. Journal 

of Materials Science, 29, 3511-3567. Page 3518. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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Figure 2.2.c: The three-valley model used to represent the conduction band electron band structure 

associated with bulk wurtzite InN for the Monte Carlo simulations of the electron transport within this 

material. The band structure parameters, corresponding to the bulk wurtzite phase of InN, are tabulated in 

Table 2.2; see Section 2.5.1. This figure is modified from © Siddiqua, P., & O’Leary, S. (2018). Electron 

transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride. Journal of 

Materials Science, 29, 3511-3567. Page 3518. Adapted with permission from publisher. The online version 

of this figure is depicted in color. 
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Figure 2.2.d: The three-valley model used to represent the conduction band electron band structure 

associated with bulk zinc-blende InN for the Monte Carlo simulations of the electron transport within this 

material. The band structure parameters, corresponding to the bulk zinc-blende phase of InN, are tabulated 

in Table 2.2; see Section 2.5.1. This figure is modified from © Siddiqua, P., & O’Leary, S. (2018). Electron 

transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride. Journal of 

Materials Science, 29, 3511-3567. Page 3518. Adapted with permission from publisher. The online version 

of this figure is depicted in color. 
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Figure 2.2.e: The three-valley model used to represent the conduction band electron band structure 

associated with bulk zinc-blende GaAs for the Monte Carlo simulations of the electron transport within this 

material. This figure is modified from © Siddiqua, P., & O’Leary, S. (2018). Electron transport within the 

wurtzite and zinc-blende phases of gallium nitride and indium nitride. Journal of Materials Science, 29, 

3511-3567. Page 3518. Adapted with permission from publisher. The online version of this figure is depicted 

in color. 
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Equations (2.4) and (2.5) define the semi-classical trajectory of this electron, assuming that the 

periodic potential associated with the underlying crystal is static. 

In reality, the thermal motion of the lattice, the presence of ionized imperfections and lattice 

dislocations, and interactions with the other electrons in the ensemble, result in the electron 

deviating from the path literally prescribed by the conjuncture of Eqs. (2.4) and (2.5). Although an 

individual electron’s interaction with the lattice is very complex, the description of the ensemble 

behavior may be considerably simplified through the use of the aforementioned quantum 

mechanical notion of “scattering events.” During a “scattering event,” the electron’s wave-function 

abruptly changes. Quantum mechanics determines the probability of each type of “scattering 

event,” and dictates how to probabilistically determine the change in the electron wave-vector 

after each such event. With this information, the behavior of an ensemble of electrons may be 

simulated, this behavior being expected to closely approximate the nature of the electron transport 

within a real semiconductor. The probability of scattering is introduced into the Monte Carlo 

simulation approach through a determination of the scattering rates corresponding to the different 

scattering processes. 

2.4.4 Scattering processes 

The scattering rate corresponding to a particular interaction refers to the expected number 

of “scattering events” of that particular interaction taking place per unit time. Quantum mechanics 

determines the scattering rates for the different processes based on the physics of the interaction. 

In general, scattering processes within semiconductors can be classified into three basic types: 

(1) phonon scattering, (2) defect scattering, i.e., related to lattice dislocations, and (3) carrier 

scattering [95]. For the semiconductors under investigation in this analysis, i.e., the wurtzite and 

zinc-blende phases of GaN and InN, phonon scattering is the most important scattering 

mechanism, and it is featured prominently in the simulations of the electron transport within these 

materials. Defect scattering refers to the scattering of electrons due to the imperfections within 

the crystal. Throughout this work, it is assumed that donor impurities are the only defects present. 
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These defects, when ionized, scatter electrons through their charge. This mechanism is an 

important factor to consider in determining the electron transport within the wurtzite and zinc-

blende phases of GaN and InN, and the effect of the doping concentration on the electron 

transport within these materials is treated within the scope of our analysis. The final category of 

scattering mechanism, carrier scattering, or in our case, electron–electron scattering, has also 

been considered for some of the simulations that we have performed. It should be noted, however, 

that as this scattering mechanism leads to very little change in the results with a substantial 

increase in the running time, in an effort to determine my results as expeditiously as possible, the 

results presented herein do not include electron–electron scattering. 

Owing to their importance in determining the nature of the electron transport within the 

semiconductors under investigation in this analysis, i.e., the wurtzite and zinc-blende phases of 

GaN and InN, it is instructive to discuss the different types of phonon scattering mechanisms. 

Phonons naturally divide themselves into two distinctive types, optical phonons and acoustic 

phonons. Optical phonons are the phonons which cause the atoms of the unit cell to vibrate in 

opposite directions. For acoustic phonons, however, the atoms vibrate together, but the 

wavelength of the vibrations occurs over many unit cells. Typically, the energy of the optical 

phonons is greater than that of the acoustic phonons. For each type of phonon, two types of 

interaction occur with the electrons. First, the deformations in the lattice, which arise from the 

interaction of the lattice with the phonons, changes the energy levels of the electrons, causing 

transitions to occur. This type of interaction is referred to as non-polar optical phonon scattering 

for the case of optical phonons and acoustic deformation potential scattering for the case of 

acoustic phonons. 

In polar semiconductors, such as GaN and InN, the deformations which arise also induce 

localized electric fields. These electric fields also interact with the electrons, causing them to 

scatter. For the case of optical phonons, the interaction of the electrons with these localized 

electric fields is referred to as polar optical phonon scattering. For acoustic phonons, however, 
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this mechanism is referred to as piezoelectric scattering. Owing to the extremely polar nature of 

the bonds within GaN and InN, it turns out that polar optical phonon scattering is very important 

for these materials. It will be shown that this mechanism alone determines many of the key 

properties of the electron transport within the III–V nitride semiconductors, GaN and InN. 

When the energy of an electron within a valley increases beyond the energy minima of 

the other valleys, it is also possible for the electrons to scatter from one valley to another. This 

type of scattering is referred to as inter-valley scattering. It is an important scattering mechanism 

for many compound semiconductors, and is known to be particularly important for the cases of 

the wurtzite and zinc-blende phases of GaN and wurtzite InN; as will be seen later, inter-valley 

transitions are not particularly important for the case of zinc-blende InN, the large non-parabolicity 

associated with the lowest energy conduction band valley of this material coupled with its wide 

conduction band inter-valley energy separation inhibiting the occurrence of inter-valley transitions. 

Inter-valley scattering is believed to be responsible for the negative differential mobility observed 

in the velocity-field characteristics associated with many compound semiconductors of interest, 

such as the wurzite and zinc-blende phases of GaN and wurtzite InN. For the specific case of 

zinc-blende InN, however, the large non-parabolicity of the lowest energy conduction band valley 

leads to a dramatic increase in the electron effective mass for applied electric field strengths 

approaching the peak field strength, and this leads to the observed negative differential mobility, 

i.e., the electrons become heavier, and thus slower, within the lowest energy conduction band 

valley itself. 

A derivation of all of these scattering rates, as a function of the semiconductor parameters, 

can be found in the literature; see, for example, [96,106,111]. A formalism, which closely matches 

the form used in our ensemble semi-classical three-valley Monte Carlo simulations of electron 

transport, is found in Nag [95]. Many of the scattering rates that are employed for the purposes of 

the Monte Carlo simulations of the electron transport within the wurtzite and zinc-blende phases 

of GaN and InN, are also explicitly tabulated in Appendix 22 of Shur [96]. Further discussion on 
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the Monte Carlo electron transport simulation algorithm is amply provided in the scientific literature 

[95-97,109,112-115]. 

  

2.5 Parameter selections for the wurtzite and zinc-blende phases of GaN and InN  

2.5.1 Material and band structural parameter selections  

The material parameter selections, used for the simulations of the electron transport within 

the wurtzite and zinc-blende phases of GaN and InN, are as specified in Table 2.1 [100,116-

122]9,10,11,12. The material parameter selections, corresponding to wurtzite GaN, zinc-blende GaN, 

wurtzite InN, and zinc-blende InN, are drawn from O’Leary et al. [115], Siddiqua et al. [89], 

Siddiqua et al. [121], and Siddiqua et al. [121], respectively. The band structural parameter 

selections, used for the Monte Carlo simulations of the electron transport within the wurtzite and 

zinc-blende phases of GaN and InN, are as specified in Table 2.2. These band structural 

parameter selections, corresponding to wurtzite GaN, zinc-blende GaN, wurtzite InN, and zinc-

blende InN, are drawn from O’Leary et al. [115], Siddiqua et al. [89], Siddiqua et al. [120], and Si- 

___________________________ 

 9 The longitudinal and transverse sound velocities are equal to √𝐶𝑙𝜌    and √𝐶𝑡𝜌 , respectively, where 

𝐶𝑙 and 𝐶𝑡 denote the respective elastic constants and 𝜌 represents the mass density. 

10 Piezoelectric scattering is treated using the well-established zinc-blende scattering rates, and 

thus, for the cases of the wurtzite crystal structure, a suitably transformed piezoelectric constant, 𝑒14 , must 

be selected. This may be achieved through the transformation suggested by Bykhovski et al. [119,120]. 

The 𝑒14 value selected for wurtzite GaN is that suggested by Chin et al. [100]. The 𝑒14 values selected for 

the other materials considered in this analysis are set to that corresponding to wurtzite GaN. 

11 All inter-valley deformation potentials are set to 109 eV/cm, following the approach of Gelmont et 

al. [117]. 

12 We follow the approach of Bhapkar and Shur [122], and set the inter-valley phonon energies 

equal to the optical phonon energy, a relationship which holds approximately for the case of GaAs [116]. 
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ddiqua et al. [121] respectively;13 these band structural parameter selections have been informed 

by the values suggested by Lambrecht and Segall [123]. The material and band structural 

parameters, corresponding to the zinc-blende phase of GaAs, are primarily drawn from Littlejohn 

et al. [116] and Blakemore [124]. 

2.5.2  A critical comparison with other compound semiconductors 

 It is instructive to contrast the material parameters employed for the simulations of the 

electron transport within the wurtzite and zinc-blende phases of GaN and InN with those 

corresponding to other compound semiconductors of interest. The particular material parameters 

which I focus upon for the purposes of this critical comparative analysis are the electron effective 

mass, the polar optical phonon energy, the static dielectric constant, and the high-frequency 

dielectric constant, these parameters being known to play important roles in shaping the nature 

of the electron transport. The dependence of these parameters on the E0 energy gap at 300 K, 

as defined by Adachi [125], will be the focus of this analysis.14 The other compound 

semiconductors considered in this analysis are aluminum arsenide (AlAs), aluminum phosphide 

(AlP), the zinc-blende phase of cadmium selenide (zb-CdSe), the wurtzite phase of cadmium 

sulphide (w-CdS), the zinc-blende phase of cadmium sulphide (zb- CdS), gallium antimonide 

(GaSb), gallium phosphide (GaP), indium antimonide (InSb), indium arsenide (InAs), indium pho- 

________________________________ 

13 Each conduction band band structure is modeled as possessing three distinct “valleys”, each of the valley 

minima (with respect to energy) corresponding to a minima in the corresponding actual conduction band 

structure. The valley locations are specified according to the locations of the local energy minima in the 

band structures, the degeneracy of each valley, the effective mass of the electrons at each valley minimum, 

and the non-parabolicity coefficient corresponding to each valley also being specified. 

14 For the case of direct-gap semiconductors, the E0 energy gap coincides with the regular energy gap, Eg. 

For the case of indirect-gap semiconductors, however, the E0 energy gap exceeds Eg. Adachi [125] refers 

to the E0 energy gap as the lowest direct-gap energy gap. 
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sphide (InP), zinc selenide (ZnSe), and zinc telluride (ZnTe). While the energy gaps associated 

with the wurtzite and zinc-blende phases of GaN and InN are direct, some of the other compound 

semiconductors considered in this critical comparative analysis possess indirect energy gaps, 

wherein the actual energy gap, Eg, i.e., the difference in energy between the minimum energy of 

the conduction band and the maximum energy of the valence band, does not coincide with the E0 

energy gap. The material and band structural parameters, used for this critical comparative 

analysis, are drawn from Adachi [125] and Sze and Ng [126]. The material and band structural 

parameters, corresponding to these other compound semiconductors, are tabulated in Table 2.3 

[127]. A bar chart of the energy gaps, Eg, at 300 K, corresponding to a representative sampling 

of elemental and compound semiconductors, including some of the other compound 

semiconductors considered in this critical comparative analysis, is depicted in Figure 2.3. 

In Figure 2.4, I plot the electron effective mass, expressed in units of the free electron 

mass, me, as a function of the 300 K E0 energy gap corresponding to the materials considered in 

this critical comparative analysis. It is noted that the electron effective mass monotonically 

increases in response to increases in the E0 energy gap. The results of a linear least-squares fit, 

depicted with the dashed line in Figure 2.4, suggests that the electron effective mass essentially 

scales linearly with the E0 energy gap. Indeed, the deviations about this linear least-squares fit 

are noted to be relatively minor. The electron effective mass plays an important role in defining 

the low-field electron drift mobility, the higher this mass the lower the corresponding low-field 

electron drift mobility. This result suggests that the low-field electron drift mobility associated with 

a semiconductor will diminish as the E0 energy gap is increased. 

In Figure 2.5, I plot the polar optical phonon energy, ℏ𝜔0, as a function of the 300 K E0 

energy gap corresponding to the materials considered in this critical comparative analysis. I 

generally find that the polar optical phonon energy monotonically increases in response to 

increases in the E0 energy gap. In this case, however, there is a considerable amount of scatter 

about the trend; this scatter is sufficiently great that a linear least-squares fit, while indicative of 
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Table 2.3 The material and band structural parameters, corresponding to the other common compound 

semiconductors considered in this analysis. This table has been modified from © Siddiqua, P. & O’Leary, 

S.K. (2018). Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium 

nitride, Journal of Materials Science, 29, 3511-3567. Page 3524. Adapted with permission from publisher. 

The material and band structural parameters, used for this critical comparative analysis, are drawn from 

Adachi [124] and Sze and Ng [125] 

Semi. Type Crys. B. Eg(eV) E0(eV) m*(me) ℏω0(meV) ϵs ϵ∞ Ebr(V/cm) 

InSb III-V zb D 0.17 0.17 0.013 23.65 17.2 15.3 103 

InAs III-V zb D 0.359 0.359 0.024 29.93 14.3 11.6 4x104 

w-InN III-V w D 0.70 0.70 0.04 73.0 15.3 8.4 106 

zb-InN III-V w D 0.70 0.70 0.04 73.0 15.3 8.4 106 

GaSb III-V zb D 0.72 0.72 0.039 28.9 15.5 14.2 5x104 

InP III-V zb D 1.35 1.35 0.07927 42.95 12.9 9.9 4.5x105 

GaAs III-V zb D 1.43 1.43 0.067 35.3 12.9 10.86 4x105 

AlSb III-V zb ID 1.615 2.27 0.14 42.16 11.21 9.88 5.8x105 

zb-CdSe II-VI zb D 1.675 1.675 0.119 26.2 9.6 6.2 6.3x105 

AlAs III-V zb ID 2.15 3.01 0.124 49.8 10.06 8.16 1.2x106 

GaP III-V zb ID 2.261 2.76 0.114 49.91 11.0 8.8 1.15x106 

ZnTe II-VI zb D 2.27 2.27 0.117 26.0 9.4 6.9 1.3x106 

zb-CdS II-VI zb D 2.46 2.46 0.14 37.6 9.8 5.4 1.6x106 

AlP III-V zb ID 2.48 3.91 0.220 62.12 9.6 7.4 1.6x106 

w-CdS II-VI w D 2.501 2.501 0.151 37.7 9.6 5.35 1.7x106 

ZnSe II-VI zb D 2.721 2.721 0.137 31.2 8.9 5.9 2.0x106 

zb-GaN III-V zb D 3.20 3.20 0.15 91.2 8.9 5.35 3.1x106 

w-GaN III-V W D 3.39 3.39 0..20 91.2 8.9 5.35 2.95x106 

ZnO II-VI w D 3.40 3.40 0.17 72.0 8.2 3.7 3.5x106 
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Figure 2.3: The energy gap, Eg, at 300K, for a number of elemental and compound semiconductors. This 

figure is modified from © Siddiqua, P., & O’Leary, S. (2018). Electron transport within the wurtzite and zinc-

blende phases of gallium nitride and indium nitride. Journal of Materials Science, 29, 3511-3567. Page 

3523. Adapted with permission from publisher. The online version of this figure is depicted in color. 
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Figure 2.4: The electron effective mass associated with the lowest energy valley as a function of the E0 

energy gap, at 300K, for the semiconductors considered in this analysis and other compound 

semiconductors. The data for this plot is drawn from Table 2.3. This figure is modified from © Siddiqua, P., 

& O’Leary, S. (2018). Electron transport within the wurtzite and zinc-blende phases of gallium nitride and 

indium nitride. Journal of Materials Science, 29, 3511-3567. Page 3524. Adapted with permission from 

publisher. The online version of this figure is depicted in color. 
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Figure 2.5: The polar optical phonon energy as a function of the E0 energy gap, at 300K, for the 

semiconductors considered in this analysis and other compound semiconductors. The data for this plot is 

drawn from Table 2.3. This figure is modified from © Siddiqua, P., & O’Leary, S. (2018). Electron transport 

within the wurtzite and zinc-blende phases of gallium nitride and indium nitride. Journal of Materials 

Science, 29, 3511-3567. Page 3524. Adapted with permission from publisher. The online version of this 

figure is depicted in color. 
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a general trend, is not statistically significant. The polar optical phonon energy plays a critical role 

in determining the nature of the high-field electron transport. In particular, it is known that the high-

field saturation electron drift velocity is, in large measure, determined by it [1]. This result suggests 

that semiconductors with wider E0 energy gaps favor higher saturation electron drift velocities [1]. 

In Figures 2.6 and 2.7, I plot the relative static and relative high-frequency dielectric 

constants as a function of the 300 K E0 energy gap corresponding to the materials considered in 

this critical comparative analysis. It can be noted that these dielectric constants diminish as the 

E0 energy gap increases. It may be noted, however, that the scatter found in these cases is even 

greater than that found for the case of the polar optical phonon energy. Diminished dielectric 

constants favor enhanced device performance, pointing once again to an advantage offered by 

the wider energy gap semiconductors. 

Finally, it is instructive to plot the breakdown electric field strength as a function of the 300 

K E0 energy gap corresponding to the materials considered in this critical comparative analysis. 

While the breakdown field strength is not an independent material parameter itself, as were the 

other parameters considered in this critical comparative analysis (in fact, the breakdown field 

strength is determinable from the fundamental material properties), it is useful to be aware of it, 

as its value defines the range of electric field strengths that may be applied to a given 

semiconductor under investigation. A plot of the breakdown field strength as a function of the 300 

K E0 energy gap corresponding to the materials considered in this critical comparative analysis is 

depicted in Figure 2.8. We note that generally the breakdown field strength increases as the 300 

K E0 energy gap increases. This suggests that the wider energy gap materials can better serve 

in applications demanding higher electric field strengths, such as in high-power device structures. 
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Figure 2.6: The static relative dielectric constant as a function of the E0 energy gap, at 300K, for the 

semiconductors considered in this analysis and other compound semiconductors. The data for this plot is 

drawn from Table 2.3. This figure is modified from © Siddiqua, P., & O’Leary, S. (2018). Electron transport 

within the wurtzite and zinc-blende phases of gallium nitride and indium nitride. Journal of Materials 

Science, 29, 3511-3567. Page 3525. Adapted with permission from publisher. The online version of this 

figure is depicted in color. 
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Figure 2.7: The high-frequency relative dielectric constant as a function of the E0 energy gap, at 300 K, for 

the semiconductors considered in this analysis and other compound semiconductors. The data for this plot 

is drawn from Table 2.3. This figure is modified from © Siddiqua, P., & O’Leary, S. (2018). Electron transport 

within the wurtzite and zinc-blende phases of gallium nitride and indium nitride. Journal of Materials 

Science, 29, 3511-3567. Page 3525. Adapted with permission from publisher. The online version of this 

figure is depicted in color. 
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Figure 2.8: The breakdown field strength as a function of the E0 energy gap, at 300 K, for the 

semiconductors considered in this analysis and other compound semiconductors. The data for this plot is 

drawn from Table 2.3. This figure is modified from © Siddiqua, P., & O’Leary, S. (2018). Electron transport 

within the wurtzite and zinc-blende phases of gallium nitride and indium nitride. Journal of Materials 

Science, 29, 3511-3567. Page 3525. Adapted with permission from publisher. The online version of this 

figure is depicted in color.  
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2.6 The Monte Carlo simulation approach 

For the purposes of this analysis of the electron transport within the wurtzite and zinc-

blende phases of GaN and InN, I employ ensemble semi-classical three-valley Monte Carlo 

electron transport simulations. The scattering mechanisms considered are: (1) ionized impurity, 

(2) polar optical phonon, (3) piezoelectric, and (4) acoustic deformation potential. Inter-valley 

scattering is also considered. We assume that all donors are ionized and that the free electron 

concentration is equal to the dopant concentration. For the steady-state electron transport 

simulations, the motion of three-thousand electrons is examined, while for the transient electron 

transport simulations, the motion of ten-thousand electrons is considered. For the simulations, the 

crystal temperature is set to 300 K and the doping concentration is set to 1017 cm-3 for most cases. 

Electron degeneracy effects are accounted for by means of the rejection technique of Lugli and 

Ferry [128]. Electron screening is also accounted for following the Brooks-Herring method [129]. 

Further details of our approach are discussed in the literature [64,115,117,118,122,130 – 141]. 

  

2.7 Scattering rates in the wurtzite and zinc‑blende phases of GaN and InN 

In order to develop an appreciation for the role that the individual scattering mechanisms 

play in shaping the nature of the electron transport within the different materials under 

investigation in this analysis, it is instructive to contrast the dependence of the different scattering 

rates on the magnitude of the electron wave-vector, �⃗� . In Figures 2.9, 2.10, 2.11, and 2.12, I plot 

the various scattering rates as a function of the magnitude of the electron wave-vector, �⃗� , for the 

wurtzite and zinc-blende phases of GaN and InN. These are the scattering rates corresponding 

to the lowest energy valley in the conduction band, i.e., the Γ valley for the compound 

semiconductors considered in this thesis. The electrons in the upper valleys are found to 

experience similar scattering rates; each of the scattering rates considered in the simulations of 
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the electron transport within the wurtzite and zinc-blende phases of GaN and InN, is described, 

in detail, by Nag [95]. For the ionized impurity, polar optical phonon, and piezoelectric scattering 

mechanisms, screening effects are taken into account. These screening effects tend to lower the 

scattering rates when the electron concentrations are high. Scattering results, corresponding to 

the specific case of GaAs, are represented in Figure 2.13, these results being depicted primarily 

for benchmarking purposes. 
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Figure 2.9.a: The scattering rates for the lowest energy (Γ) valley as a function of the magnitude of the 

wave-vector for bulk wurtzite GaN. The scattering mechanisms considered are: (1) ionized impurity (blue), 

(2) polar optical phonon emission (green), (3) inter-valley (1 → 3) emission (red), (4) inter-valley (1 → 2) 

emission (yellow), (5) acoustic deformation potential (magenta). This figure is modified from © Siddiqua, 

P., & O’Leary, S. (2018). Electron transport within the wurtzite and zinc-blende phases of gallium nitride 

and indium nitride. Journal of Materials Science, 29, 3511-3567. Page 3526. Adapted with permission from 

publisher. The online version of this figure is depicted in color. 
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Figure 2.9.b: The scattering rates for the lowest energy (Γ) valley as a function of the magnitude of the 

wave-vector for bulk wurtzite GaN. The scattering mechanisms considered are: (1) piezoelectric (blue), (2) 

polar optical phonon absorption (green), (3) inter-valley (1 → 3) absorption (red), and (4) inter-valley (1 →2) absorption (yellow). This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron 

transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of 

Materials Science, 29, 3511-3567. Page 3526. Adapted with permission from publisher. The online version 

of this figure is depicted in color. 
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Figure 2.10.a: The scattering rates for the lowest energy (Γ) valley as a function of the magnitude 

of the wave-vector for bulk zinc-blende GaN. The scattering mechanisms considered are: (1) 

ionized impurity (blue), (2) polar optical phonon emission (green), (3) inter-valley (1 → 3) emission 

(red), (4) inter-valley (1 → 2) emission (yellow), (5) acoustic deformation potential (magenta). This 

figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within 

the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of Materials 

Science, 29, 3511-3567. Page 3526. Adapted with permission from publisher. The online version 

of this figure is depicted in color. 
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Figure 2.10.b: The scattering rates for the lowest energy (Γ) valley as a function of the magnitude of the 

wave-vector for bulk zinc-blende GaN. The scattering mechanisms considered are :(1) piezoelectric (blue), 

(2) polar optical phonon absorption (green), (3) inter-valley (1 → 3) absorption (red), and (4) inter-valley (1 → 2) absorption (yellow). This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3526. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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Figure 2.11.a: The scattering rates for the lowest energy (Γ) valley as a function of the magnitude of the 

wave-vector for bulk wurtzite InN. The scattering mechanisms considered are: (1) ionized impurity (blue), 

(2) polar optical phonon emission (green), (3) inter-valley (1 → 3) emission (red), (4) inter-valley (1 → 2) 
emission (yellow), (5) acoustic deformation potential (magenta). This figure has been modified from © 

Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases of gallium 

nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3527. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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Figure 2.11.b: The scattering rates for the lowest energy (Γ) valley as a function of the magnitude of the 

wave-vector for bulk wurtzite InN. The scattering mechanisms considered are: (1) piezoelectric (blue), (2) 

polar optical phonon absorption (green), (3) inter-valley (1 → 3) absorption (red), and (4) inter-valley (1 →2) absorption (yellow). This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron 

transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of 

Materials Science, 29, 3511-3567. Page 3527. Adapted with permission from publisher. The online version 

of this figure is depicted in color. 
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Figure 2.12.a: The scattering rates for the lowest energy (Γ) valley as a function of the magnitude of the 

wave-vector for bulk zinc-blende InN. The scattering mechanisms considered are: (1) ionized impurity 

(blue), (2) polar optical phonon emission (green), (3) inter-valley (1 → 3) emission (red), (4) inter-valley (1 → 2) emission (yellow), (5) acoustic deformation potential (magenta). This figure has been modified from 

© Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases of 

gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3527. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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Figure 2.12.b: The scattering rates for the lowest energy (Γ) valley as a function of the magnitude of the 

wave-vector for bulk zinc-blende InN. The scattering mechanisms considered are: (1) piezoelectric (blue), 

(2) polar optical phonon absorption (green), (3) inter-valley (1 → 3) absorption (red), and (4) inter-valley (1 → 2) absorption (yellow). This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3527. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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Figure 2.13.a: The scattering rates for the lowest energy (Γ) valley as a function of the magnitude of the 

wave-vector for bulk zinc-blende GaAs. The scattering mechanisms considered are: (1) ionized impurity 

(blue), (2) polar optical phonon emission (green), (3) inter-valley (1 → 3) emission (red), (4) inter-valley (1 → 2) emission (yellow), (5) acoustic deformation potential (magenta). This figure has been modified from 

© Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases of 

gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3528. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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Figure 2.13.b: The scattering rates for the lowest energy (Γ) valley as a function of the magnitude of the 

wave-vector for bulk zinc-blende GaAs. The scattering mechanisms considered are: (1) piezoelectric (blue), 

(2) polar optical phonon absorption (green), (3) inter-valley (1 → 3) absorption (red), and (4) inter-valley (1 → 2) absorption (yellow). This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3528. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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Chapter 3: Steady-state and transient electron transport results within the wurtzite and 

zinc-blende phases of GaN and InN  

3.1 Overview 

The current interest in the III–V nitride compound semiconductors, GaN and InN, is 

primarily being fueled by the tremendous potential of these materials for novel electronic and 

opto-electronic device applications. With the recognition that informed electronic and opto-

electronic device design requires a firm understanding of the nature of the electron transport 

within these materials, electron transport within the compound semiconductors, GaN and InN, 

has been the focus of intensive investigation for many years. The literature abounds with studies 

on the steady-state and transient electron transport within these materials [1,2,142,143]. As a 

result of this intense flurry of research activity, wide energy gap compound semiconductor-based 

devices are being deployed in products that are widely available today [144–156].15 Future 

developments in the wide energy gap compound semiconductor field will undoubtedly require an 

even deeper understanding of the electron transport mechanisms within these materials. 

In the previous chapter, I presented details of the semi-classical three-valley Monte Carlo 

simulation approach, that I employ for the analysis of the electron transport within the wurtzite 

and zinc-blende phases of GaN and InN. In this chapter, a collection of steady-state and transient 

electron transport results, obtained from these Monte Carlo electron transport simulations, is 

presented. Initially, an overview of our steady-state electron transport results, corresponding to 

the semiconductors under consideration in this analysis, i.e., the wurtzite and zinc-blende phases 

of GaN and InN, will be provided, and a comparison with the more conventional compound semi- 

_________________________________ 

15 The wide energy gap semiconductors that are available today include those based on the III-V nitrides, 

ZnO, silicon carbide (SiC), and a variety of other wide energy gap semiconductors. The list of references 

included here include devices based on this broader class of materials. 
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conductor, GaAs, will be presented. Later, the transient electron transport that occurs within the 

semiconductors under investigation in this analysis, i.e., the wurtzite and zinc-blende phases of 

GaN and InN, is characterized and contrasted with that corresponding to GaAs. 

This chapter is organized in the following manner. In Sections 3.2, 3.3, 3.4, and 3.5, 

steady-state electron transport characteristics, associated with the wurtzite and zinc-blende 

phases of GaN and InN, are presented and analysed. For bench-marking purposes, in Section 

3.6, an analogous steady-state analysis is performed for the case of zinc-blende GaAs, the 

steady-state electron transport characteristics associated with the family of wide energy gap 

semiconductors under consideration in this analysis, i.e., the wurtzite and zinc-blende phases of 

GaN and InN, being compared and contrasted with that corresponding to zinc-blende GaAs in 

Section 3.7. The sensitivity of these steady-state electron transport characteristics to variations in 

the crystal temperature and the doping concentration is then probed in Sections 3.8 and 3.9, 

respectively. Transient electron transport results, corresponding to the materials under 

investigation in this analysis, i.e., the wurtzite and zinc-blende phases of GaN and InN, and zinc-

blende GaAs, are then featured in Section 3.10. Finally, the conclusions of this electron transport 

analysis are summarized in Section 3.11. 

3.2 Steady-state electron transport within wurtzite GaN 

Our examination of results begins with wurtzite GaN. The velocity-field characteristic 

associated with this material is depicted in Figure 3.1. This result is obtained through a steady-

state Monte Carlo simulation of the electron transport within this material for the wurtzite GaN 

parameter selections specified in Tables 2.1 and 2.2, the crystal temperature being set to 300 K 

and the doping concentration being set to 1017 cm-3. We note that initially the electron drift velocity 

monotonically increases with the applied electric field strength, reaching a maximum of about 2.9 

× 107 cm/s when the applied electric field strength is around 140 kV/cm. For applied electric fields 
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strengths in excess of 140 kV/cm, the electron drift velocity decreases in response to further 

increases in the applied electric field strength, i.e., a region of negative differential mobility is 

observed, the electron drift velocity eventually saturating at about 1.4 × 107 cm/s for sufficiently 

high applied electric field strengths. 

We now focus on the results at low applied electric field strengths, i.e., applied electric 

field strengths less than 10 kV/cm. This is referred to as the linear regime of electron transport, 

as in this regime, the electron drift velocity is well characterized by the low-field electron drift 

mobility, μ, i.e., a linear low-field electron drift velocity dependence on the applied electric field 

strength, 𝑣𝑑 = 𝜇𝐸, applies in this regime. Examining the distribution function for this regime, we 

find that it is very similar to the zero-field distribution function with a slight shift in the direction 

opposite of the applied electric field; this arises as electrons are negatively charged. In this regime, 

the average electron energy remains relatively low, with most of the energy gained from the 

applied electric field being transferred into the lattice through polar optical phonon scattering. We 

find that the low-field electron drift mobility, 𝜇, corresponding to the velocity-field characteristic 

depicted in Figure 3.1, is around 850 cm2/V.s. 

If we now examine the average electron energy as a function of the applied electric field 

strength, shown in Figure 3.2, we see that there is a sudden increase at around 100 kV/cm; this 

result is obtained from the same steady-state wurtzite GaN Monte Carlo simulation of electron 

transport as that used to determine Fig. 3.1, the crystal temperature being set to 300 K and the 

doping concentration being set to 1017 cm-3. In order to understand why this increase occurs, we 

note that the dominant energy loss mechanism for many compound semiconductors, including 

wurtzite GaN, is polar optical phonon scattering. When the applied electric field strength is less 

than 100 kV/cm, all of the energy that the electrons gain from the applied electric field is lost 

through polar optical phonon scattering. The other scattering mechanisms, i.e., ionized impurity 

scattering, piezoelectric scattering, and acoustic deformation potential scattering, do not remove 
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energy from the electron ensemble, i.e., they are elastic scattering mechanisms. Beyond a certain 

critical applied electric field strength, however, and the polar optical phonon scattering mechanism 

can no longer remove all of the energy gained from the applied electric field. Other scattering 

mechanisms must start to play a role if the electron ensemble is to remain in equilibrium. The 

average electron energy increases until inter-valley scattering begins and an energy balance is 

re-established; the energy levels of the two lowest energy upper conduction band minima 

corresponding to this material, i.e., the two lowest upper conduction band energy valley minima, 

are depicted in Figure 3.2. 

As the applied electric field strength is increased beyond 100 kV/cm, the average electron 

energy increases until a substantial fraction of the electrons have acquired enough energy in 

order to transfer into the upper energy conduction band valleys. In Figure 3.3, we plot the 

occupancy of the three lowest energy conduction band valleys as a function of the applied electric 

field strength for the case of wurtzite GaN, this result being obtained from the same steady-state 

wurtzite GaN Monte Carlo simulation of electron transport as that used to determine Figures 3.1 

and 3.2, the motion of three-thousand electrons being considered for this analysis, the crystal 

temperature being set to 300 K and the doping concentration being set to 1017 cm-3. As the 

effective mass of the electrons in the upper energy conduction band valleys is greater than that 

in the lowest energy conduction band valley, the electrons in the upper energy conduction band 

valleys will be slower. As more electrons transfer to the upper energy conduction band valleys, 

the electron drift velocity decreases. This accounts for the negative differential mobility observed 

in the velocity-field characteristic depicted in Figure 3.1. 

Finally, at sufficiently high applied electric field strengths, the number of electrons in each 

conduction band valley saturates. It can be shown that in the high-field limit, the number of 

electrons in each conduction band valley is proportional to the product of the density of states of  
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Figure 3.1: The velocity-field characteristic associated with bulk wurtzite GaN for the crystal temperature 

set to 300 K and the doping concentration set to 1017 cm-3. Like many other compound semiconductors, 

the electron drift velocity reaches a peak, and at higher applied electric field strengths it decreases until it 

saturates. The peak field, i.e., the applied electric field strength at which the maximum electron drift velocity 

occurs, 140 kV/cm, is clearly indicated with an arrow. This figure has been modified from © Siddiqua, P. & 

O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases of gallium nitride and 

indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3528. Adapted with permission from 

publisher. The online version of this figure is depicted in color. 
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Figure 3.2: The average electron energy as a function of the applied electric field strength for bulk wurtzite 

GaN for the crystal temperature set to 300 K and the doping concentration set to 1017 cm-3. Initially, the 

average electron energy remains low, only slightly higher than the thermal energy, 3/2 kBT, where kB 

denotes the Boltzmann constant. At 100 kV/cm, however, the average electron energy increases 

dramatically. This increase is due to the fact that the polar optical phonon scattering mechanism can no 

longer absorb all of the energy gained from the applied electric field. The energy minima corresponding to 

the lowest and second lowest upper conduction band valley minima are depicted with the dashed lines. 

This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the 

wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 

3511-3567. Page 3529. Adapted with permission from publisher. The online version of this figure is depicted 

in color. 
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Figure 3.3: The valley occupancy as a function of the applied electric field strength for the case of bulk 

wurtzite GaN for the crystal temperature set to 300 K and the doping concentration set to 1017 cm-3. Soon 

after the average electron energy increases, i.e., at about 100 kV/cm, electrons begin to transfer to the 

upper valleys of the conduction band. There were three-thousand electrons employed for this simulation. 

The valleys are labeled 1, 2, and 3, in accordance with their energy minima, i.e., the lowest energy 

conduction band valley minimum corresponding to valley 1, the second lowest energy conduction band 

valley minimum corresponding to valley 2, the third lowest energy conduction band valley minimum 

corresponding to valley 3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3529. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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that particular valley and the corresponding valley degeneracy. At this point, the electron drift 

velocity stops decreasing and achieves saturation. 

3.3 Steady-state electron transport within zinc-blende GaN 

I continue my analysis with an examination of the steady-state electron transport within 

zinc-blende GaN. The velocity-field characteristic associated with this material is depicted in 

Figure 3.4. This result is obtained through a steady-state Monte Carlo simulation of the electron 

transport within this material for the zinc-blende GaN parameter selections specified in Tables 2.1 

and 2.2, the crystal temperature being set to 300 K and the doping concentration being set to 1017 

cm-3. We note that initially the electron drift velocity monotonically increases with the applied 

electric field strength, reaching a maximum of about 3.3 × 107 cm/s when the applied electric field 

strength is around 110 kV/ cm. As with the case of wurtzite GaN, a linear regime of electron 

transport is observed, the low-field electron drift mobility, μ, corresponding to the velocity-field 

characteristic depicted in Figure 3.4, being about 1250 cm2/V.s. For applied electric fields 

strengths in excess of 110 kV/cm, the electron drift velocity decreases in response to further 

increases in the applied electric field strength, i.e., a region of negative differential mobility is 

observed, the electron drift velocity eventually saturating at about 2.1 × 107 cm/s for sufficiently 

high applied electric field strengths; it should be noted that this saturation occurs beyond the range 

of electric field strengths depicted in Figure 3.4. 

If we examine the average electron energy as a function of the applied electric field 

strength, shown in Figure 3.5, we see that there is a sudden increase at around 80 kV/cm; this 

result was obtained from the same steady-state zinc-blende GaN Monte Carlo simulation of 

electron transport as that used to determine Figure 3.4, the crystal temperature being set to 300 

K and the doping concentration being set to 1017 cm-3. As with the case of wurtzite GaN, beyond  
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Figure 3.4: The velocity-field characteristic associated with bulk zinc-blende GaN for the crystal 

temperature set to 300 K and the doping concentration set to 1017 cm-3. Like many other compound 

semiconductors, the electron drift velocity reaches a peak, and at higher applied electric field strengths it 

decreases until it saturates. The peak field, i.e., the applied electric field strength at which the maximum 

electron drift velocity occurs, 110 kV/cm, is clearly indicated with an arrow. This figure has been modified 

from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases 

of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3530. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.5: The average electron energy as a function of the applied electric field strength for bulk zinc-

blende GaN for the crystal temperature set to 300 K and the doping concentration set to 1017 cm-3. Initially, 

the average electron energy remains low, only slightly higher than the thermal energy, 3/2 kBT, where kB 

denotes the Boltzmann constant. At 80 kV/cm, however, the average electron energy increases 

dramatically. This increase is due to the fact that the polar optical phonon scattering mechanism can no 

longer absorb all of the energy gained from the applied electric field. The energy minima corresponding to 

the lowest and the second lowest upper conduction band valley minima are depicted with the dashed lines. 

This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the 

wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 

3511-3567. Page 3530. Adapted with permission from publisher. The online version of this figure is depicted 

in color. 
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Figure 3.6: The valley occupancy as a function of the applied electric field strength for the case of bulk 

zinc-blende GaN for the crystal temperature set to 300 K and the doping concentration set to 1017 cm-3. 

Soon after the average electron energy increases, i.e., at about 80 kV/cm, electrons begin to transfer to the 

upper valleys of the conduction band. There were three-thousand electrons employed for this simulation. 

The valleys are labeled 1, 2, and 3, in accordance with their energy minima, i.e., the lowest energy 

conduction band valley minimum corresponding to valley 1, the second lowest energy conduction band 

valley minimum corresponding to valley 2, the third lowest energy conduction band valley minimum 

corresponding to valley 3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3531. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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a certain critical applied electric field strength, polar optical phonon scattering can no longer 

remove all of the energy gained from the applied electric field. The average electron energy 

increases until inter-valley scattering begins and an energy balance is re-established; the energy 

levels of the two lowest energy upper conduction band minima corresponding to this material, i.e., 

the two lowest energy upper conduction band valleys, are depicted in Figure 3.5. 

 In Figure 3.6, we plot the occupancy of the valleys as a function of the applied electric field 

strength for the case of zinc-blende GaN, this result being obtained from the same steady-state 

zinc-blende GaN Monte Carlo simulation of electron transport as that used to determine Figures 

3.4 and 3.5, the motion of three-thousand electrons being considered for this steady-state electron 

transport analysis, the crystal temperature being set to 300 K and the doping concentration being 

set to 1017 cm-3. This result is similar in character to that found for the case of wurtzite GaN. 

 

3.4 Steady-state electron transport within wurtzite InN 

I now examine the steady-state electron transport within wurtzite InN. The electrons within 

InN have a lower effective mass than those associated with GaN. The velocity-field characteristic 

associated with this material is depicted in Figure 3.7. This result is obtained through a steady-

state Monte Carlo simulation of the electron transport within this material for the wurtzite InN 

parameter selections specified in Tables 2.1 and 2.2, the crystal temperature being set to 300 K 

and the doping concentration being set to 1017 cm-3. We note that initially the electron drift velocity 

monotonically increases with the applied electric field strength, reaching a maximum of about 5.6 

× 107 cm/s when the applied electric field strength is around 30 kV/cm. As with the cases of 

wurtzite and zinc-blende GaN, a linear regime of electron transport is observed for the case of 

wurtzite InN, the low-field electron drift mobility, 𝜇, corresponding to the velocity-field characteristic 

depicted in Figure 3.7, being about 8700 cm2/V.s . For applied electric fields strengths in excess 

of 30 kV/cm, the electron drift velocity decreases in response to further increases in the applied 

electric field strength, i.e., a region of negative differential mobility is observed, the electron drift 
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velocity eventually saturating at about 1.2 × 107 cm/s for sufficiently high applied electric field 

strengths; it should be noted that this saturation occurs beyond the range of electric field strengths 

depicted in Figure 3.7. 

If we examine the average electron energy as a function of the applied electric field 

strength, shown in Figure 3.8, we see that there is a sudden increase at around 25 kV/cm; this 

result was obtained from the same wurtzite InN Monte Carlo simulation of electron transport as 

that used to determine Figure 3.7. As with the cases of wurtzite and zinc-blende GaN, beyond a 

certain critical applied electric field strength, polar optical phonon scattering can no longer remove 

all of the energy gained from the applied electric field. The average electron energy increases 

until inter-valley scattering begins and an energy balance is re-established. 

In Figure 3.9, we plot the occupancy of the three lowest energy conduction band valleys 

as a function of the applied electric field strength for the case of wurtzite InN, this result being 

obtained from the same wurtzite InN Monte Carlo simulation of electron transport as that used to 

determine Figures 3.7 and 3.8, the motion of three-thousand electrons being considered for this 

steady-state electron transport analysis. This result is similar to that found for the cases of wurtzite 

and zinc-blende GaN. 

 

3.5 Steady-state electron transport within zinc-blende InN 

We now examine the steady-state electron transport within zinc-blende InN. The velocity-

field characteristic associated with this material is depicted in Figure 3.10. This result is obtained 

through a Monte Carlo simulation of the electron transport within this material for the zinc-blende 

InN parameter selections specified in Tables 2.1 and 2.2, the crystal temperature being set to 300 
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Figure 3.7: The velocity-field characteristic associated with bulk wurtzite InN for the crystal temperature set 

to 300 K and the doping concentration set to 1017 cm-3. Like many other compound semiconductors, the 

electron drift velocity reaches a peak, and at higher applied electric field strengths it decreases until it 

saturates. The peak field, i.e., the applied electric field strength at which the maximum electron drift velocity 

occurs, 30 kV/cm, is clearly indicated with an arrow. This figure has been modified from © Siddiqua, P. & 

O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases of gallium nitride and 

indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3531. Adapted with permission from 

publisher. The online version of this figure is depicted in color. 
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Figure 3.8: The average electron energy as a function of the applied electric field strength for bulk wurtzite 

InN for the crystal temperature set to 300 K and the doping concentration set to 1017 cm-3. Initially, the 

average electron energy remains low, only slightly higher than the thermal energy, 3/2 kBT, where kB 

denotes the Boltzmann constant. At 25 kV/cm, however, the average electron energy increases 

dramatically. This increase is due to the fact that the polar optical phonon scattering mechanism can no 

longer absorb all of the energy gained from the applied electric field. The energy minima corresponding to 

the lowest and second lowest upper conduction band valley minima are depicted with the dashed lines. 

This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the 

wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 

3511-3567. Page 3531. Adapted with permission from publisher. The online version of this figure is depicted 

in color. 
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Figure 3.9: The valley occupancy as a function of the applied electric field strength for the case of bulk 

wurtzite InN for the crystal temperature set to 300 K and the doping concentration set to 1017 cm-3. Soon 

after the average electron energy increases, i.e., at about 25 kV/cm, electrons begin to transfer to the upper 

valleys of the conduction band. There were three-thousand electrons employed for this simulation. The 

valleys are labeled 1, 2, and 3, in accordance with their energy minima, i.e., the lowest energy conduction 

band valley minimum corresponding to valley 1, the second lowest energy conduction band valley minimum 

corresponding to valley 2, the third lowest energy conduction band valley minimum corresponding to valley 

3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the 

wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 

3511-3567. Page 3532. Adapted with permission from publisher. The online version of this figure is depicted 

in color. 
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K and the doping concentration being set to 1017 cm-3. We note that initially, the electron drift 

velocity monotonically increases with the applied electric field strength, reaching a maximum of 

about 3.3 × 107 cm/s when the applied electric field strength is around 50 kV/cm. For applied 

electric fields strengths in excess of 50 kV/cm, the electron drift velocity decreases in response 

to further increases in the applied electric field strength, i.e., a region of negative differential 

mobility is observed, the electron drift velocity eventually saturating at about 1.1 × 107 cm/s for 

sufficiently high applied electric field strengths; it should be noted that this saturation occurs 

beyond the range of electric field strengths depicted in Figure 3.10. As with the cases of wurtzite 

and zinc-blende GaN, and wurtzite InN, a linear regime of electron transport is observed for the 

case of zinc-blende InN, the low-field electron drift mobility, corresponding to the velocity-field 

characteristic depicted in Figure 3.10, being about 4400 cm2/V.s. 

If we examine the average electron energy as a function of the applied electric field 

strength, as shown in Figure 3.11, we see that there is a sudden increase at around 50 kV/cm; 

this result is obtained from the same steady-state zinc-blende InN Monte Carlo simulation of 

electron transport as that used to determine Figure 3.10, the crystal temperature being set to 300 

K and the doping concentration being set to 1017 cm-3. For the case of this material, however, the 

increase in the average electron energy does not saturate once the average energy approaches 

the conduction band inter-valley energy separation. This is because the non-parabolicity of the 

lowest energy conduction band valley is extremely large. This large non-parabolicity of the lowest 

energy conduction band valley acts to dramatically enhance the effective mass of the higher 

energy electrons, and this is the primary factor responsible for the negative differential mobility 

exhibited by the velocity-field characteristic associated with zinc-blende InN seen in Figure 3.10 

[157]. 
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The large non-parabolicity of the lowest energy conduction band valley limits the number 

of inter-valley transitions that can occur within zinc-blende InN. In Figure 3.12, we plot the 

occupancy of the three lowest energy conduction band valleys as a function of the applied electric 

field strength for the case of zinc-blende InN, this result being obtained from the same steady-

state zinc-blende InN Monte Carlo simulation of electron transport as that used to determine 

Figures 3.10 and 3.11, the motion of three-thousand electrons being considered for this electron 

transport analysis, the crystal temperature being set to 300 K and the doping concentration being 

set to 1017 cm-3. It is seen that the upper conduction band valley occupancy is negligible, even for 

very high applied electric field strengths. This contrasts rather dramatically with the cases of the 

wurtzite and zinc-blende phases of GaN and the case of wurtzite InN. The large non-parabolicity 

of the lowest energy conduction band valley is the principal factor responsible for this effect 

[157].16 

 

3.6 Steady-state electron transport within zinc-blende GaAs 

For bench-marking purposes, we now study the steady-state electron transport that occurs 

within zinc-blende GaAs. The velocity-field characteristic associated with this material is depicted 

in Figure 3.13. This result is obtained through a steady-state Monte Carlo simulation of the 

electron transport within this material for the zinc-blende GaAs parameter selections specified by 

Littlejohn et al. [116] and Blakemore [124], the crystal temperature being set to 300 K and the do- 

________________________________ 

16 Using a one-dimensional band structural evaluation for the effective mass of the electrons described 

using the Kane model, i.e., Eq. (2.2), Siddiqua et al. [157] demonstrated the important role that the non-

parabolicity plays in influencing the effective mass of the electrons in a valley. The non-parabolicity 

associated with the lowest energy valley of the conduction band of zinc-blende InN is significantly greater 

than that associated with the other materials considered in this analysis, and hence, the nature of the 

electron transport is expected to be quite distinct. Further details are discussed by Siddiqua et al. [157]. 
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Figure 3.10: The velocity-field characteristic associated with bulk zinc-blende InN for the crystal 

temperature set to 300 K and the doping concentration set to 1017 cm-3. Like many other compound 

semiconductors, the electron drift velocity reaches a peak, and at higher applied electric field strengths it 

decreases until it saturates. The peak field, i.e., the applied electric field strength at which the maximum 

electron drift velocity occurs, 50 kV/cm, is clearly indicated with an arrow. This figure has been modified 

from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases 

of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3532. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.11: The average electron energy as a function of the applied electric field strength for bulk zinc-

blende InN for the crystal temperature set to 300 K and the doping concentration set to 1017 cm-3. Initially, 

the average electron energy remains low, only slightly higher than the thermal energy, 3/2 kBT, where kB 

denotes the Boltzmann constant. At 50 kV/cm, however, the average electron energy increases 

dramatically. This increase is due to the fact that the polar optical phonon scattering mechanism can no 

longer absorb all of the energy gained from the applied electric field. The energy minima corresponding to 

the upper conduction band valley minima is beyond the scale depicted in this figure. This figure has been 

modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende 

phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3533. 

Adapted with permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.12: The valley occupancy as a function of the applied electric field strength for the case of bulk 

zinc-blende InN for the crystal temperature set to 300 K and the doping concentration set to 1017 cm-3. It is 

observed that no noticeable upper conduction band valley occupancy occurs, even for the very highest 

applied electric field strengths. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3533. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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ping concentration being set to 1017 cm-3. We note that initially the electron drift velocity 

monotonically increases with the applied electric field strength, reaching a maximum of about 1.6 

× 107 cm/s when the applied electric field strength is around 4 kV/cm. As with the cases of wurtzite 

and zinc-blende GaN and InN, a linear regime of electron transport is observed for the case of 

zinc-blende GaAs, the low-field electron drift mobility, μ, corresponding to the velocity-field 

characteristic depicted in Figure 3.13, being about 5400 cm2/V.s. For applied electric fields 

strengths in excess of 4 kV/cm, the electron drift velocity decreases in response to further 

increases in the applied electric field strength, i.e., a region of negative differential mobility is 

observed, the electron drift velocity eventually saturating at about 1.0 × 107 cm/s for sufficiently 

high applied electric field strengths. 

If we examine the average electron energy as a function of the applied electric field 

strength, shown in Figure 3.14, we see that there is a sudden increase at around 2 kV/cm; this 

result is obtained from the same steady-state zinc-blende GaAs Monte Carlo simulation of 

electron transport as that used to determine Figure 3.13, the crystal temperature being set to 300 

K and the doping concentration being set to 1017 cm-3. As with the cases of wurtzite and zinc-

blende GaN and wurtzite InN, beyond a certain critical applied electric field strength, polar optical 

phonon scattering can no longer remove all of the energy gained from the applied electric field. 

The average electron energy increases until inter-valley scattering begins and an energy balance 

is re-established; the energy level of the lowest upper energy conduction band valley minimum 

corresponding to this material is depicted in Figure 3.14, the second lowest upper energy 

conduction band valley minimum being beyond the range of energies depicted in Figure 3.14. 

In Figure 3.15, we plot the occupancy of the three lowest energy conduction band valleys 

as a function of the applied electric field strength for the case of zinc-blende GaAs, this result 

being obtained from the same steady-state zinc-blende GaAs Monte Carlo simulation of electron 

transport as that used to determine Figures 3.13 and 3.14, the motion of three-thousand electrons 
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Figure 3.13: The velocity-field characteristic associated with bulk zinc-blende GaAs for the crystal 

temperature set to 300 K and the doping concentration set to 1017 cm-3. Like many other compound 

semiconductors, the electron drift velocity reaches a peak, and at higher applied electric field strengths it 

decreases until it saturates. The peak field, i.e., the applied electric field strength at which the maximum 

electron drift velocity occurs, 4 kV/cm, is clearly indicated with an arrow. This figure has been modified from 

© Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases of 

gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3534. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.14: The average electron energy as a function of the applied electric field strength for bulk zinc-

blende GaAs for the crystal temperature set to 300 K and the doping concentration set to 1017 cm-3. Initially, 

the average electron energy remains low, only slightly higher than the thermal energy, 3/2 kBT, where kB 

denotes the Boltzmann constant. At 2 kV/cm, however, the average electron energy increases dramatically. 

This increase is due to the fact that the polar optical phonon scattering mechanism can no longer absorb 

all of the energy gained from the applied electric field. The energy minimum corresponding to the lowest 

upper conduction band valley minimum is depicted with the dashed line. The other conduction band valley 

minima are beyond the scale depicted in the figure. This figure has been modified from © Siddiqua, P. & 

O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases of gallium nitride and 

indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3534. Adapted with permission from 

publisher. The online version of this figure is depicted in color. 
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Figure 3.15: The valley occupancy as a function of the applied electric field strength for the case of bulk 

zinc-blende GaAs for the crystal temperature set to 300 K and the doping concentration set to 1017 cm-3. 

Soon after the average electron energy increases, i.e., at about 2 kV/cm, electrons begin to transfer to the 

upper valleys of the conduction band. There were three-thousand electrons employed for this simulation. 

The valleys are labeled 1, 2, and 3, in accordance with their energy minima, i.e., the lowest energy 

conduction band valley minimum corresponding to valley 1, the second lowest energy conduction band 

valley minimum corresponding to valley 2, the third lowest energy conduction band valley minimum 

corresponding to valley 3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3535. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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being considered for this steady-state electron transport analysis, the crystal temperature being 

set to 300 K and the doping concentration being set to 1017 cm-3. This result is similar to that found 

for the cases of wurtzite and zinc-blende GaN and wurtzite InN, i.e., a lot of upper energy 

conduction band valley occupancy occurs as the applied electric field strength is increased. 

3.7 Steady-state electron transport: a comparison of the results associated with the 

wurtzite and zinc-blende phases of GaN and InN with those associated with zinc-blende 

GaAs 

In Figure 3.16a, we contrast the velocity-field characteristics associated with the 

semiconductors under consideration in this analysis, i.e., the wurtzite and zinc-blende phases of 

GaN and InN. For all cases, we have set the crystal temperature to 300 K and the doping 

concentration to 1017 cm-3, the material and band structural parameters being as specified in 

Tables 2.1 and 2.2, respectively, i.e., these results are the same as those presented in Figures 

3.1, 3.4, 3.7, and 3.10, for the cases of wurtzite GaN, zinc-blende GaN, wurtzite InN, and zinc-

blende InN, respectively. We see that each of these wide energy gap compound semiconductors 

achieves a peak in its velocity-field characteristic. Wurtzite InN achieves the highest steady-state 

peak electron drift velocity, about 5.6 × 107 cm/s at an applied electric field strength of around 30 

kV/cm. This contrasts with the case of wurtzite GaN, 2.9 × 107 cm/s at 140 kV/cm, the case of 

zinc-blende GaN, 3.3 × 107 cm/s at 110 kV/cm, and that of zinc-blende InN, 3.3 × 107 cm/s at 50 

kV/cm. 

For the case of zinc-blende GaAs, the peak electron drift velocity, 1.6 × 107 cm/s , occurs 

at a much lower applied electric field strength than that for the other compound semiconductors 

considered in this analysis, i.e., only 4 kV/cm. In order to contrast the velocity-field characteristics 

associated with the wurtzite and zinc-blende phases of GaN and InN with that associated with 

zinc-blende GaAs, it is instructive to recast these steady-state results onto a logarithmic scale, 

the resultant plot being depicted in Figure 3.16b. This velocity-field plot renders obvious the utility 
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of the wide energy gap semiconductor class for high-field device applications, i.e., even though 

their low-field mobility may be lower than that associated with their more conventional 

counterparts, such as GaAs, at higher electric field strengths, the velocity of the electrons within 

these semiconductors is quite large. 

For the purposes of quick comparison, it is useful to plot the key metrics associated with 

these steady-state results for the different materials considered in this analysis. The peak and 

saturation electron drift velocities associated with these materials are depicted in Figure 3.16c. 

The peak electric field strengths, i.e., the electric field strengths at which these peak steady-state 

electron drift velocities occur, are depicted in Figure 3.16d. 

 

3.8 The sensitivity of the velocity-field characteristics associated with wurtzite GaN, 

zinc-blende GaN, wurtzite InN, zinc-blende InN, and zinc-blende GaAs to variations in the 

crystal temperature 

The sensitivity of the velocity-field characteristics to variations in the crystal temperature 

is now explored. In Figures. 3.17a, 3.18a, 3.19a, and 3.20a, the velocity-field characteristics 

associated with wurtzite GaN, zinc-blende GaN, wurtzite InN, and zinc-blende InN, respectively, 

are presented for a number of different crystal temperatures; crystal temperatures between 100 

to 900 K, in increments of 200 K, are considered in this analysis. The upper limit, 900 K, is chosen 

as this corresponds to some of the highest operating temperature which may be reasonably 

expected for AlGaN/GaN power devices; a recent analysis has shown that some of the III–V 

nitride semiconductors can tolerate temperatures which actually approach 1200 K, although for 

actual device applications, some margin of safety would be desired [158]. It is noted that crystal 

temperature variations do indeed play a significant role in shaping these velocity-field 

characteristics. Focusing on the peak electron drift velocity itself, for the specific case of wurtzite  
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Figure 3.16.a: A comparison of the velocity-field characteristics associated with the wurtzite and zinc-

blende phases of GaN and InN. The arrows correspond to the peak fields, i.e., the applied electric field 

strengths at which the peaks in the velocity-field characteristics occur, for each material considered. The 

crystal temperature is set to 300 K and the doping concentration is set to 1017 cm-3 for all cases. This plot 

is depicted on a linear scale. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3536. Adapted with permission from publisher. The online 

version of this figure is depicted in color.  
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Figure 3.16.b: A comparison of the velocity-field characteristics associated with the wurtzite and zinc-

blende phases of GaN and InN, with that associated with zinc-blende GaAs. The arrows correspond to the 

peak fields, i.e., the applied electric field strengths at which the peaks in the velocity-field characteristics 

occur, for each material considered. The crystal temperature is set to 300 K and the doping concentration 

is set to 1017 cm-3 for all cases. This plot is depicted on a logarithmic scale. This figure has been modified 

from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases 

of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3536. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.16.c: A comparison of the peak and saturation electron drift velocities associated with the wurtzite 

and zinc-blende phases GaN and InN, with that associated with zinc-blende GaAs. The crystal temperature 

is set to 300 K and the doping concentration is set to 1017 cm-3 for all cases. This figure has been modified 

from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases 

of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3536. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.16.d: A comparison of the peak electric fields, i.e., the electric field strengths at which the peak 

electron drift velocities occur, associated with the wurtzite and zinc-blende phases of GaN and InN, with 

that associated with zinc-blende GaAs. The crystal temperature is set to 300 K and the doping concentration 

is set to 1017 cm-3 for all cases. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3536. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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GaN, this velocity decreases from around 3.1 × 107 cm/s at 100 K to about 2.0 × 107 cm/s at 900 

K. The corresponding peak field strengths, i.e., the electric field strengths at which these peaks 

occur, are also found to vary with the crystal temperature, from around 130 kV/cm at 100 K to 

about 180 kV/cm at 900 K. Similar results are found for the other materials considered and the 

other electron transport metrics. 

To highlight the difference between the wide energy gap compound semiconductors, GaN 

and InN, with more conventional III–V compound semiconductors, such as GaAs, Monte Carlo 

simulations of the electron transport within zinc-blende GaAs have also been performed under 

the same conditions as the other materials. Figure 3.21a shows the results of these simulations. 

Clearly, the velocity-field characteristics associated with the wide energy gap compound 

semiconductors, GaN and InN, are less sensitive to variations in the crystal temperature than 

those associated with zinc-blende GaAs. A combination of scattering rates and occupancy issues 

account for the differences in behaviour, as has been explained by O’Leary et al. [115]. 

To quantify these dependencies further, the peak and saturation electron drift velocities 

associated with wurtzite GaN, zinc-blende GaN, wurtzite InN, and zinc-blende InN are plotted as 

functions of the crystal temperature in Figures 3.17b, 3.18b, 3.19b, and 3.20b, respectively, these 

results being determined from our steady-state Monte Carlo simulations of the electron transport 

within these materials. Analogous results, corresponding to zinc-blende GaAs, are depicted in 

Figure 3.21b. For all materials, it is found that all of these electron transport metrics diminish as 

the crystal temperature is increased. As may be seen through an inspection of Figures 3.17, 3.18, 

3.19, 3.20 and 3.21, inclusive, the peak and saturation electron drift velocities do not drop as 

much in GaN and InN as they do in GaAs in response to increases in the crystal temperature. 

This property will undoubtedly have an impact on high-power device performance. 
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Figure 3.17.a: The velocity-field characteristics associated with bulk wurtzite GaN for various crystal 

temperatures. For all cases, I have assumed a doping concentration of 1017 cm-3. This figure has been 

modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende 

phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3537. 

Adapted with permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.17.b: The peak and saturation electron drift velocities associated with bulk wurtzite GaN as a 

function of the crystal temperature. These results are determined from the results of Monte Carlo 

simulations of electron transport within bulk wurtzite GaN. For all cases, I have assumed a doping 

concentration of 1017 cm-3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3537. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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Figure 3.18.a: The velocity-field characteristics associated with bulk zinc-blende GaN for various crystal 

temperatures. For all cases, I have assumed a doping concentration of 1017 cm-3. This figure has been 

modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende 

phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3537. 

Adapted with permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.18.b: The peak and saturation electron drift velocities associated with bulk zinc-blende GaN as a 

function of the crystal temperature. These results are determined from the results of Monte Carlo 

simulations of electron transport within bulk zinc-blende GaN. For all cases, I have assumed a doping 

concentration of 1017 cm-3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3537. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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Figure 3.19.a: The velocity-field characteristics associated with bulk wurtzite InN for various crystal 

temperatures. For all cases, I have assumed a doping concentration of 1017 cm-3. This figure has been 

modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende 

phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3538. 

Adapted with permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.19.b: The peak and saturation electron drift velocities associated with bulk wurtzite InN as a 

function of the crystal temperature. These results are determined from the results of Monte Carlo 

simulations of electron transport within bulk wurtzite InN. For all cases, I have assumed a doping 

concentration of 1017 cm-3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3538. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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Figure 3.20.a: The velocity-field characteristics associated with bulk zinc-blende InN for various crystal 

temperatures. For all cases, I have assumed a doping concentration of 1017 cm-3. This figure has been 

modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende 

phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3538. 

Adapted with permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.20.b: The peak and saturation electron drift velocities associated with bulk zinc-blende InN as a 

function of the crystal temperature. These results are determined from the results of Monte Carlo 

simulations of electron transport within bulk zinc-blende InN. For all cases, I have assumed a doping 

concentration of 1017 cm-3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3538. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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Figure 3.21.a: The velocity-field characteristics associated with bulk zinc-blende GaAs for various crystal 

temperatures. For all cases, I have assumed a doping concentration of 1017 cm-3. This figure has been 

modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende 

phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3539. 

Adapted with permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.21.b: The peak and saturation electron drift velocities associated with bulk zinc-blende GaAs as 

a function of the crystal temperature. These results are determined from the results of Monte Carlo 

simulations of electron transport within bulk zinc-blende GaAs. For all cases, I have assumed a doping 

concentration of 1017 cm-3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3539. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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3.9 The sensitivity of the velocity-field characteristics associated with wurtzite GaN, 

zinc-blende GaN, wurtzite InN, zinc-blende InN, and zinc-blende GaAs to variations in the 

doping concentrations 

The doping concentration is a parameter which can be readily controlled in the fabrication 

of a semiconductor device. Understanding the effect of the doping concentration on the resultant 

electron transport characteristics is important. In Figures. 3.22a, 3.23a, 3.24a, and 3.25a, the 

velocity-field characteristics associated with wurtzite GaN, zinc-blende GaN, wurtzite InN, and 

zinc-blende InN, respectively, are presented for a number of different doping concentration levels; 

doping concentrations between 1016 and 1019 cm-3 are considered, in decade increments; the 1016 

cm-3 result is imperceptibly distinct from the 1017 cm-3 result for the specific case of wurtzite GaN, 

and thus, is not shown for this particular case. It is noted that variations in the doping concentration 

do indeed play a significant role in shaping these velocity-field characteristics. 

Focusing on the peak electron drift velocity itself, for the specific case of wurtzite GaN, it 

is found that this velocity decreases from around 2.9 × 107 cm/s at 1017 cm-3 to about 2.0 × 107 

cm/s at 1019 cm-3. The corresponding peak field strengths, i.e., the applied electric field strengths 

at which the peak in the electron drift velocity occurs, are also found to vary with the doping 

concentration, albeit slightly, i.e., from around 140 kV/cm at 1017 cm-3  to about 130 kV/cm at 1019 

cm-3. Similar results are found for the other materials considered and for the other electron 

transport metrics. 

To highlight the difference between the wide energy gap compound semiconductors, GaN 

and InN, with more conventional III–V compound semiconductors, such as GaAs, Monte Carlo 

simulations of the electron transport within zinc-blende GaAs have also been performed under 

the same conditions as the other materials; for the case of zinc-blende GaAs, as the 1016 cm-3 

result is visually distinct from the 1017 cm-3 result, the 1016 cm-3 result is also depicted. Figure 
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3.26.a shows the results of these simulations. Clearly, the velocity-field characteristics associated 

with the wide energy gap compound semiconductors, GaN and InN, are less sensitive to 

variations in the doping concentration than those associated with zinc-blende GaAs; in fact, for 

the case of 1019 cm-3 doping, the peak in the velocity-field characteristic associated with zinc-

blende GaAs completely disappears, the velocity-field characteristic associated with zinc-blende 

GaAs monotonically increasing with the applied electric field strength until saturation is achieved 

for this particular case. A combination of scattering rates and occupancy issues account for the 

differences in behaviour, as has been explained by O’Leary et al. [115]. 

To quantify these dependencies further, the peak and saturation electron drift velocities 

associated with wurtzite GaN, zinc-blende GaN, wurtzite InN, zinc-blende InN, and zinc-blende 

GaAs are plotted as functions of the doping concentration in Figures 3.22.b, 3.23.b, 3.24.b, 3.25.b, 

and 3.26.b, respectively, these results being determined from our steady-state Monte Carlo 

simulations of the electron transport within these materials. For all the materials considered in this 

analysis, it is found that all of these electron transport metrics diminish as the doping concentration 

is increased. As may be seen through an inspection of Figures 3.22 through 3.26, inclusive, the 

peak and saturation electron drift velocities do not drop as much in GaN and InN as they do in 

GaAs in response to increases in the doping concentration. Clearly, this points to another 

advantage of the wide energy gap semiconductors. 

 

3.10 Transient electron transport 

Steady-state electron transport is the dominant electron transport mechanism in devices 

with larger dimensions. For devices with smaller dimensions, however, transient electron 

transport must also be considered when evaluating device performance. Ruch [159] 

demonstrated, for both Si and GaAs, that the transient electron drift velocity may exceed the corr- 
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Figure 3.22.a: The velocity-field characteristics associated with bulk wurtzite GaN for various doping 

concentrations. For all cases, I have assumed a crystal temperature of 300 K. The 1016 cm-3 doping 

concentration case is not shown in this plot as it is essentially indistinguishable from the 1017 cm-3 case for 

this particular material. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron 

transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of 

Materials Science, 29, 3511-3567. Page 3539. Adapted with permission from publisher. The online version 

of this figure is depicted in color. 
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Figure 3.22.b: The peak and saturation electron drift velocities associated with bulk wurtzite GaN as a 

function of the doping concentration. These results are determined from the results of Monte Carlo 

simulations of electron transport within bulk wurtzite GaN. For all cases, I have assumed a crystal 

temperature of 300 K. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron 

transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of 

Materials Science, 29, 3511-3567. Page 3539. Adapted with permission from publisher. The online version 

of this figure is depicted in color. 
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Figure 3.23.a: The velocity-field characteristics associated with bulk zinc-blende GaN for various doping 

concentrations. For all cases, I have assumed a crystal temperature of 300 K. This figure has been modified 

from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases 

of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3540. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.23.b: The peak and saturation electron drift velocities associated with bulk zinc-blende GaN as a 

function of the doping concentration. These results are determined from the results of Monte Carlo 

simulations of electron transport within bulk wurtzite GaN. For all cases, I have assumed a crystal 

temperature of 300K. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron 

transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of 

Materials Science, 29, 3511-3567. Page 3540. Adapted with permission from publisher. The online version 

of this figure is depicted in color. 
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Figure 3.24.a: The velocity-field characteristics associated with bulk wurtzite InN for various doping 

concentrations. For all cases, I have assumed a crystal temperature of 300 K. This figure has been modified 

from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases 

of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3540. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 

  



105 

 

 

 

Figure 3.24.b: The peak and saturation electron drift velocities associated with bulk wurtzite InN as a 

function of the doping concentration. These results are determined from the results of Monte Carlo 

simulations of electron transport within bulk wurtzite InN. For all cases, I have assumed a crystal 

temperature of 300 K. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron 

transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of 

Materials Science, 29, 3511-3567. Page 3540. Adapted with permission from publisher. The online version 

of this figure is depicted in color. 
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Figure 3.25.a: The velocity-field characteristics associated with bulk zinc-blende InN for various doping 

concentrations. For all cases, I have assumed a crystal temperature of 300 K. This figure has been modified 

from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases 

of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3541. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.25.b: The peak and saturation electron drift velocities associated with bulk zinc-blende InN as a 

function of the doping concentration. These results are determined from the results of Monte Carlo 

simulations of electron transport within bulk zinc-blende InN. For all cases, I have assumed a crystal 

temperature of 300 K. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron 

transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of 

Materials Science, 29, 3511-3567. Page 3541. Adapted with permission from publisher. The online version 

of this figure is depicted in color. 
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Figure 3.26.a: The velocity-field characteristics associated with bulk zinc-blende GaAs for various doping 

concentrations. For all cases, I have assumed a crystal temperature of 300 K. This figure has been modified 

from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases 

of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3541. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.26.b: The peak and saturation electron drift velocities associated with bulk zinc-blende GaAs as 

a function of the doping concentration. These results are determined from the results of Monte Carlo 

simulations of electron transport within bulk zinc-blende GaAs. For all cases, I have assumed a crystal 

temperature of 300 K. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron 

transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal of 

Materials Science, 29, 3511-3567. Page 3541. Adapted with permission from publisher. The online version 

of this figure is depicted in color. 
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esponding steady-state electron drift velocity by a considerable margin for appropriate selections 

of the applied electric field strength. Shur and Eastman [160] explored the device implications of 

transient electron transport, and demonstrated that substantial improvements in the device 

performance may be achieved as a consequence. Heiblum et al. [161] made the first direct 

experimental observation of transient electron transport within GaAs. Since then, there have been 

a number of experimental investigations into the transient electron transport within III–V 

compound semiconductors; see, for example [162–164].  

Thus far, very little research has been invested into the study of the transient electron 

transport within the semiconductors under consideration in this analysis, i.e., the wurtzite and 

zinc-blende phases of GaN and InN. In 1997, Foutz et al. [64] examined transient electron 

transport within the wurtzite and zinc-blende phases of GaN. In particular, they examined how 

electrons, initially in thermal equilibrium, respond to the sudden application of a constant electric 

field. In devices with dimensions greater than 0.2 μm, they found that steady-state electron 

transport is expected to dominate device performance. For devices with smaller dimensions, 

however, with the application of a sufficiently high electric field strength, they found that the 

transient electron drift velocity can considerably overshoot the corresponding steady-state 

electron drift velocity. This velocity overshoot was found to be comparable with that which occurs 

within GaAs. A subsequent analysis, reported by Foutz et al. [132] in 1999, contrasted the nature 

of the transient electron transport over a broad range of III–V nitride semiconductors. 

Following in the tradition of Foutz et al. [64,132], we examine how an ensemble of 

electrons, initially in thermal equilibrium, respond to the application of a constant electric field for 

the cases of wurtzite GaN, zinc-blende GaN, wurtzite InN, and zinc-blende InN. In particular, 

Figures 3.27, 3.28, 3.29, and 3.30 depict the transient electron drift velocity as a function of the 

distance displaced since the electric field was initially applied, for a number of electric field 

strength selections, for the cases of wurtzite GaN, zinc-blende GaN, wurtzite InN, and zinc-blende 



111 

InN, respectively. For all cases, the crystal temperature is set to 300 K and the doping 

concentration is set to 1017 cm-3. These results are obtained from Monte Carlo electron transport 

simulations. For each transient electron transport simulation, the motion of ten-thousand electrons 

is considered. 

Focusing initially on the case of wurtzite GaN (see Figure 3.27), we note that for the 

applied electric field strength selections 70 and 140 kV/cm, the electron drift velocity reaches 

steady-state very quickly, with little or no velocity overshoot. In contrast, for applied electric field 

strength selections above 140 kV/cm, significant velocity overshoot occurs. This result suggests 

that in wurtzite GaN, 140 kV/cm is a critical field for the onset of velocity overshoot effects. As 

was mentioned in Sections 3.2 and 3.7, 140 kV/cm also corresponds to the peak in the velocity-

field characteristic associated with wurtzite GaN; recall Figures 3.1 and 3.16. Steady-state Monte 

Carlo simulations suggest that this is the point at which significant upper conduction band valley 

occupation begins to occur; recall Figure 3.3. This tells us that the velocity overshoot that occurs 

within this material is related to the transfer of electrons to the upper energy conduction band 

valleys. Similar results are found for the cases of zinc-blende GaN and wurtzite InN. For the case 

of zinc-blende InN, however, the clearly observed velocity overshoot is related to the sudden 

increase in the electron effective mass that accompanies higher electron energies, i.e., increases 

in the electron effective mass within the lowest energy conduction band itself quickly act to 

dampen the corresponding transient electron drift velocity [157]. For bench-marking purposes, 

the case of zinc-blende GaAs is also considered; see Figure 3.31. A similar result is found for the 

case of this material. The critical field strengths for the onset of velocity overshoot are found to be 

110 kV/cm for the case of zinc-blende GaN, 30 kV/cm for the case of wurtzite InN, 50 kV/cm for 

the case of zinc-blende InN, and 4 kV/cm for the case of zinc-blende GaAs; recall Figures 3.28, 

3.29, 3.30, and 3.31, respectively. We note that, for all cases, these critical electric field strengths 

are identical to the respective peak field strengths; recall Figures 3.4, 3.7, 3.10, 3.13, and 3.16. 
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Figure 3.27: The electron drift velocity as a function of the distance displaced since the application of the 

electric field, for various applied electric field strength selections, for the case of bulk wurtzite GaN. For all 

cases, I have assumed an initial zero-field electron distribution, a crystal temperature of 300 K, and a doping 

concentration of 1017 cm-3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3542. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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Figure 3.28: The electron drift velocity as a function of the distance displaced since the application of the 

electric field, for various applied electric field strength selections, for the case of bulk zinc-blende GaN. For 

all cases, I have assumed an initial zero-field electron distribution, a crystal temperature of 300 K, and a 

doping concentration of 1017 cm-3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3543. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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Figure 3.29: The electron drift velocity as a function of the distance displaced since the application of the 

electric field, for various applied electric field strength selections, for the case of bulk wurtzite InN. For all 

cases, I have assumed an initial zero-field electron distribution, a crystal temperature of 300 K, and a doping 

concentration of 1017 cm-3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3543. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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Figure 3.30: The electron drift velocity as a function of the distance displaced since the application of the 

electric field, for various applied electric field strength selections, for the case of bulk zinc-blende InN. For 

all cases, I have assumed an initial zero-field electron distribution, a crystal temperature of 300 K, and a 

doping concentration of 1017 cm-3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3543. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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Figure 3.31: The electron drift velocity as a function of the distance displaced since the application of the 

electric field, for various applied electric field strength selections, for the case of bulk zinc-blende GaAs. For 

all cases, I have assumed an initial zero-field electron distribution, a crystal temperature of 300 K, and a 

doping concentration of 1017 cm-3. This figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). 

Electron transport within the wurtzite and zinc-blende phases of gallium nitride and indium nitride, Journal 

of Materials Science, 29, 3511-3567. Page 3544. Adapted with permission from publisher. The online 

version of this figure is depicted in color. 
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I now compare the transient electron transport characteristics for the various materials. 

From Figures 3.27, 3.28, 3.29, 3.30, and 3.31, it is clear that certain materials exhibit higher peak 

overshoot velocities and longer overshoot relaxation times. It is not possible to fairly compare 

these different semiconductors by applying the same applied electric field strength for all of the 

materials, as these transient effects occur over such a disparate range of applied electric field 

strengths for each material. In order to facilitate such a comparison, we choose a field strength 

equal to twice the critical applied electric field strength for each material, i.e., 280 kV/cm for 

wurtzite GaN, 220 kV/cm for zinc-blende GaN, 60 kV/cm for wurtzite InN, 100 kV/cm for zinc-

blende InN, and 8 kV/cm for zinc-blende GaAs. Figure 3.32.a shows such a comparison of the 

velocity overshoot effects amongst the four materials considered in this analysis, i.e., the wurtzite 

and zinc-blende phases of GaN and InN, and zinc-blende GaAs. The corresponding peak 

transient electron drift velocities are depicted in Figure 3.32.b. It is clear that among the 

semiconductors considered, wurtzite InN exhibits superior transient electron transport 

characteristics. In particular, wurtzite InN has the largest overshoot velocity and the distance over 

which this overshoot occurs, in excess of 0.6 μm, is longer than that associated with most of the 

other materials considered in this analysis; a detailed examination, beyond the scale of Figure 

3.32.a, demonstrates that the velocity overshoot associated with wurtzite InN for the electric field 

strength set to 60 kV/cm, the crystal temperature set to 300 K, and the doping concentration set 

to 1017 cm-3, lasts for about 0.65 μm. Zinc-blende GaAs, for the electric field strength set to 8 

kV/cm, the crystal temperature set to 300 K, and the doping concentration set to 1017 cm-3, is 

found to exhibit a slightly longer overshoot relaxation distance, approximately 0.7 μm, but the 

electron drift velocity exhibited by zinc-blende GaAs is less than that of wurtzite GaN, wurtzite 

InN, and zinc-blende InN over most displacements. 
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Figure 3.32.a: A comparison of the velocity overshoot amongst the bulk semiconductors considered in this 

analysis, i.e., the wurtzite and zinc-blende phases of GaN and InN, with that associated with bulk zinc-

blende GaAs. For all cases, the crystal temperature is set to 300 K and the doping concentration is set to 

1017 cm-3. The applied electric field strengths chosen correspond to twice the peak field strengths for all 

cases, i.e., 280 kV/cm for wurtzite GaN, 220 kV/cm for zinc-blende GaN, 60 kV/cm for wurtzite InN, 100 

kV/cm for zinc-blende InN, and 8 kV/cm for zinc-blende GaAs. This figure has been modified from © 

Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases of gallium 

nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3546. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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Figure 3.32.b: A comparison of the peak transient electron drift velocities associated with the bulk 

semiconductors considered in this analysis, i.e., the wurtzite and zinc-blende phases of GaN and InN, with 

that associated with bulk zinc-blende GaAs. The crystal temperature is set to 300 K and the doping 

concentration is set to 1017 cm-3 for all cases. The applied electric field strength is set to twice the peak field 

strength for all cases, i.e., 280 kV/cm for wurtzite GaN, 220 kV/cm for zinc-blende GaN, 60 kV/cm for 

wurtzite InN, 100 kV/cm for zinc-blende InN, and 8 kV/cm for zinc-blende GaAs. This figure has been 

modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende 

phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3546. 

Adapted with permission from publisher. The online version of this figure is depicted in color. 
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3.11 Electron transport conclusions 

In this chapter, steady-state and transient electron transport results, corresponding to the 

wurtzite and zinc-blende phases of GaN and InN, were presented, these results being obtained 

from our Monte Carlo simulations of electron transport within these materials. Steady-state 

electron transport was the dominant theme of our analysis. In order to aid in the understanding of 

these electron transport characteristics, a comparison was made between these results and those 

associated with zinc-blende GaAs. Finally, we presented some key transient electron transport 

results, these results indicating that the transient electron transport that occurs within wurtzite InN 

is the most pronounced of all of the materials under consideration in this review, i.e., the wurtzite 

and zinc-blende phases of GaN and InN, and zinc-blende GaAs. 
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Chapter 4: Electron transport within wide energy gap semiconductors: A review  

4.1 The study of electron transport within the family of wide energy gap 

semiconductors 

Wide energy gap semiconductors, i.e., semiconductors with energy gaps wider than those 

associated with the more conventional semiconductors, Si and GaAs [165],17 offer considerable 

promise for novel electronic and opto-electronic device applications [2,144,145,166–170]. Owing 

to the fact that wider energy gap semiconductors tend to possess higher polar optical phonon 

energies, the saturation electron drift velocities exhibited by these materials tend to be higher [1, 

171–173]. In addition, the dielectric constants, both static and high-frequency, associated with the 

wider energy gap semiconductors tend to be smaller than those associated with the more 

conventional semiconductors [8,125]. Both of these factors favor improved electron device 

performance [174–176]. An additional benefit of the wide energy gap semiconductors is their great 

tolerance to high applied electric field strengths, the breakdown field strength of a semiconductor 

material increasing with the magnitude of its energy gap [177,178]. Finally, the high thermal 

conductivities associated with some of these materials further adds to their allure [146,179]. 

While pioneering studies into the material properties of some key wide energy gap 

semiconductors were pursued during the earlier parts of the 20th Century [180–189], it was really 

only 50-years later that the material quality approached the levels required for device applications. 

Accordingly, interest into the family of wide energy gap semiconductors, whose promise had long 

been recognized albeit unrealized, experienced a resurgence. The earliest recorded studies into 

the material properties of the III-V nitride semiconductors, GaN, AlN, and InN, were performed in  

___________________________ 

17 Yoder [165] defines a wide energy gap semiconductor as being that possessing an energy gap equal to 

2.2 eV or wider. 
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the 1920s, 1930s and 1940s [40-45]. Unfortunately, the materials available at the time, small 

crystals and powders [3], were of poor quality. Thus, the III-V nitride semiconductor group 

remained of widely recognized but unrealized potential for many years. It was only with the advent 

of modern deposition approaches, such as molecular beam epitaxy and metal-organic chemical 

vapor deposition, that the material quality exhibited by these materials approached the levels 

demanded of device applications. For the specific case of GaN, for example, improvements in the 

deposition process only started in the late 1960s; in 1969, Maruska and Tietjen [180] employed 

chemical vapor deposition in order to fabricate GaN. Since then, dramatic improvements in the 

material quality of the III-V nitride semiconductors, GaN, AlN, and InN, have been achieved. As a 

result, interest into the III-V nitride semiconductors, GaN, AlN, and InN, experienced a 

renaissance; this intense renewed interest into the III-V nitride semiconductors began in earnest 

in the early 1990s [3]. The work that arose as a consequence of this renewed interest is 

responsible for the genesis of the III-V nitride semiconductor industry that exists today. At present, 

GaN, AlN, and InN-based electronic and opto-electronic devices are widely available, such 

devices being used for a variety of commercial, industrial, and military applications [148,181,182]. 

Studies into the material properties of ZnO also found their genesis in the 1920s and 1930s [183-

185]. SiC already had a significant following by that time, it being a ubiquitous material in the 

production of steel by the earliest parts of the 20th Century [186,187]. Later, by the 1930s, it was 

recognized as a material of interest in its own right [188,189]. Other wide energy gap 

semiconductors were introduced over the span of the 20th Century. 

From the perspective of device applications, initial interest into the wide energy gap 

semiconductors focused on their considerable potential for high-frequency, high-power, high-

temperature, and high-radiation device applications, where traditional semiconductors prove 

inadequate [21,50–56]. The potential of wide energy gap semiconductors for use in optical 

devices, such as lasers and light-emitting diodes, operating in the blue-to-ultraviolet region of the 
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electromagnetic spectrum, a region not traditionally served by opto-electronic devices, further 

fueled interest into these materials [11,26,57–61,180]. SiC, a column-IV-based compound 

semiconductor that can crystallize in the form of many polytypes [190],18 was one of the first wide 

energy gap semiconductors to acquire the material quality demanded of commercial and military 

device applications, and novel devices, fabricated from this material, continue to be devised and 

fabricated today [4, 21,168,191–220].19 Later, interest in the wide energy gap semiconductors 

broadened to include the family of III–V nitride semiconductors, GaN, AlN, and InN [221–225],20 

and their alloys [3–6, 10,12,48,83,115,132,133,147,148,180,181,226-263].21 

___________________________ 

18  In principle, SiC can crystallize in the form of an infinite number of polytypes. Thus far, over 250 polytypes 

of SiC have actually been experimentally observed [190]. 

19 The more common polytypes of SiC possess wide and indirect energy gaps that range between 2.2 and 

3 eV [14,213,214]. SiC is also found to exhibit a high breakdown field [216,217], an elevated thermal 

conductivity [217,218], and favorable electron transport characteristics [220]. This constellation of material 

properties associated with the various polytypes of SiC, and the recognition of the device opportunities thus 

engendered, were, in large measure, responsible for igniting interest into this material in the first place. 

20 InN, while not a wide energy gap semiconductor in of itself, its room temperature energy gap only being 

around 0.7 eV [221], is often alloyed with the other III-V nitride semiconductors, and thus, is often 

considered an honorary member of the wide energy gap semiconductor family [221-225]. 

21 Initial interest in the device applications of the III-V nitride semiconductors focused on GaN, the wurtzite 

phase of this material exhibiting a wide and direct energy gap of around 3.39 eV [180]. Wurtzite GaN also 

exhibits a high breakdown field [244,245], elevated thermal conductivity [246,247], and superb electron 

transport characteristics [115,132,133,227]. These attributes make GaN ideally suited for both electronic 

and opto-electronic device applications [248-263]. 
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Most recently, ZnO, a II-VI wide energy gap semiconductor, has also become of a focus 

of the wide energy gap semiconductor community [110,147,149–151,182,233,235,264–268].22 

Other wide energy gap semiconductors that have been studied include, but are not limited to, AlP 

[269,270], boron nitride [271–273], CdS [274–276], diamond [277,278], GaP [279–281], ZnS 

[282–284], ZnSe [285–287], and ZnTe [288,289].  

 In this chapter, I present a brief overview into what is currently known about the electron 

transport within the family of wide energy gap semiconductors, describe how this understanding 

has evolved into its current form, and present a number of applications for the results presented 

thus far. For the purposes of this review, we primarily focus on the nature of the electron transport 

that occurs within the III–V nitride semiconductors, GaN, AlN, and InN, and the II–VI 

semiconductor, ZnO, the electron transport that occurs within some other wide energy gap 

semiconductors receiving a brief mention. We start with a survey, describing the evolution of the 

field. In particular, the sequence of critical developments that have occurred, contributing to our 

current understanding of the electron transport mechanisms within GaN, AlN, InN, and ZnO, is 

chronicled. Then, some current literature is presented, particular emphasis being placed on the 

developments that have transpired over the past few years and how such developments continue 

to shape our understanding of the electron transport mechanisms within GaN, AlN, InN, and ZnO. 

Applications of these results, which include a comparison with the results of experiment and the 

setting of expectations for device performance, are then discussed. Finally, frontiers for further 

research and investigation are presented. While the primary focus of this thesis is on the nature  

__________________________ 

22 ZnO, while currently finding applications as a material for low-field thin-film transistor electron device 

structures [265] and as a potential material for transparent conducting electrodes [266], also possesses a 

direct energy gap [110,267] with a magnitude that is very similar to that exhibited by GaN [268]. Thus, it 

might be expected that, with some further improvements in its material quality, ZnO may also be employed 

for some of the device roles currently implemented or envisaged for GaN. 
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of the electron transport within the wurtzite and zinc-blende phases of GaN and InN, given that 

pioneering studies into the nature of the electron transport within the wurtzite phase of AlN were 

motivated and informed by those that were performed for GaN and InN, and given that many GaN 

and InN based devices are alloyed with AlN, we would be remiss not to mention electron transport 

results corresponding to wurtzite AlN within the scope of this thesis. ZnO results are included in 

this thesis as there have been some recent developments in understanding the nature of the 

electron transport within this material. Other wide energy gap semiconductors receive a brief 

mention.  

 This chapter is organized in the following manner. In Section 4.2, I present a brief survey, 

describing the evolution of the field. Then, in Section 4.3, the developments that have occurred 

over the past few years are highlighted. Finally, some applications of the results are featured in 

Section 4.4.  

4.2 The evolution of the field 

The favorable electron transport characteristics of the wide energy gap semiconductor, 

GaN, has been recognized for a long time now. As early as the 1970s, Littlejohn et al. [142] 

pointed out that the large polar optical phonon energy characteristic of GaN, in conjunction with 

its wide conduction band inter-valley energy separation, suggests a high saturation electron drift 

velocity for this material. As high-frequency electron device performance is, in large measure, 

determined by this saturation electron drift velocity [1], the recognition of this fact ignited enhanced 

interest into this material, and the broader class of wide energy gap semiconductors. This 

enhanced interest, and the developments which have transpired as a result of it, are responsible 

for the wide energy gap compound semiconductor industry of today. In the subsections 

associated with this particular section, a sampling of electron transport results, corresponding to 

each of the materials considered in this analysis, i.e., GaN, AlN, InN, and ZnO, is presented. 
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Finally, a brief mention of studies into the nature of the electron transport that occurs within other 

wide energy gap semiconductors is provided. 

4.2.1 Electron transport within GaN: a review 

In 1975, Littlejohn et al. [142] were the first to report results obtained from semi-classical 

Monte Carlo simulations of the steady-state electron transport within wurtzite GaN. A one-valley 

model for the conduction band was adopted for the purposes of their analysis. Steady-state 

electron transport, for both parabolic and non-parabolic band structures, was considered in their 

analysis, non-parabolicity being treated through the application of the Kane model [109]. The 

primary focus of their investigation was the determination of the velocity-field characteristic 

associated with wurtzite GaN. All donors were assumed to be ionized and the free electron 

concentration was taken to be equal to the dopant concentration. The scattering mechanisms 

considered were: (1) ionized impurity, (2) polar optical phonon, (3) piezoelectric, and (4) acoustic 

deformation potential. For the case of the parabolic band, in the absence of ionized impurities, 

they found that the electron drift velocity monotonically increases with the applied electric field 

strength, saturating at a value of around 2.5 × 107 cm/s for the case of high applied electric field 

strengths. In contrast, for the case of the non-parabolic band, in the absence of ionized impurities, 

a region of negative differential mobility was found, the electron drift velocity achieving a maximum 

of about 2 × 107 cm/s at an applied electric field strength of around 100 kV/cm, further increases 

in the applied electric field strength resulting in a slight decrease in the corresponding electron 

drift velocity. The role of ionized impurity scattering was also investigated by Littlejohn et al. [142]. 

In 1993, Gelmont et al. [117] reported on ensemble semi-classical two-valley Monte Carlo 

simulations of the electron transport within wurtzite GaN, this analysis improving upon the analysis 

of Littlejohn et al. [142] by incorporating inter-valley scattering into the simulations. They found 

that the negative differential mobility exhibited by wurtzite GaN is much more pronounced than 
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that found by Littlejohn et al. [142], and that inter-valley transitions are responsible for this. For a 

doping concentration of 1017 cm-3, Gelmont et al. [117] demonstrated that the electron drift velocity 

achieves a peak value of about 2.8 × 107 cm/s at an applied electric field strength of around 140 

kV/cm. The impact of inter-valley transitions on the electron distribution function was also 

determined and shown to be significant. The impact of doping and compensation on the velocity-

field characteristic associated with bulk wurtzite GaN was also examined. 

Since these pioneering investigations, ensemble Monte Carlo simulations of the electron 

transport within GaN have been performed numerous times. In particular, in 1995, Mansour et al. 

[290] reported the use of semi-classical Monte Carlo simulations in order to determine how the 

crystal temperature influences the velocity-field characteristic associated with wurtzite GaN. Also 

in 1995, Kolník et al. [63] reported on employing full-band Monte Carlo simulations of the electron 

transport within wurtzite GaN and zinc-blende GaN, finding that zinc-blende GaN exhibits a much 

higher low-field electron drift mobility than wurtzite GaN. The peak electron drift velocity 

corresponding to zinc-blende GaN was found to be only marginally greater than that exhibited by 

wurtzite GaN. In 1997, Bhapkar and Shur [122] reported on employing ensemble semi-classical 

three-valley Monte Carlo simulations of the electron transport within bulk and confined wurtzite 

GaN. Their simulations demonstrated that the two-dimensional electron gas within a confined 

wurtzite GaN structure will exhibit a higher low-field electron drift mobility than bulk wurtzite GaN, 

by almost an order of magnitude, this being in agreement with experiment [291]. In 1998, Albrecht 

et al. [292] reported on employing ensemble semi-classical five-valley Monte Carlo simulations of 

the electron transport within wurtzite GaN, with the aim of determining elementary analytical 

expressions for a number of the electron transport metrics corresponding to wurtzite GaN, for the 

purposes of device modeling. 

 The first known study of transient electron transport within GaN was that performed by 

Foutz et al. [64], reported in 1997. In this study, ensemble semi-classical three-valley Monte Carlo 
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simulations were employed in order to determine how the electrons within wurtzite and zinc-

blende GaN, initially in thermal equilibrium, respond to the sudden application of a constant 

electric field. The velocity overshoot that occurs within these materials was examined. It was 

found that the electron drift velocities that occur within the zinc-blende phase of GaN are slightly 

greater than those exhibited by the wurtzite phase owing to the slightly higher steady-state 

electron drift velocity exhibited by the zinc-blende phase of GaN. A comparison with the transient 

electron transport which occurs within GaAs was made. Using the results of this analysis, a 

determination of the minimum transit-time, as a function of the distance displaced since the 

application of the applied electric field, was performed for all three materials considered in their 

study, i.e., wurtzite GaN, zinc-blende GaN, and zinc-blende GaAs. For distances in excess of 0.1 

μm, both phases of GaN were shown to exhibit superior performance, i.e., reduced transit-time, 

when contrasted with that associated with zinc-blende GaAs. 

A more general analysis, in which transient electron transport within wurtzite GaN was 

contrasted with that corresponding to two other III–V nitride semiconductors, i.e., the wurtzite 

phases of AlN and InN, and zinc-blende GaAs, was then performed by Foutz et al. [132] and 

reported in 1999. As with their previous study, Foutz et al. [132] determined how electrons, initially 

in thermal equilibrium, respond to the sudden application of a constant electric field. For all the 

semiconductors considered, it was found that the electron drift velocity overshoot only occurs 

when the applied electric field strength exceeds a certain critical applied electric field strength 

unique to each material. The critical applied electric field strength was found to be 140 kV/cm for 

the case of wurtzite GaN, this corresponding to the peak field strength for this material, i.e., the 

electric field strength at which the peak electron drift velocity in the velocity-field characteristic 

associated with this material occurs; recall Figure 3.1 of this thesis. This observation was also 

found to apply for the other semiconductors considered in their analysis. A comparison with the 

results of experiment was also performed. 
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In addition to Monte Carlo simulations of the electron transport within these materials, a 

number of other types of electron transport studies have been performed. Reports on 

experimental measurements of the Hall mobility associated with wurtzite GaN are numerous, and 

include those made by Yoshida et al. [293], Khan et al. [291], Nakayama et al. [294], and Hurni 

et al. [295]. Experimental measurements of the velocity-field characteristics and of the transient 

electron transport response of wurtzite GaN have been reported on by Wraback et al. [171,172]; 

further details, concerning these experimental measurements, were presented by Wraback et al. 

[173].  

Theoretical investigations into the electron transport processes within these materials, in 

addition to the aforementioned Monte Carlo studies, are also numerous. In 1975, for example, 

Ferry [1] reported on the determination of the velocity-field characteristic associated with wurtzite 

GaN using a displaced Maxwellian distribution function approach. For high applied electric field 

strengths, Ferry [1] found that the electron drift velocity associated with wurtzite GaN 

monotonically increases with the applied electric field strength, i.e., it does not saturate, reaching 

a value of about 2.5 × 107 cm/s at an applied electric field strength of 300 kV/cm. The device 

implications of this result were further explored by Das and Ferry [2]. In 1994, Chin et al. [100] 

reported on a detailed study of the dependence of the low-field electron drift mobilities associated 

with wurtzite GaN, and two other III–V nitride semiconductors, i.e., the wurtzite phases of AlN and 

InN, on the crystal temperature and the doping concentration. An analytical expression for the 

low-field electron drift mobility, μ, determined using a variational principle, was employed for the 

purposes of this analysis. The results obtained were contrasted with those of experiment. 

Subsequent mobility studies were reported on in 1996 by Shur et al. [101] and in 1997 by Look et 

al. [102]. Then, in 1998, Weimann et al. [296] reported on a model for the determination of how 

the scattering of electrons by the threading dislocation lines within wurtzite GaN influences the 

low-field electron drift mobility. They demonstrated why the experimentally measured low-field 
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electron drift mobility associated with this material is much lower than that predicted from Monte 

Carlo analyses, threading dislocations not being taken into account in the Monte Carlo simulations 

of the electron transport within wurtzite GaN.  

While the negative differential mobility exhibited by the velocity-field characteristics 

associated with GaN is widely attributed to inter-valley transitions, and while direct experimental 

evidence confirming this has been presented [297], Krishnamurthy et al. [298] suggest that 

instead the inflection points in the bands, located in the vicinity of the Γ valley, are primarily 

responsible for the negative differential mobility exhibited by wurtzite GaN. The relative 

importance of these two mechanisms, i.e., inter-valley transitions and inflection point 

considerations, were evaluated by Krishnamurthy et al. [298], both for the case of wurtzite GaN 

and an alloy of GaN with another III–V nitride semiconductor. 

On the theoretical front, there have been a number of more recent developments. Hot-

electron energy relaxation times within wurtzite GaN were studied by Matulionis et al. [299], and 

reported on in 2002. Bulutay et al. [300] studied the electron momentum and energy relaxation 

times within wurtzite GaN, and reported the results of their study in 2003. It is particularly 

interesting to note that the arguments of Bulutay et al. [300] add considerable credence to the 

earlier inflection point argument of Krishnamurthy et al. [298]. In 2004, Brazis and Raguotis [301] 

reported on the results of a Monte Carlo study involving additional phonon modes and a smaller 

conduction band inter-valley energy separation for the case of wurtzite GaN. Their results were 

found to be much closer to the experimental results of Wraback et al. [171] than those found 

previously. 

The influence of hot-phonons on the electron transport mechanisms within wurtzite GaN, 

an effect not considered in our simulations of the electron transport within these materials, i.e., 

we assumed steady-state phonon populations, has been the focus of considerable investigation. 
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In particular, in 2004 itself, Gökden [302], Ridley et al. [303], and Silva and Nascimento [304], to 

name just three, presented results related to this research focus. These results suggest that hot-

phonon effects play a role in influencing the nature of the electron transport within wurtzite GaN. 

In particular, Ridley et al. [303] point out that the saturation electron drift velocity and the peak 

field strength are both influenced by hot-phonon effects; it should be noted, however, that Ridley 

et al. [303] neglect conduction band inter-valley transitions in their analysis, their analysis 

challenging the conventional belief that the negative differential mobility exhibited by the velocity-

field characteristics associated with wurtzite GaN is attributable to transitions into the upper 

energy conduction band valleys. More recent research into this topic was pursued by Martininez 

et al. [305], Tas et al. [306], Ramonas et al. [307], and Matulionis et al. [308]. Research into the 

role that hot-phonons play in influencing the electron transport mechanisms within wurtzite GaN 

seems likely to continue into the foreseeable future. 

Research into how the electron transport within wurtzite GaN influences the performance 

of GaN-based devices is ongoing. In 2004, Matulionis and Liberis [309] reported on the role that 

hot-phonons play in determining the microwave noise within AlGaN/GaN channels. In 2005, 

Ramonas et al. [310] further developed this analysis, focusing on how hot-phonon effects 

influence power dissipation within AlGaN/GaN channels. The high-field electron transport within 

AlGaN/GaN heterostructures was examined and reported on in 2005 by Barker et al. [311] and 

Ardaravic̆ius et al. [312]. A numerical simulation of the current-voltage characteristics of 

AlGaN/GaN high electron mobility transistors at high temperatures was performed by Chang et 

al. [313] and reported on in 2005. Other device modeling work, involving Monte Carlo simulations 

of the electron transport within wurtzite GaN, was reported on in 2005 by Yamakawa et al. [314] 

and Reklaitis and Reggiani [315], and many others since then. 
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Finally, the determination of the electron drift velocity from experimental measurements of 

the unity gain cut-off frequency, ft, has been pursued by a number of researchers. The key 

challenge in these analyses is the de-embedding of the parasitics from the experimental 

measurements so that the true intrinsic saturation electron drift velocity may be obtained. 

Following in the tradition of Eastman et al. [316], in 2005 Oxley and Uren [317] found a saturation 

electron drift velocity of about 1.1 × 107 cm/s for the case of wurtzite GaN. The role of self-heating 

was also probed by Oxley and Uren [317] and shown to be relatively insignificant. It should be 

noted, however, that a completely satisfactory explanation for the discrepancy between these 

experimental results and those of the Monte Carlo simulations has yet to be provided. 

4.2.2 Electron transport within AlN: a review 

In 1998, O’Leary et al. [118] were the first to report results obtained from semi-classical 

Monte Carlo simulations of the steady-state electron transport within wurtzite AlN. A three-valley 

model for the conduction band was adopted for the purposes of their analysis. Steady-state 

electron transport was considered in their analysis, non-parabolicity being treated through the 

application of the Kane model [109]. The primary focus of their investigation was the determination 

of the velocity-field characteristic associated with wurtzite AlN, and an assessment as to how this 

characteristic varies subject to changes in the crystal temperature, the doping concentration, and 

the piezoelectric constant, e14, as defined earlier in the text. All donors were assumed to be 

ionized and the free electron concentration was taken to be equal to the dopant concentration. 

The scattering mechanisms considered were: (1) ionized impurity, (2) polar optical phonon, (3) 

piezoelectric, and (4) acoustic deformation potential. For the crystal temperature set to 300 K and 

the doping concentration being set to 1017 cm-3, it was found that initially the electron drift velocity 

monotonically increases with the applied electric field strength, reaching a maximum of about 1.7 

× 107 cm/s when the applied electric field strength is around 450 kV/cm. Further increases in the 

applied electric field strength were found to result in a decrease in the corresponding electron drift 
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velocity, the saturation high-field electron drift velocity associated with this material being found 

to be about 1.4 × 107 cm/s. 

In 1999, Albrecht et al. [110] reported on ensemble semi-classical five-valley Monte Carlo 

simulations of the electron transport within wurtzite AlN. All the scattering mechanisms considered 

in the analysis of O’Leary et al. [118] were considered by Albrecht et al. [110], with the exception 

of piezoelectric scattering. Degeneracy effects, considered by O’Leary et al. [118] using the 

rejection technique of Lugli and Ferry [128], were neglected by Albrecht et al. [110]. Minor 

differences in the material and band structural parameters are found between those of O’Leary et 

al. [118] and Albrecht et al. [110]. As a consequence, Albrecht et al. [110] obtain results that are 

slightly different from those of O’Leary et al. [118]. In particular, for the crystal temperature set to 

300 K and the doping concentration set to 1017 cm-3, Albrecht et al. [110] find that the electron 

drift velocity associated with wurtzite AlN achieves a peak value of about 2.4 × 107 cm/s when the 

applied electric field strength is around 340 kV/cm. The high-field saturation electron drift velocity 

associated with the analysis of Albrecht et al. [110] remains unknown as it lies beyond the scale 

of the velocity-field characteristic depicted in their paper and was not indicated in the manuscript 

itself. 

Since these pioneering investigations, ensemble Monte Carlo simulations of the electron 

transport within AlN have been performed a number of times. In particular, as has already been 

indicated, the transient electron transport that occurs within AlN was studied by Foutz et al. [132] 

in 1999. Then, in 2001, Farahmand et al. [318] presented Monte Carlo electron transport 

simulation results corresponding to alloys of the semiconductor AlxGa1-xN, AlN being a special 

case of this alloy, corresponding to x being set to unity. Also in 2001, Osman [319] studied how 

hot phonons shape the electron transport characteristics associated with this material. In 2002, Li 

et al. [320] devised a model for GaN/AlGaN-based high-electron mobility transistors, Monte Carlo 

simulations of the electron transport within these materials forming the basis upon which their an-
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alysis was built. In 2003, Sevik and Bulutay [321] studied hot-electron effects within GaN/AlGaN-

based devices using Monte Carlo simulations of the electron transport, a portion of this electron 

transport corresponding to the specific case of the electron transport within AlN itself. Other 

research results, related to the electron transport within AlN, or alloys with AlN, have also been 

reported, and are further discussed in the scientific literature [100,322-324]. 

4.2.3 Electron transport within InN: a review 

In 1998, O’Leary et al. [130] were the first to report results obtained from semi-classical 

Monte Carlo simulations of the steady-state electron transport within the wurtzite phase of InN 

[136].  A three-valley model for the conduction band was adopted for the purposes of their 

analysis. Steady-state electron transport was considered in their analysis, non-parabolicity being 

treated through the application of the Kane model [109]. The primary focus of their investigation 

was the determination of the velocity-field characteristic associated with wurtzite InN, and an 

assessment as to how it varies subject to changes in the crystal temperature and the doping 

concentration. All donors were assumed to be ionized and the free electron concentration was 

taken to be equal to the dopant concentration. The scattering mechanisms considered were: (1) 

ionized impurity, (2) polar optical phonon, (3) piezoelectric, and (4) acoustic deformation potential. 

For the crystal temperature set to 300 K and the doping concentration set to 1017 cm-3, it was 

found that initially the electron drift velocity monotonically increases with the applied electric field 

strength, reaching a maximum of about 4.3 × 107 cm/s when the applied electric field strength is 

around 65 kV/cm. Further increases in the applied electric field strength were found to result in a 

decrease in the corresponding electron drift velocity, the saturation high-field electron drift velocity 

associated with this material being found to be about 2.5 × 107 cm/s. 

  



135 

All of the scattering mechanisms considered in the analysis of O’Leary et al. [130] were 

considered by Bellotti et al. [325] except for impact ionization which was included in the analysis 

of Bellotti et al. [325]; O’Leary et al. [130] neglect impact ionization. Minor differences in the 

material and band structural parameters are found between those of O’Leary et al. [130] and 

Bellotti et al. [325]. As a consequence, Bellotti et al. [325] obtained results that are slightly different 

from those of O’Leary et al. [130]. In particular, for the crystal temperature set to 300 K and the 

doping concentration set to 1017 cm-3, Bellotti et al. [325] find that the electron drift velocity 

associated with wurtzite InN achieves a peak value of about 4.2 × 107 cm/s when the applied 

electric field strength is around 65 kV/cm; this value corresponds to the full-band simulation, the 

five-valley simulation resulting in a peak electron drift velocity value of about 3.9 × 107 cm/s when 

the applied electric field strength is around 60 kV/cm. The saturation electron drift velocity 

associated with the analysis of Bellotti et al. [325] remains unknown as it lies beyond the scale of 

the velocity-field characteristic depicted in their paper and was not indicated in the manuscript 

itself.  

Interest in the wurtzite phase of InN was greatly increased in 2002 with the realization that 

the energy gap of this material is much smaller than had been initially believed [221, 326–328].23 

______________________ 

23 In 1986, Tansley and Foley [326] measured the spectral dependence of the optical absorption 

coefficient associated with wurtzite InN and determined that the energy gap associated with this material is 

around 1.89 eV. This value became the de facto standard for the field until 2002, when Wu et al. [221] 

demonstrated, using higher quality forms of wurtzite InN, that the energy gap associated with this material 

is actually around 0.7 eV. Other experimental measurements confirmed the narrower energy gap value 

suggested by Wu et al. [221,327,328]. This revised value for the wurtzite InN energy gap is now widely 

accepted by the semiconductor materials community.  
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This suggests that the family of III–V nitride semiconductors, and their alloys, form a continuous 

direct-gap material alloy system, ranging from the infra-red to the ultra-violet regions of the 

electromagnetic spectrum, opening up opportunities for novel device applications not otherwise 

obtainable using other material systems. This, of course, has generated interest in understanding 

the material properties associated with InN. As a result, a number of studies have been performed 

on the electron transport within this material since 2002. 

In 2005, O’Leary et al. [138] performed Monte Carlo simulations of the electron transport 

that occurs within wurtzite InN using a revised set of material and band structural parameters 

taking into account this new value of the energy gap associated with this material. Then, building 

upon this analysis, in 2006, O’Leary et al. [139] employed a Monte Carlo simulation approach in 

order to determine upper-bounds on the frequency response of wurtzite InN-based electron 

devices. Also in 2006, Polyakov et al. [329] employed Monte Carlo electron transport simulations 

in order to understand the dependence of the low-field electron drift mobility on the ionized 

impurity concentration. Later, in 2007, Yarar [330] employed Monte Carlo electron transport 

simulations in order to characterize the nature of the transient electron transport within this 

material. In 2009, Polyakov et al. [94] employed a Monte Carlo electron transport simulation 

approach in order to contrast the electron transport within the wurtzite and zinc-blende phases of 

InN. Other research results, related to the electron transport within InN, or alloys with InN, have 

also been reported, and are further discussed in the scientific literature [100,331]. 

4.2.5 Electron transport within other wide energy gap semiconductors: a brief mention 

Analyses into the nature of the electron transport that occurs within other wide energy gap 

semiconductors have also been pursued. In particular, electron transport results, corresponding 

to the cases of diamond [332,333], GaP [334–336], SiC [220,337–344], ZnO [345,346], ZnS [347], 
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and other wide energy gap semiconductors of interest [1], have been reported. Further details, 

regarding these studies, are available in the relevant scientific literature. 

 

4.3 Recent developments 

Over the past few years, there have been a number of developments that have occurred 

that have further enriched our understanding of the electron transport within wurtzite GaN. In 

2011, Ilgaz et al. [348] studied the energy relaxation of hot electrons within AlGaN/GaN/GaN 

heterostructures. Then, in 2012, Naylor et al. [349] examined the steady-state and transient 

electron transport that occurs within bulk wurtzite GaN using an analytical band-structure that 

more accurately reflects the nature of the actual band-structure. In 2012, Naylor et al. [350] also 

examined the electron transport that occurs within dilute GaNxAs1-x samples. In 2013, Bellotti et 

al. [351] employed a full-band model in order to determine the velocity-field characteristics 

associated with AlGaN alloys. Also in 2013, Dasgupta et al. [352] estimated the hot electron 

relaxation time associated with wurtzite GaN using a series of electrical measurements. In 2013, 

Zhang et al. [353] determined the hot-electron relaxation time within lattice-matched 

InAlN/AlN/GaN heterostructures. The potential for electron device structures was then explored. 

In 2015, Freedsman et al. [354] examined the enhanced two-dimensional electron gas transport 

characteristics of Al2O3∕AlInN∕GaN metal-oxide-semiconductor high-electron-mobility transistors 

that were deposited on Si substrates. Also in 2015, Kourdi et al. [355] demonstrated that through 

device optimization and control over the distribution of dopants, it is possible to minimize the side 

effects associated with InAlN/GaN transistors. Then, in 2016, Siddiqua et al. [89] examined, in 

detail, the nature of the electron transport within the zinc-blende phase of GaN [69-80]. Recent 

further work on the nature of the electron transport that occurs within GaN has been reported in 

the literature [356–364]. Clearly, the study of electron transport within GaN remains an area of 

active inquiry.  
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Studies into the electron transport that occurs within InN have also been performed in 

more recent years. In 2010, O’Leary et al. [365] presented a detailed examination of the sensitivity 

of the electron transport characteristics associated with wurtzite InN on the crystal temperature, 

the doping concentration, and the non-parabolicity coefficient associated with the lowest energy 

conduction band valley. In 2011, Baghani and O’Leary [366] determined the dependence of the 

low-field mobility associated with wurtzite InN on the threading-line concentration. Then, in 2013, 

Hadi et al. [134] contrasted the electron transport characteristics associated with wurtzite InN with 

those associated with zinc-blende InN [81–84]. The dependence of the inter-valley scattering rate 

on the non-parabolicity coefficient associated with lowest energy conduction band valley 

associated with zinc-blende InN was examined by Hadi et al. [367] in 2014. Finally, in 2015, 

Siddiqua et al. [157] further examined the contrast between the nature of the electron transport 

with these two phases of InN. Recent further work is found in the scientific literature [90–93]. 

Clearly, electron transport within InN remains a field of current and active interest. 

 

4.4 Applications 

Two important applications for the electron transport results presented within the scope of 

this thesis can be foreseen. First, the results can be used for materials characterization purposes, 

providing an interpretational framework for the processing and accounting of experimentally 

acquired electron transport results. Second, the results presented may be employed in order to 

set expectations for device performance, providing a benchmark against which progress in the 

field may be judged.  

Before I begin, it should be noted that the results presented, thus far, have exclusively 

corresponded to the case of bulk semiconductors, where the crystal lattice is of infinite extent. 

Real semiconductor devices, of course, exhibit a number of important non-idealities that are 

expected to play an important role in shaping the overall nature of the electron transport that 
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occurs. First, a real semiconductor device has finite dimensions, and boundary effects that occur 

at the surface of such a device, and at the boundaries between the various layers of materials 

within a given device structure, are expected to have an impact on the electron transport 

[368,369]. Second, most III–V nitride semiconductor-based devices in production today are 

fabricated through heteroepitaxy, wherein III–V nitride semiconductors are deposited onto foreign 

substrates, such as Si, SiC, and sapphire [370–372]. The inevitable lattice mismatches that occur 

create large concentrations of threading dislocations running through the device [373,374], these 

also influencing the character of the electron transport that is exhibited [296,366]. The multiple 

layers of materials that are present within III–V nitride semiconductor-based devices, and the 

complex geometries often employed in the devices fabricated from these materials, make it 

difficult to tease out the properties of the individual layers from experimental measurements 

performed on the overall device structure, although it should be noted that a number of 

approaches for performing such an analysis have been formulated [375]. Finally, in response to 

the presence of quantum wells in III–V nitride semiconductor-based device structures coupled 

with strong polarization effects, two-dimensional electron gases have been found to be present 

within some of these structures, the electron concentration within such a gas greatly exceeding 

the corresponding background doping concentration within the spatially confined region where 

such a gas exists [376–379].24 So care must be exercised in the application of these results to 

real-world devices. 

The low-field electron mobility, μ, is the most readily acquired experimental quantity. Exp- 

________________________ 

24 Quantum confinement effects, and the complications they engender, must be considered in order to 

properly treat the nature of such a gas. Accordingly, many two-dimensional electron gas analyses are cast 

within the framework of a simultaneous solution to both Schrödinger’s and Poisson’s equations. Further 

details on such matters are adequately addressed in the literature [376-378]. 
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erimental studies into the low-field mobility within a number of III–V nitride semiconductor mate- 

rials are widely available in the scientific literature [102,375,380]. In Figure 4.1, I contrast low-field 

mobility experimental results corresponding to wurtzite GaN with those determined through Monte 

Carlo simulations of the electron transport; we focus on the dependence of the low-field mobility 

on the crystal temperature for the purposes of this particular comparative analysis. The 

experimental results that are depicted are those of Tokuda et al. [381], the Hall mobility being 

plotted as a function of the crystal temperature. The Monte Carlo simulation results, however, are 

acquired from the slope of the velocity-field characteristics in the low-field limit, the obtained drift 

mobility being plotted as a function of the crystal temperature. For all Monte Carlo simulations of 

the electron transport, the electron concentration is set to the doping concentration, the doping 

concentration being set to 1017 cm-3. It is noted, for all crystal temperatures considered, that the 

Monte Carlo obtained drift mobility results exceed those determined through experiment, the 

higher temperature trends being noted to be quite similar in nature. We suspect that the neglect 

of threading dislocations in the simulations, combined with the neglect of freeze-out statistics,25 

account for most of the differences observed. Differences between the Hall mobility and the drift 

mobility, i.e., the Hall factor deviating from unity, may also contribute to the observed differences, 

although this effect is believed to be relatively minor [382]. 

In light of these electron transport results, we would now like to project limits for the 

expected performance of electron devices fabricated for the different materials. There are two 

device performance characteristics that we focus our attention on in this analysis: (1) the cut-off 

frequency, 𝑓𝑡, and (2) the operating voltage, 𝑣𝑜𝑝 .The cut-off frequency is inversely proportional to  

____________________________ 

25 When freeze-out statistics are taken into account, the ionized impurity concentration is not equal to the 

doping concentration, i.e., not all donors donate and not all acceptors accept. 
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Figure 4.1: The low-field electron mobility of wurtzite GaN plotted as a function of the crystal temperature. 

The experimental Hall mobility results of Tokuda et al. [381] and electron drift mobility results, acquired from 

our Monte Carlo simulations of the electron transport, are depicted in this plot. This figure has been modified 

from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases 

of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3554. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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the electron transit-time, 𝜏 , i.e.,  

𝑓𝑡 = 12𝜋𝜏                                     (4.6) 

The transit-time across such a device may be estimated as 

𝜏 =  𝐿𝑣 ,                                      (4.7) 

where 𝐿 denotes the corresponding device length-scale and 𝑣 represents the velocity associat-

ed with the electrons.  

Setting 𝑣 to the peak transient electron drift velocity experienced for each material 

considered, i.e., recall Figure 3.32.b, a prescription for the dependence of 𝑓𝑡 on the device length-

scale is thus acquired; recall that the transient electron transport responses depicted in Figure 

3.32.a are determined assuming a constant and uniform applied electric field strength that is twice 

the corresponding steady-state peak field strength for each material considered in this analysis, 

these steady-state peak field strengths being 140, 110, 30, and 50 kV/cm for the cases of wurtzite 

GaN, zinc-blende GaN, wurtzite InN, and zinc-blende InN, respectively, as is seen in Figure 3.16. 

The dependence of the operating voltage, 𝑣𝑜𝑝, on the device length-scale may be determined by 

assuming that the applied electric field strength is constant and uniform across the device, i.e., 

𝑣𝑜𝑝 = 𝐸𝐿,                                   (4.8) 

where 𝐸 denotes the value of the constant and uniform applied electric field strength. For the 

purposes of this analysis, we will assume that by setting 𝐸 to twice the corresponding steady-

state peak field strength for each material considered in this analysis, an optimal operating voltage 

may thus be obtained; recall that this selection of the applied electric field strength was used to 
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determine the transient electron transport responses depicted in Figure 3.32.a, these 

characteristics being used in order to define the dependence of 𝑓𝑡 on 𝐿.  

In Figure 4.2, the dependence of 𝑓𝑡 and the optimal operating voltage on the device length-

scale, L, are depicted for the four materials considered in this electron transport study, i.e., 

wurtzite GaN, zinc-blende GaN, wurtzite InN, and zinc-blende InN. While it is clear that wurtzite 

InN’s enhanced peak transient electron drift velocity is leading to the best frequency response, 

i.e., up to 15 THz for electron devices of 10 nm in dimension, given that it has the lowest steady-

state peak field strength, the applied voltage associated with wurtzite InN is the lowest amongst 

the four materials being considered in this analysis. In contrast, it is found that zinc-blende InN 

offers larger optimal operating voltages, almost a factor of two greater than those associated with 

its wurtzite counterpart. This suggests that perhaps an alloy of these two phases of InN may offer 

a compromise between the best high-frequency and high-voltage responses [383,384].26 

Alternatively, as was recently pointed out by Hadi et al. [367], the non-parabolicity associated with 

lowest energy conduction band valley could be modified through the introduction of stress into 

the system, such as that arising from pseudomorphic growth on a heterogeneous substrate. This 

will lead to a form of zinc-blende InN itself with velocity-field characteristics that fall directly 

between those associated with the bulk wurtzite InN and bulk zinc-blende InN. The practicalities 

of these proposed scenarios remains unexplored as of the present moment. 

 

______________________________ 

26 In the fabrication of III-V nitride semiconductor-based devices, alloying is often employed. Unfortunately, 

owing to limitations on the scope and scale of this thesis, I opted not to dedicate much of it to alloying. 

Further details on alloys of the III-V nitride semiconductor group are provided in the scientific literature [383, 

384]. 
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Figure 4.2: The cut-off frequency and the optimal operating voltage plotted as functions of the device 

length-scale, L, for the cases of wurtzite GaN, zinc-blende GaN, wurtzite InN, and zinc-blende InN. This 

figure has been modified from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite 

and zinc-blende phases of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. 

Page 3555. Adapted with permission from publisher. The online version of this figure is depicted in color. 
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Chapter 5: Conclusions 

In this thesis, I reviewed analyses of the electron transport within some III–V nitride 

semiconductors of current interest. In particular, I have discussed the evolution of the field, 

surveyed the current literature, and examined some applications for the results presented herein. 

In order to narrow the scope of this thesis, I focused on the electron transport within the wurtzite 

and zinc-blende phases of GaN and InN. Results corresponding to the case of GaAs have also 

been presented, albeit primarily for benchmarking purposes. Most of my discussion focused upon 

results obtained from my ensemble semi-classical three-valley Monte Carlo simulations of the 

electron transport within these materials, my results conforming with state-of-the-art wide energy 

gap compound semiconductor orthodoxy. 

I began this thesis with the Boltzmann transport equation, this equation underlying most 

analyses of the electron transport within semiconductors. A brief description of my ensemble 

semi-classical three-valley Monte Carlo simulation approach to solving the Boltzmann transport 

equation was then provided. The material and band structural parameters, corresponding to the 

wurtzite and zinc-blende phases of GaN and InN, and zinc-blende GaAs, were then presented. I 

then used these parameter selections, in conjunction with my ensemble semi-classical three-

valley Monte Carlo simulation approach, in order to determine the nature of the steady-state and 

transient electron transport within the semiconductors, GaN and InN. Finally, we presented some 

recent developments on the electron transport within these materials, and examined some 

applications for the results. 

It is clear that our understanding of the semiconductors GaN and InN, is, at present at 

least, in a state of flux. A complete understanding of the electron transport mechanisms within 

these materials has yet to be achieved, and is the subject of intense current research. Most 

troubling is the discrepancy between the results of experiment and those of simulation. As I 
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currently view it, there are a two principle sources of uncertainty in my analysis of the electron 

transport mechanisms within these materials; (1) uncertainty in the material properties, and (2) 

uncertainty in the underlying physics. I discuss each of these subsequently. 

Uncertainty in the material parameters associated with the semiconductors, GaN and InN, 

remains a key source of ambiguity in the analysis of the electron transport with these materials 

[132]. Even for bulk wurtzite GaN, the most well studied of the III–V nitride semiconductors, 

uncertainty in the band structure remains an issue [385]. Given this uncertainty in the band 

structures associated with GaN, it is clear that new simulations of the electron transport within 

this material will have to be performed once researchers have settled on appropriate band 

structures. I thus view the results presented in Chapter 3 as a baseline, the sensitivity analysis, 

presented in O’Leary et al. [133], providing some insight into how variations in the band structure 

itself will impact upon the results. Work on finalizing a set of band structural parameters, suitable 

for wurtzite GaN, and on performing the corresponding electron transport simulations, is ongoing. 

Given that the zinc-blende phase of GaN and the wurtzite and zinc-blende phases of InN are far 

less studied than the wurtzite phase of GaN, determining a set of band structural parameters, 

suitable for these other materials, remains an ongoing concern. 

Uncertainty in the underlying physics is also considerable. The source of the negative 

differential mobility, found in the velocity-field characteristics associated with the semiconductors, 

GaN and InN, remains a matter to be resolved. The presence of hot-phonons within these 

materials, and how such phonons impact upon the electron transport mechanisms, remains 

another point of contention. It is clear that a deeper understanding of these electron transport 

mechanisms will have to be achieved in order for the next generation of semiconductor devices, 

based on GaN or InN, to be properly designed. 
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In terms of further exploring the applications of these electron transport results, I would be 

particularly interested in exploring their capacity in providing the scientific and engineering 

communities with an analytical framework within which III–V nitride semiconductor based-devices 

may be engineered and optimized. With respect to maximizing the cut-off frequency, 𝑓𝑡, an 

optimization of the device performance may be achieved if one minimizes the transit-time over a 

given distance. Focusing on transient electron transport results for the case of wurtzite GaN, it 

can be seen that there is a trade-off between the peak overshoot velocity and the distance taken 

to achieve steady-state. In particular, recalling Figure 3.27, when the applied electric field strength 

is set to 560 kV/cm, the peak overshoot velocity is around 9.5 × 107 cm/s , while the corresponding 

steady-state drift velocity, about 1.4 × 107 cm/s, is achieved after just 50 nm. However, for the 

applied field strength of 210 kV/cm, just above the corresponding steady-state peak field strength, 

the peak overshoot velocity is only around 5.0 × 107 cm/s, and it takes longer, about 400 nm, to 

achieve the corresponding steady-state drift velocity, about 2.2 × 107 cm/s . Similar results are 

noted for the other materials considered in this analysis, i.e., for zinc-blende GaN, wurtzite InN, 

and zinc-blende InN. Through a detailed analysis of the transient electron transport responses, 

the minimum transit-time corresponding to each device length scale, L, may be determined.  

From this optimization procedure, the minimum transit-time corresponding to each device 

length-scale, L, may be determined. From Eq. (4.7), I am therefore able to plot the dependence 

of the upper bound for the cut-off frequency as a function of the device length-scale, L. In Figure 

5.1 [386-393], I plot this dependence for the specific case of wurtzite GaN, these results being 

from Figure 7 of Foutz et al. [131], this analysis being pursued by Foutz et al. [132]. It should be 

noted that the result depicted here constitutes an improvement over the steady-state projections 

for device performance seen previously in Figure 4.2. As a benchmark, I also plot results acquired 

from the conjuncture of Eqs. (4.6) and (4.7) for the specific case of v being set to the peak steady-

state electron drift velocity, i.e., around 2.9 × 107 cm/s, for the case of wurtzite GaN (recall Figure 



148 

 

 
 
Figure 5.1: The cut-off frequency plotted as a function of the device length-scale, L, for the case of wurtzite 

GaN. The optimized result is depicted with the open blue points. The result obtained assuming the steady-

state peak velocity, i.e., around 2.9 × 107 cm/s, is depicted with the solid red line. Representative device 

results, corresponding to the experimental work of Johnson et al. [386], Ducatteau et al. [387], Arulkumaran 

et al. [388], Medjdoub et al. [389], Arulkumaran et al. [390], Ranjan et al. [391], Huang et al. [392], and Yang 

et al. [393], are depicted with the solid green points depicted on the figure. This figure has been modified 

from © Siddiqua, P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases 

of gallium nitride and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3556. Adapted with 

permission from publisher. The online version of this figure is depicted in color. 
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3.16), noting that we would expect optimized transient results to converge with peak steady-state 

results in the long device length-scale limit. Observing Figure 5.1, I note that the optimized result 

places an upper bound on the steady-state result, and that this upper bound becomes very tight 

as the device length-scale becomes large. This comports with my intuition that in the limit that the 

device length-scale becomes large that steady-state effects will dominate the electron transport 

characteristics. A few representative experimental results are also depicted in Figure 5.1 [386–

393]. It is seen that, in all cases, the optimized results place an upper-limit on these experimental 

electron transport results, as would be expected. Such an analysis performed for the other 

materials considered in this analysis, i.e., zinc-blende GaN and the wurtzite and zinc-blende 

phases of InN, will provide the community with a benchmark against which progress may be 

judged. This research will have to be performed in the future. 
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Appendices 

Appendix A: Published work while at The University of British Columbia 

At the outset of my studies at The University of British Columbia, the electron transport 

processes that occur within the zinc-blende phases of GaN and InN were poorly understood. 

Given the important role that electron transport plays in defining the potential of a given material 

for device applications, it was clear that further work was required if the recognized device 

potential of the zinc-blende phases of GaN and InN was to be fully realized. 

            Recognizing this critical deficiency in the scientific literature, in collaboration with my 

academic advisor at The University of British Columbia, Dr. Stephen K. O’Leary, I aimed to 

amerliorate it. First, I assembled all of the scientific articles focused on electron transport within 

the wurtzite and zinc-blende phases of GaN and InN that were available. Then I identified what 

aspects of electron transport remained unresolved, with a particular focus on the less understood 

materials, i.e. the zinc-blende phases of GaN and InN. A number of publications arose as a 

consequence of this body of work, the complete list of my publications being tabulated in Table 

A.1. While most of these papers are focused on the wurtzite and zinc-blende phases of GaN and 

InN, some other results were also published during the course of my doctoral studies, and they 

are also indicated in Table A.1. In the following paragraphs, each published paper, from which 

the results presented in this thesis is drawn, is described. The extra papers, not related to the 

wurtzite and zinc-blende phases of GaN and InN, are not discussed, as they lie beyond the 

framework of the current analysis. 

            I started my work in 2014 with the paper “Non-parabolicity and inter-valley transitions 

within zinc-blende indium-nitride”, published in the Journal of Materials Science: Materials in 

Electronics, in which we studied how the non-parabolicity of the conduction band valley 

influences the character of the electron transport that occurs within zinc-blende InN. Steady-state 
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Table A.1 Publications of Siddiqua et al. 

 
Year of publication Published Article 

2018 1. P. Siddiqua, W.A. Hadi, M.S. Shur, and S.K. O’Leary, A steady-state and transient analysis of 

the electron transport that occurs within bulk wurtzite zinc-magnesium-oxide alloys subjected to high-

fields, MRS Advances, DOI: 10.1557/adv.2018.484, 2018. 

2. P. Siddiqua and S.K. O’Leary, Electron transport within the wurtzite and zinc-blende phases of 

gallium nitride and indium nitride, Journal of Materials Science: Materials in Electronics, Volume 

29, pages 3511-3567 (2018). 

2017 3. S.K. O’Leary, P. Siddiqua, W.A. Hadi, B.E. Foutz, M.S. Shur, and L.F. Eastman, Electron 

transport within the III-V nitride semiconductors, Chapter 32, Handbook of Electronic and 

Photonic Materials, 2nd Edition, S. Kasap and P. Capper (Eds.), Springer, 2017. 

4. P. Siddiqua, M.S. Shur, and S.K. O’Leary, The electron transport that occurs within wurtzite zinc 

oxide and the application of stress, MRS Advances, DOI: 10.1557/adv.2017.348, 2017. 

2016 5. P. Siddiqua and S.K. O’Leary, The sensitivity of the electron transport within bulk zincblende 

gallium nitride to variations in the crystal temperature, the doping concentration, and the non-

parabolicity coefficient associated with the lowest energy conduction band valley, Journal of 

Applied Physics, Volume 120, pages 095701-1-12, 2016. 

6. P. Siddiqua, M.S. Shur, and S.K. O’Leary, A sensitivity analysis on the electron transport within 

zinc oxide and its device implications, MRS Advances, DOI: 10.1557/adv.2016. 274, 2016. 
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electron transport was the focus of this analysis. This was followed up with a subsequent paper, 

published in 2015, entitled “Electron transport and electron energy distributions within the wurtzite 

and zinc-blende phases of indium nitride in response to the application of a constant and uniform 

electric field”, published in the Journal of Applied Physics, in which the transient electron 

transport response within these materials was studied in a fair amount of detail. 

            This course of analysis was followed up with a more thorough examination into the nature 

of the electron transport that occurs within the zinc-blende phase of indium nitride, published in 

2016 in the Journal of Applied Physics, it being entitled “The steady-state and transient electron 

transport within zinc-blende indium nitride: the impact of crystal temperature and doping 

concentration variations”. 

A detailed examination into the nature of the electron transport that occurs within the zinc-

blende phase of the GaN was also presented in 2016 in a paper entitled “The sensitivity of the 

electron transport within bulk zinc-blende gallium nitride to variations in the crystal temperature, 

the doping concentration, and the non-parabolicity associated with the lowest energy conduction 

band valley”, which was also published in the Journal of Applied Physics.  

            By the time I had published these final two aforementioned papers in 2016, I recognized 

that these articles, that I had authored along with my supervisor, formed the state-of-the-art in 

terms of what was currently known in terms of electron transport within the zinc-blende phases of 

GaN and InN; see Figures A.1 and A.2, in which the overall number of articles published on the 

electron transport within these materials is contrasted with that corresponding to those of the 

group of O’Leary et al. and those with me, i.e., my publications are, of course, are by definition a 

sub-set of those of O’Leary et al. The work was completed with the publication of a review article 

in 2018, entitled “Electron transport within the wurtzite and zinc-blende phases of gallium nitride  
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Figure A.1: The number of articles in the field compared with that of O’Leary et al. and Siddiqua et al., for 

the specific case of GaN. The online version of this figure is depicted in color. 
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Figure A.2: The number of articles in the field compared with that of O’Leary et al. and Siddiqua et al., for 

the specific case of InN. The online version of this figure is depicted in color. 
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and indium nitride”, which was published in the Journal of Materials Science: Materials in 

Electronics. This article surveys the state-of-the-art in terms of what is currently known about the 

electron transport within the wurtzite and zinc-blende phases of GaN and InN. It features a tutorial 

on electron transport and the Monte Carlo approach that may be used for its quantitative 

characterization, a presentation of state-of-the-art electron transport results corresponding to the 

wurtzite and zinc-blende phases of GaN and InN, a description of the evolution of the field, and 

some applications of the results. Potential topics for future research are provided at the conclusion 

of this review. This review article, in large measure, provides the organizational framework for this 

thesis. 
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Appendix B: The zinc-blende and wurtzite crystal structure 

Some familiar and significant compound semiconductors appear in the zinc-blende and 

wurtzite crystal structures. Here, I mention some features regarding these two crystal structures. 

Zinc-blende Structure 

 In a zinc-blende crystal structure, an atom of one kind constituting the binary compound 

is surrounded by four equidistant atoms of the second kind.  In this structure, the two atom types 

form two interpenetrating face-centered cubic lattices. The zinc-blende structure 

has tetrahedral coordination. Altogether, the arrangement of atoms in the zinc-blende structure is 

the same as the diamond cubic structure, but with alternating types of atoms at the different lattice 

sites. This crystal structure is depicted in Figure B.1. 

Wurtzite Crystal Structure 

 The basic arrangement of the atoms in the wurtzite structure is similar to that of a zinc-

blende structure. An atom of one kind is surrounded tetrahedrally by four atoms of the second 

kind, but the tetrahedrons are so oriented that the location of the atoms fit two interpenetrating 

close-packed hexagonal lattices. The two lattices have the same axis, but one of them is displaced 

with respect to the other. The wurtzite structure may, therefore, be considered as the close-

packed hexagonal structure with a basis of two atoms. This crystal structure is depicted in Figure 

B.2. 

 

 

  

https://en.wikipedia.org/wiki/Tetrahedron
https://en.wikipedia.org/wiki/Coordination_number
https://en.wikipedia.org/wiki/Diamond_cubic
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Figure B.1: A zinc-blende unit cell. ©Benjah-bmm27, https://en.wikipedia.org/wiki/Cubic_crystal_sys-

tem#/media/File:Sphalerite-unit-cell-depth-fade-3D-balls.png. The online version of this figure is depicted 

in color. 
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Figure B.2: A wurtzite unit cell. ©Benjah-bmm27, https://en.wikipedia.org/wiki/Wurtzite_crystal_struc-

ture#/media/File:Wurtzite-unit-cell-3D-balls.png. The online version of this figure is depicted in color. 
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Appendix C: Further details related to my Monte Carlo algorithm 

I now provide further details regarding the semi-classical Monte Carlo algorithm employed 

for the purposes of my simulations of the electron transport within the III–V nitride semiconductors, 

GaN and InN. Initially, I overview a more detailed flow chart corresponding to my approach. Then, 

details of some of the trickier parts of my Monte Carlo algorithm will be discussed. The generation 

of the free-flight time will then be covered and then the selection of the scattering event (after a 

free-flight) will be described. 

Flow chart for the Monte Carlo algorithm 

A more detailed flow chart for my Monte Carlo algorithm is shown in Figure C.1. This flow 

chart provides a detailed description of how the dynamics of the electrons are handled, as well 

as how the statistics are kept during the simulation. 

When the simulation initializes, it reads the input file and sets the simulation parameters. 

Next, the initial electron distribution is determined. During this stage, each electron in the 

simulation is given an initial wave-vector in accordance with a Maxwell-Boltzmann distribution. At 

the same time, a rejection technique is used in order to ensure that the number of electrons in 

any given region of �⃗� − space never exceeds the Fermi-Dirac limit. This technique provides a 

close approximation to an initial Fermi-Dirac distribution. 

Next, the electric field is set and the scattering rate tables are initialized. The time-step is 

set to zero and then a loop is entered which moves each particle through free-flights and 

scattering events until the end of the time-step is reached. After all of the particles are moved, 

macroscopic quantities, such as the electron drift velocity, are calculated over the distribution and 

stored in temporary arrays. At the end of the simulation, the accumulated statistics are output to 

a file. In the next sections, details of some of these steps are provided. 
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Figure C.1: A more complete flowchart for my Monte Carlo algorithm used for simulating electron transport 

within the III-V nitride semiconductors, GaN and InN. This figure has been modified from © Siddiqua, P. & 

O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases of gallium nitride and 

indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3557. Adapted with permission from 

publisher. The online version of this figure is depicted in color. 
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Generation of the free-flight times 

The electron energy and its wave-vector, 𝑘⃗⃗⃗  , determine the probability that this electron will 

scatter by means of any of the aforementioned scattering processes. In between each scattering 

event, the electron’s motion is determined through semi-classical physics, i.e., Eqs. (2.4) and 

(2.5). The amount of time between each scattering event is determined statistically, based on the 

total scattering rate, 

  𝜆(�⃗� ) =  ∑ 𝜆𝑖(�⃗� )𝑖 ,                                                                                               (C.1) 

which is just the sum of the individual scattering rates corresponding to each scattering 

mechanism. The statistically determined time between scattering events is known as the free-

flight time, tf. 

Generating a proper distribution of free-flight times is essential in order to obtain correct 

simulation results. A number of methods, used for the purposes of generating these free-flight 

times, have already been studied in detail [167]. A derivation of the algorithm used in our 

simulations of the electron transport within the III–V nitride semiconductors, GaN and InN, will be 

provided here. 

We first note that the probability distribution, P(t), for the free-flight time, of length t, is just 

the probability that an electron survives without a collision to time t multiplied by the probability of 

a collision within a small interval, dt, around t. The probability of a collision within dt of t is simply 

the product of the scattering rate at time t and dt. The first part of the distribution, the probability 

that the electron survives to time t without a collision, can be found by assuming that the scattering 

processes are Poisson in nature. For a Poisson process, the probability of no scattering event for 

any interval, δt = t2 – t1, is P(N = 0) = exp (-λδt) . If the scattering rate is constant, this would be 

the distribution we require. However, the scattering rate changes with time as the electron drifts 
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under the action of the applied electric field. To take into account the fact that the scattering rates 

change with time, we divide the interval, [0,t], into i small intervals. The probability, 𝑝𝑖, that no 

scattering event occurs, in interval i, is 

                                                                  𝑝𝑖 = 𝑒𝑥𝑝 (−𝜆𝑖𝛿𝑡),                                                               (C.2) 

where 𝜆𝑖 is the scattering rate during interval i and 𝛿𝑡 is the duration of interval i. The probability 

that no scattering event occurs in any of the i intervals, 0 through N, is the product of the 

probabilities for each interval, i.e., 

𝑝(𝑡) =  ∏ 𝑒𝑥𝑝[−𝜆𝑖𝛿𝑡]𝑁𝑖=0 , 
                                                                          = 𝑒𝑥𝑝(−∑ 𝜆𝑖𝛿𝑡𝑁𝑖=0 ).                                                               (C.3) 

Letting the intervals become very small, i.e., 𝛿𝑡 → 𝑑𝑡, the sum of Eq. (C.3) reduces to an integral, 

i.e.,    

                                                                               𝑝(𝑡) = 𝑒𝑥𝑝 [−∫ 𝜆 (�⃗� (𝑡′))𝑡0 𝑑𝑡′].                                (C.4)   

The free-flight time distribution then becomes the scattering rate multiplied by 𝑝(𝑡), i.e., 

                                                        𝑃(𝑡) =  𝜆 (�⃗� (𝑡)) 𝑒𝑥𝑝 [−∫ 𝜆 (�⃗� (𝑡′))𝑑𝑡′𝑡0 ].                     (C.5) 

In order to generate random free-flight times, with a given 𝑃(𝑡), I apply a direct method 

[76]. In particular, I select a random number, r, with a uniform distribution between [0,1], and set 

it equal to the integrated probability distribution function, i.e., 

                                                        𝑟 =  ∫ 𝑃(𝑡′)𝑡0 𝑑𝑡′.                                                             (C.6) 
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Substituting Eq. (C.5) into Eq. (C.6), and solving the integral, yields 

                                                𝑟 = 1 − 𝑒𝑥𝑝 [−∫ 𝜆 (�⃗� (𝑡′))𝑑𝑡′𝑡0 ].                                           (C.7) 

Thus, we conclude that 

                                             − ln(1 − 𝑟) =  ∫ 𝜆 (�⃗� (𝑡′))𝑑𝑡′𝑡0 .                                                  (C.8) 

A time, t, must be found which satisfies the above equation for the random number, r. 

One difficulty in evaluating the integral over 𝜆 is that it is a complicated function of t. This 

problem can be overcome by introducing an artificial scattering mechanism, known as the self-

scattering mechanism, 𝜆0(�⃗� ). This new mechanism makes the total scattering rate constant over 

some interval of time, i.e., 

                                         Γ =  𝜆0(�⃗� ) +  𝜆(�⃗� ).                                                           (C.9) 

Yorston [167] discusses several algorithms for generating the free-flight times using this 

self-scattering concept. One of the most efficient algorithms, and the one employed in our Monte 

Carlo simulations of the electron transport within the III–V nitride semiconductors, GaN and InN, 

is the constant time method. In this method, a fixed time, tinc, is chosen, and the integral in Eq. 

(C.8) is carried out over intervals of length tinc. In each interval, a self-scattering mechanism, 𝜆0(�⃗� ), 
is added in order to make the total scattering rate constant and greater than 𝜆(�⃗� ) during the tinc 

interval. Figure C.2 illustrates this algorithm. The free-flight time is chosen when the total integral 

satisfies Eq. (C.8). At that time, 𝜆0(�⃗� ) and each 𝜆𝑖(�⃗� ) are used to determine the choice of 

scattering event. 
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In the case a self-scattering mechanism is chosen, special treatment is necessary. The 

integral for the next free-flight time must continue where the previous one left off. In the example 

shown in Figure C.2, the integral from t to 4tinc is first used, then that from 4tinc to 5tinc is used, and 

so on. 

Choice of scattering event 

Once the electron finishes its free-flight, it scatters. The choice of the scattering event is 

also made with a random number. This time, the probability that a particular scattering event is 

selected is directly proportional to the scattering rates corresponding to that particular mechanism. 

A random number, r, uniformly distributed between [0,1], is chosen, and the scattering 

mechanism, i, which satisfies 

                                        𝑆𝑖 < 𝑟 <  𝑆𝑖+1,                                                                          (C.10) 

where 

                                          𝑆𝑖 = ∑ 𝜆𝑗(�⃗� )𝑖𝑗=0Γ ,                                                                           (C.11) 

is selected, where 

                                   Γ =  ∑ 𝜆𝑖(�⃗� ).𝑖                                                                           (C.12) 

Once the scattering mechanism is selected, the final wave-vector of the electron must be 

chosen. This selection must, of course, obey conservation of energy. With this requirement, there 

exists a sphere in �⃗� -space into which the electron is allowed to scatter. Therefore, by determining 

the angle (azimuthal and polar) from the electron’s original direction, I may uniquely select the 

final wave-vector for the electron, and at the same time select the phonon with which the electron 
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Figure C.2: The scattering mechanism selection process. This figure has been modified from © Siddiqua, 

P. & O’Leary, S.K. (2018). Electron transport within the wurtzite and zinc-blende phases of gallium nitride 

and indium nitride, Journal of Materials Science, 29, 3511-3567. Page 3559. Adapted with permission from 

publisher. The online version of this figure is depicted in color. 
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is scattering, in order to obey conservation of momentum considerations. For all the scattering 

mechanisms selected in our Monte Carlo approach, the selection of the azimuthal angle is done 

with a uniform distribution, i.e., there is no preference in terms of the azimuthal angle. However, 

many of the scattering mechanisms have a preference with the polar angle. For each of the 

scattering mechanisms in the Monte Carlo approach, the dependence of the scattering rate with 

the polar angle is known, i.e., 

                                                      𝜆𝑖(�⃗� ) =  ∫ 𝑃𝑖2𝜋0 (𝜃, �⃗� )𝑑𝜃.                                                             (C.13) 

There are three different techniques available for converting random numbers with a 

uniform distribution into one with an arbitrary distribution. These are the direct, rejection, and 

combined techniques, which are all described by Jacoboni and Lugli [76]. For most of the 

scattering mechanisms used in my Monte Carlo approach, the rejection technique is used to 

determine the polar angles. However, some of the most important mechanisms are handled 

differently. For polar optical phonon and piezoelectric scattering, a combined technique is used. 

For ionized impurity scattering at low energies, when non-parabolicity can be ignored, the direct 

technique is used. In other cases, the rejection technique is used, except when the distribution is 

highly peaked, in which case a combined technique is used. 

The simulation continues, moving the electron through each time-step until a special time-

step is reached, known as the collection time. After this special time-step, the macroscopic 

averages, which are stored in temporary arrays, are averaged and stored in permanent arrays. 

Each average is simply the average over all of the electrons in the simulation. For example, for 

the electron drift velocity, 
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                                     𝑣 (𝑡) =  ∑𝑣𝑖(𝑡)𝑁 ,                                                                         (C.14) 

where N denotes the total number of electrons. After each collection time, the scattering rate 

tables are also recalculated. This occurs because some of the scattering rates, i.e., polar optical 

phonon, ionized impurity, and piezoelectric, are a function of the electron temperature, which 

changes throughout the simulation. If the simulation requires that the applied electric field strength 

to be updated, then it is updated after every fourth collection time (this number can be adjusted). 

The average from that fourth collection time is assumed to be in steady-state and is associated 

with the electric field during that interval. At the end of the simulation, the quantities stored in the 

permanent arrays are written to an output file. 

 

 

 


