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This work provides an up-to-date account of the use of electron-volt neutron spectroscopy in
materials research. This is a growing area of neutron science, capitalising upon the unique
insights provided by epithermal neutrons on the behaviour and properties of an increasing
number of complex materials. As such, the present work builds upon the aims and scope of
a previous contribution to this journal back in 2005, whose primary focus was on a detailed
description of the theoretical foundations of the technique and their application to funda-
mental systems [see Advances in Physics 54 377 (2005)]. A lot has happened since then, and
this review intends to capture such progress in the field. With both expert and novice in
mind, we start by presenting the general principles underpinning the technique and discuss
recent conceptual and methodological developments. We emphasize the increasing use of the
technique as a non-invasive spectroscopic probe with intrinsic mass selectivity, as well as the
concurrent use of neutron diffraction and first-principles computational materials modelling
to guide and interpret experiments. To illustrate the state-of-the-art, we discuss in detail a
number of recent exemplars, chosen to highlight the use of electron-volt neutron spectroscopy
across physics, chemistry, biology, and materials science. These include: hydrides and pro-
ton conductors for energy applications; protons, deuterons, and oxygen atoms in bulk water;
aqueous protons confined in nanoporous silicas, carbon nanotubes, and graphene-related ma-
terials; hydrated water in proteins and DNA; and the uptake of molecular hydrogen by soft
nanostructured media, promising materials for energy-storage applications. For the primary
benefit of the novice, this last case study is presented in a pedagogical and question-driven
fashion, in the hope that it will stimulate further work into uncharted territory by newcom-
ers to the field. All along, we emphasize the increasing (and much-needed) synergy between
experiments using electron-volt neutrons and contemporary condensed-matter theory and
materials modelling to compute and ultimately understand neutron-scattering observables,
as well as their relation to materials properties not amenable to scrutiny using other experi-
mental probes.
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1. Setting the scene

The use of electron-Volt (eV) neutrons to study condensed matter systems was reviewed
about a decade ago with an emphasis on a detailed description of the underlying the-
oretical formalism and the study of the fundamental properties of bulk systems such
as helium (He), molecular hydrogen (H2), and their isotopic counterparts [1]. A lot has
happened since then, and the present work intends to capture such progress in the field
both in terms of technical as well as conceptual and scientific developments. The primary
driver behind these efforts has been the increasing need to understand and subsequently
exploit the properties of new and increasingly complex functional materials, an intrin-
sically interdisciplinary effort across physics, chemistry, biology, materials science, and
engineering.
Neutron scattering using thermal and cold neutrons is a well-established non-invasive

technique, extensively used to provide direct and unique information on the physical
and chemical properties of materials at the atomic level [2, 3]. Current efforts at a global
level to investigate materials for energy applications constitute a good case in point, given
the pressing need to find clean and sustainable alternatives to the environmentally un-
friendly combustion of fossil fuels. In this case, neutrons are exceptionally well suited to
study in situ or under operando conditions how the transport and binding of energy- and
charge-carrying atoms and molecules are related to structure and transport properties,
including a detailed understanding of the micro and mesostructure of porous sorbents
and adsorbents as well as the underlying mechanism of molecular and macromolecular
uptake. In particular, the development of new technologies for energy and sustainable
applications often requires a sound understanding of the behaviour of light atomic and
molecular species such as H+, Li+, H2, or hydrocarbons like methane, all of which are
particularly well suited to investigation using neutron-scattering techniques. As a con-
sequence of the above, neutron-based analysis is nowadays routinely carried out in the
characterisation of hydrogen-storage, fuel-cell, catalytic, and battery materials. Similar
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research into solar-cell, nuclear remediation, and carbon-dioxide capture/storage materi-
als rely on other unique aspects of neutron scattering and, again, serve to illustrate how
its use to probe structural and dynamical properties can provide much-needed insights
into material stability or the uptake, binding, or mobility of key atomic, molecular, and
supramolecular species of technological interest.
There are two types of neutron-scattering processes which can be used to investigate

the properties of materials, namely, coherent and incoherent scattering. Coherent scat-
tering enables the use of the neutron in much the same way as X-ray crystallography
is used to determine atomic and molecular structure. In addition, neutrons can probe
collective excitations in condensed matter (e.g., phonons) via the use of Inelastic Neu-
tron Scattering (INS) techniques. Incoherent scattering is of particular relevance to the
study of hydrogen-containing systems due to the very large incoherent scattering cross
section of the 1H nucleus. Furthermore, incoherent INS can be used to study both the
stochastic (diffusion) and vibrational dynamics of atoms in condensed matter. For exam-
ple, diffusive motions (translational and rotational) in liquid water correspond to energy
transfers below 1 meV, the so-called QuasiElastic Neutron Scattering (QENS) regime,
whereas well-defined inter and intramolecular vibrational modes require energy transfers
up to 400-500 meV, well within the reach of INS. Operationally speaking, vibrational
motions in condensed matter are bounded by the fundamental energy of vibration of the
H2 molecule at ca. 500 meV. Beyond this energy transfer, the neutron-scattering response
contains the cumulative contribution from overtones and combination bands associated
with lower-lying fundamental transitions and, at sufficiently high incident energies (typi-
cally a few eV), all scattering can be ascribed to the dynamics associated with individual
nuclei. This peculiar situation corresponds to the so-called Neutron Compton Scattering
or NCS regime, and constitutes the focus of this review.
Relative to the widespread use of thermal and cold neutrons, the NCS regime has not

been fully exploited for a number of reasons. On the technical front, it has required the
development and subsequent deployment of pulsed spallation neutron sources based on
accelerator technology during the last quarter of the past century, followed by significant
and crucial advances in the requisite instrumentation. These technical achievements have
opened up a new area for neutron science and condensed matter research, as exempli-
fied by over thirty years of successful and uninterrupted operation of the ISIS Facility,
Rutherford Appleton Laboratory, United Kingdom [4]. Accelerator-driven sources can
deliver temporally tight neutron pulses that guarantee an outstanding spectral resolu-
tion over a wide dynamic range [5]. This condition requires keeping moderator sizes
deliberately small, resulting in a significant fraction of undermoderated neutrons, and a
so-called epithermal-neutron spectrum which is distinctly different from the celebrated
Maxwell-Boltzmann distribution for energies above 100 meV. In this regime, the neutron
flux per unit energy follows a characteristic ‘1/E-law’ and the integrated epithermal flux
becomes orders of magnitude higher than what is found in existing research reactors.
The above developments have paved the way for neutron-scattering experiments using

epithermal neutrons of up to hundreds of eV using Deep Inelastic Neutron Scattering
(DINS). We note that either DINS or NCS are both used in the literature to describe the
same technique. For the sake of clarity, this review will hereafter use the former acronym
exclusively. DINS was originally proposed to extract the Nuclear Momentum Distribution
(NMD) and associated mean kinetic energy 〈EK〉 in superfluid 4He [6] and, more gener-
ally, to access the short-time single-particle dynamics in condensed-matter media [7, 8].
Since the mid 1980s, experimental methodologies and associated infrastructure for ep-
ithermal neutron scattering have been extensively developed and exploited at the ISIS
Facility [1, 9]. DINS studies at ISIS started on the eVS spectrometer [10], a pioneering
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instrument that has been superseded by VESUVIO in the past decade [11–32]. These
early years saw the first DINS studies using energy transfers in excess of 1 eV and mo-
mentum transfers in excess of 20 Å−1. The uniqueness of this scattering regime in terms
of the physical observables amenable to investigation is covered in Section 2 of this work,
and includes direct access to the quantum character of atomic motions in a mass-resolved
manner, a feature which distinguishes DINS from other neutron techniques at lower en-
ergies. To illustrate these, we describe in some detail the application of DINS to light
hydrides and proton conductors, as well as how state-of-the-art computational materials
modelling has been used to guide and interpret DINS experiments. Section 2.3 describes
in detail parallel developments of novel concepts and devices using epithermal neutrons
for specific applications, and the recent implementation of MAss-selective Neutron SpEc-
troscopy (MANSE). MANSE constitutes a natural extension of DINS, placing increasing
emphasis on the direct analysis of raw experimental data to gain simultaneous insights
into the behaviour of several atomic species. As such, it has been a primary driver to
extend the realm of applicability of the technique to complex materials. In some cases, we
note that these new techniques and associated instrumentation have transcended their
exclusive use for DINS. These include non-invasive and non-destructive investigations
of archeological artefacts and cultural heritage [33], or the irradiation of electronic de-
vices [34], to name a few. For a recent appraisal of these instrumentation developments
and future perspectives, the reader may also consult Ref. [35] and references therein.
Section 3 shifts the focus of this work to the presentation of specific systems. With both

the expert and the novice in mind, we build upon the examples given in previous sections
and choose to restrict our presentation to a limited set of physical systems, in order to
walk the reader through the application of DINS in specific situations. Our primary
intent is to illustrate the why, the what, and the how underpinning the use of DINS in
the study of functional materials, as opposed to providing a long (and rapidly growing)
list of systems that have or could be tackled in the foreseeable future. To this end,
Section 3.1 is devoted to water and aqueous media, an intense area of DINS research over
the past decade or so. This presentation includes both bulk and nanostructured media.
In the former case, DINS unequivocally shows that Nuclear Quantum Effects (NQEs)
are responsible for the destructuring of the bulk liquid, i .e., these NQEs are roughly
equivalent to a 50 K temperature rise in models that treat nuclear motions in a classical
fashion; similarly, quantum contributions to the excess chemical potential amount to
roughly 10% of the total [36]. This discussion is complemented by a consideration of
bulk water around the triple point and in the supercritical state, the latter case being
a situation of certain technological relevance. In the case of melting, the emergence
of competing quantum effects is presented in detail, as it represents a timely example
of the combined use of DINS experiments and the most sophisticated approaches to
computational materials modelling available at present. The last two parts in Section 3.1
describe the behaviour of water under nanoscale confinement and in biological systems,
and serve to illustrate a recent change in direction in terms of the use of DINS to
explore increasingly more complex media. The case study in Section 3.2 deals with the
interaction of H2 with nanoporous media. The pedagogical and question-driven style that
we have adopted to present this case is meant to address the needs of a growing body
of potential practitioners who are yet not familiar with the technique. The technological
driver underpinning this case study is inextricably linked to the use of H2 as a fuel store
and energy vector, a goal that has stimulated a large and growing body of research
over the past few decades aimed at finding economically viable ways of storing this
molecule in sufficient quantities to replace greenhouse-gas-producing fossil fuels [37]. To
date, however, no single material has been found to meet the stringent requirements for
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practical applications, as identified by government agencies such as the US Department
of Energy or the automotive industry [38]. The central role played by H2 is not restricted
to its storage via physical or chemical routes. Other situations of practical interest where
H2 is a key player include its generation in photocatalytic water-splitting reactions [39],
as well as its widespread use in a wide range of industrial chemical processes [40]. On
the experimental front, the study of H2 is not a trivial task given the absence of dipole-
allowed optical transitions in the ground state and the need of photon sources in the UV
and VUV to access electronic excitations [41, 42]. In the above context, we illustrate how
DINS has been used with success in the study of H2 uptake by carbon-based intercalation
compounds. These studies have shown how the technique can lead to fresh insights into
the nature of the geometry and motions of the H2 adsorbate in these technologically
relevant materials.
In closing this preamble, we note that an increasing number of research with epither-

mal neutrons has and continues to provide a direct and unique link to state-of-the-art
methodological developments aimed at an accurate theoretical description of NQEs in
condensed matter [43–47]. This demonstrated synergy between state-of-the-art experi-
ments and theory constitutes at present a strong driving force for the field and we believe
that it will continue to be case in the years to come. Also, it provides a much-needed
starting point to understand neutron observables in complex materials, particularly those
aimed at addressing current and foreseeable societal challenges requiring a sound under-
standing of materials properties, as well as how these ultimately relate to function and
performance.

2. Theory and practice

2.1. Conceptual and theoretical preliminaries

At energies well above typical excitation energies in a condensed matter system, the
double differential neutron-scattering cross section for a single atomic species using un-
polarized neutrons is related to the dynamic structure factor S(~Q, ω) via [2, 48, 49]

d2σ(E0, E1, φ)

dΩdE1

= ~
−1

√
E1

E0

σ

4π
S(~Q, ω) (1)

where E1 and E0 are the energies of the scattered and incident neutrons, respectively,
~~Q and ~ω are the momentum and energy transfers, φ is the scattering angle, and σ the
total scattering cross section

σ = 4π
[
|b|2 + (|b2| − |b|2)

]
= 4π|b2| (2)

where b is the neutron-scattering length for the target nuclide (H, D, 7Li, etc). In line with
our remarks when describing neutron-scattering processes earlier in the introduction, the
identity in the middle of Eq. (2) has been written such that the first term represents the
familiar ‘coherent’ contribution proportional to |b|2 and a second ‘incoherent’ contri-
bution arises from the nuclear-spin dependence of the neutron-scattering length for a
particular nuclide [2]. It is important to note that Eq. (1) relates to the scattering of
neutrons by a given nucleus and, therefore, does not contain magnetic contributions to
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the scattering cross section, phenomena which are described in depth in Ref. [3] and will

not be described any further in this work. With these considerations in mind, S(~Q, ω)

can be expressed in terms of the two-particle correlation function Yjj′(~Q, t) [1, 49]:

S(~Q, ω) =
1

2πN

∫ ∞

−∞
exp(iωt)

∑

jj′

Yjj′(~Q, t) dt (3)

where N is the number of particles in the target system. The correlation function
Yjj′(~Q, t) is given by the following ensemble average

Yjj′(~Q, t) =
〈
exp[−i~Q · r̂j ] exp[i~Q · r̂j′(t)]

〉
(4)

In this expression, r̂j(t) is the Heisenberg operator for the position of particle j at time

t, and r̂j = r̂j(0). The operator exp[−i~Q · r̂j ] couples the plane wave of the neutron with
the position of the nucleus in the target system.

2.1.1. The impulse approximation and the neutron Compton profile

As the name implies, DINS refers to a neutron-scattering regime in which the incident
neutron energy is well above the binding energies of the scattering atoms. This condition
amounts to considering large ~~Q and ~ω relative to other momentum and energy scales in
the system under investigation. In this case, the neutron-scattering process is adequately
described within the framework of the impulse approximation (IA), which becomes exact
in the limit of infinite momentum transfer [9, 50, 51]. In this case, the distribution of
scattered neutrons can be calculated by recourse to classical kinematics [1, 9, 52]. In the
IA regime, the inelastic neutron-scattering cross section is related in a simple way to the
NMD. Below, we outline the physical conditions under which the IA regime is attained.
In the approximation of negligible external forces acting on the compound neutron-

nucleus system, the use of momentum and energy conservation laws provides a direct
relationship between ~~Q and ~ω of the form:

~ω =
( ~pn − ~pn

′)2

2M
+

( ~pn − ~pn
′) · ~p

M
=

~
2Q2

2M
+

~Q · ~p
M

(5)

where ~~Q = ~pn − ~pn
′ with ~pn and ~pn

′ are the momenta of the incident and scattered
neutron, respectively. M and ~p are the mass and the momentum of the struck parti-
cle before the collision. These kinematic variables are shown pictorially in Fig. 1. The
scattering of neutrons by a given atom is used to determine its momentum distribution.
Unlike a classical particle, the Heisenberg Uncertainty Principle links the momentum
and position of the atom which, in turn, is dictated by the underlying potential-energy
landscape or confining potential. Much of the discussion that will follow about DINS
boils down to finding ways of relating the measured momentum distribution to the other
two quantities.
At the high Q values accessible in DINS experiments, the scattering is entirely inco-

herent, that is, it originates from the interaction of the neutron with individual nuclei.
Thus, DINS provides a direct probe of the distribution of atomic momenta in the target
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Figure 1. Kinematic variables used in the main text to describe the scattering of eV neutrons in a condensed-
matter system. For illustrative purposes, the curved grid represents the confining potential around a given atom

in a lattice.

system, i .e., the energy distribution of the scattered neutron is directly related to the
distribution of particle momenta projected onto the scattering vector ~Q. The formalism
required to extract momentum distributions from experimental data is given in the next
section.
For sufficiently small t, r̂j(t) can be replaced by

r̂j(t) ≃ r̂j +
t

Mj
p̂j (6)

where p̂j is the momentum operator (vector) of particle j of mass Mj . Physically, this
approximation implies that the particle travels freely over short enough times and, there-
fore, its interaction with other particles can be neglected over this brief time interval.
The next step is to use the approximation introduced in Eq. (6) in Eq. (4) using standard
commutation relations between momentum and position, to derive a working expression
in the limit of high Q [1], where the exponential terms containing position operators of
different nuclei in the above correlation function will oscillate rapidly from atom to atom
and cancel out on average. The correlations between the positions of different nuclei will
then be absent and the incoherent approximation holds such that only j = j′ terms
associated with the properties of the same particle will be retained. One then obtains:

7



April 1, 2017 11:52 Advances in Physics eVneutronSpectroscopy˙˙AdvPhys˙˙revised˙˙31mar2017˙˙SUBMITTED

Yjj(~Q, t) = exp

[
i~ t Q2

2Mj

]〈
exp

[
i t

Mj

~Q · p̂j

]〉
(7)

The IA approximation to the incoherent (j = j′) dynamic structure factor for an
isotropic system is obtained by using Eq. (7) in Eq. (3)

SIA(~Q, ω) =
1

2π N

∑

j

∫ ∞

−∞
exp

[
−iωt+

i~ t Q2

2Mj

]〈
exp

[
i t

Mj

~Q · p̂j

]〉
dt (8)

where SIA denotes the dynamic structure factor under the IA. Performing the integration
over t gives [1]:

SIA(~Q, ω) = ~

∫
n(~p) δ

[
~ω − ~ωr −

~p · ~~Q
M

]
d~p (9)

The physical meaning of this equation is that scattering occurs between the neutron
and a single particle, with conservation of kinetic energy and momentum given by Eq. (5).

The quantity ~ωr =
~
2Q2

2M is known as the recoil energy, i .e., the energy that a stationary
particle would have gained from a collision with a neutron owing to momentum and
energy conservation. This condition corresponds to the center of the observed recoil peak
at a given Q being associated with a recoiling particle of mass M . This recoil peak defines
a parabolic trajectory in (~Q, ω) space. The NMD of the particle broadens this line by a
similar mechanism as the Doppler broadening of spectral lines by atomic motions. Since
the position in (~Q, ω) space depends on M , particles of different mass can be (at least in
principle) distinguished in the observed spectrum. These features are illustrated in Fig. 2
for a series of different atomic masses. Given the quadratic dependence of recoil energy
on momentum transfer, mass separation increases rapidly with Q. In the specific example
given in this figure, Qs above 100 Å−1 are sufficient to resolve the DINS response of the
heavier nuclides.
It is important to stress that although we are dealing with a single-particle scattering

response, the NMD of a given atom is ultimately sensitive to the many-body nature of all
surrounding atoms and their interactions. Thus, these seemingly simple ‘billiard − ball ’
experiments are of direct relevance to the description of the condensed-matter system as
a whole. If we consider a single atom at rest, then the scattering will be represented by

a Dirac delta-function of the form δ(~ωr − ~
2Q2

2M ), i.e., a peak in the dynamic structure
factor at the recoil energy ~ωr. Not all the target atoms will be at rest, and a probability
distribution function of particle momenta will weigh the peak of S(~Q, ω) to account for
the details of this underlying distribution. The determination of the extent and the nature
of this spread constitutes the primary objective of DINS measurements, as explored in
more depth in Section 2.3.
Within the IA limit, the two dynamical variables, Q and ω, are coupled through the

definition of the so-called West-scaling variable y [52]:

y = ~p · ~Q̂ =
M

~2Q
(~ω − ~ωr) (10)

8
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Figure 2. Atomic recoil trajectories as a function of momentum and energy transfer (abscissa and ordinate,
respectively). The black solid lines denote parabolic recoil lines for several atomic species given by ~ω = ~

2Q2/2M .
The dashed lines represent the curves ~ω = ~

2Q2/2M ± ~
2σQ/M where σ is 5, 7 and 12 Å−1 for H, D, and O

respectively. These dashed lines and the colour shading underneath are used to depict the width and associated
extent of the scattering response around the atomic recoil lines. These broadenings are directly related to the
overall width of the underlying NMDs, as described in the main text.

where y is the momentum ~p of the nucleus in the initial state projected onto the scattering
vector ~~Q, and Q̂ is a unit vector in the direction of the momentum transfer. We note
that it is common practice in the literature to use the same units of Å−1 for y and p. The
double differential neutron-scattering cross section [Eq. (1)] and the scattering function
[Eq. (9)] can then be rewritten, respectively, in the form:

d2σ(E0, E1, φ)

dΩdE1

= b2
√

E1

E0

M

~Q
J(y, Q̂) (11)

and

SIA(~Q, ω) =
M

~Q
J(y, Q̂) (12)
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The function J(y, Q̂) is known as the Neutron Compton Profile (NCP):

J(y, Q̂) = ~

∫
n(~p) δ(~y − ~p·Q̂) d~p (13)

a quantity that no longer depends on the magnitude of ~Q. In physical terms, J(y, Q̂)dy
corresponds to the probability for an atom to have a momentum of magnitude between
~y and ~(y + dy) along Q̂. The NCP constitutes the primary observable in a DINS
experiment.
To illustrate the physical meaning of the NCP, we can consider some special cases. In

an isotropic system (i.e., a liquid or a powder specimen), the direction of Q̂ is immaterial
and Eq. (13) yields:

J(y) = 2π~

∫ ∞

|~y|
p n(p) dp (14)

and from Eq. (14) we also have

n(p) = − 1

2π~3y

d

dy
J(y) |~y=p (15)

The single-particle mean kinetic energy, 〈EK〉, can be defined as the second moment
of J(y):

〈EK〉 = 3~2

2M

∫ ∞

−∞
y2J(y)dy =

3~2

2M
σ2 (16)

where σ is the standard deviation of the NCP. The temperature dependence of 〈EK〉
can also be estimated from a model of the underlying motions, as shown explicitly in
Sections 2.2.2 and 2.2.3
Bearing in mind that DINS experiments are typically performed as one approaches

asymptotically the IA, one can determine when this approximation is valid and what the
corrections might be. The deviations from the IA which occur at finite Q are generally
referred to as Final State Effects (FSEs), although it should be noted that the IA makes
assumptions about the way in which the initial state is treated as well [53]. A detailed
description and treatment of FSEs is given in Ref. [1], including the description of al-
ternative methodologies to include them in a quantitative fashion. For the purposes of
this work, our discussion below illustrates what the overall effects are in the experimental
data, and refer the reader to the aforementioned review and references therein for further
details.
Mathematically, one convenient way of capturing FSEs is by making the NCP an

explicit function of Q. In this situation, J(y, Q̂) needs to be formally replaced by J(y, ~Q).
Equation (12) then needs to be rewritten as:

J(y, ~Q) =
~Q

M
S(~Q, ω) (17)

10
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Physically, any FSE correction at finite Q arises from the effects of the forces on
the particle producing displacements from straight-line trajectories on a timescale τ .
The latter is a characteristic time τ associated with the scattering process, i .e., it is
essentially the decay time of the correlation function Yjj(~Q, t) which at high Q becomes
τ = M

Q∆p , ∆p being the width of the momentum distribution of the particle. Representing

the effect of these deviations on J(y, ~Q) as a series in powers of 1/Q, one finds for the
isotropic case [54]:

J(y,Q) = J(y)− A3

Q

d3

dy3
J(y) +

A4

Q2

d4

dy4
J(y) + ... (18)

where it can be shown that A3 and A4 are related to the inter-particle potential V
schematically shown in Fig. 1 via

A3 =
M

36~2
〈
∇2V

〉
; A4 =

M2

72~4

〈(
~∇V
)2〉

(19)

where 〈...〉 stands for a quantum-statistical average. The extension to the case of
anisotropic momentum distributions, as in a crystal, is given in Ref. [55].
Considering typical values of V in condensed matter, FSEs can be strongly suppressed

by operating at high momentum transfers such as those available on the VESUVIO
spectrometer at ISIS (e.g., 20 Å−1 < Q < 250 Å−1) [11]. In practice, it is necessary to
assess the quantity expressed by Eq. (18). To this end, one measures an experimental
NCP at an individual (fixed) scattering angle l on the instrument, hereafter denoted as
Fl(y,Q), where we note that Q is a function of both l and energy transfer. As such, Q
can be evaluated directly from a knowledge of these two variables (see also Section 2.3.2).
As an experimental observable, Fl(y,Q) can be further decomposed into two terms with
and without an explicit Q-dependence, that is, [1]

Fl(y,Q) = [J(y) + ∆Jl(y,Q)]⊗Rl(y,Q) (20)

where J(y) is the longitudinal NCP in the IA limit, ∆Jl(y,Q) represents all Q-dependent
FSEs introduced in Eq. (18), and Rl(y,Q) is a fixed-angle instrumental resolution func-
tion (see Section 2.3.2). The convolution product ⊗ shown in this expression is an ap-
proximation, and its validity to analyse DINS data quantitatively has been checked in
detail in Refs. [56, 57]. With these considerations in mind, Fl(y,Q) line shapes are then
analyzed to determine the momentum distribution and mean kinetic energy of the sys-
tem under study. In closing this section, we note that the use of J(y) and F (y) (and
their variants) to either denote theoretical or experimental NCPs is a useful one, al-
though the literature has not been consistent in this choice. Likewise, J(y) and J(y, Q̂)

implicitly assume that the IA holds, whereas J(y, ~Q) does not assume the validity of
this approximation. In what follows, we shall adhere to these conventions, and alert the
reader otherwise when referring to published results.

11
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2.1.2. Momentum distributions and mean kinetic energies

The isotropic NCP under the IA, J(y), and its associated NMD, n(p), are obtained by a
full analysis of DINS experimental data via a simultaneous fit of individual Fl(y,Q) line
shapes with suitable model functions for J(y,Q). Two parametric methods of analysis
have been extensively used to date, namely: (a) model-independent functions using a
Gauss-Hermite (or Gram-Charlier-type) expansion [1, 50]; and (b) a three-dimensional
anisotropic Gaussian line shape corresponding to a quasi-harmonic picture of the effective
potential energy surface [58, 59].
In case (a) above, one performs the inversion of J(y, Q̂) [see Eq. (13)], formally the

Radon transform of n(~p), so as to obtain the NMD. This inversion is easily accomplished
for the cases where J(y, Q̂) is independent of orientation, as in a powder measurement
or a fluid [see Eq. (15)]. A mathematically elegant procedure of accomplishing this task
was originally introduced by Reiter and Silver [50] starting from the case of a perfectly
aligned crystal, and leading to a Gram-Charlier expansion for J(y) of the form:

J(y) =
exp[−y2

2σ2 ]

(2πσ2)
1

2

∑

n

an
22nn!

H2n(
y

σ
√
2
), (21)

with a radial NMD

n(p) =
exp[−p2

2σ2 ]

(2πσ2)
3

2

∑

n

(−1)nanL
1

2
n(

p2

2σ2
). (22)

If the first term in the series (H2) is omitted in the fitting procedure (that is, a1 is set
to zero), σ determines the kinetic energy, independently of any other terms in the series.
In the second parametric approach, one uses a model function for J(y, Q̂), i .e., a spher-

ically averaged multivariate Gaussian [36, 58–62]. The basic assumption in this case is
that the NMD of each individual particle is well approximated by a multivariate Gaussian
distribution with three distinct frequencies ωx,y,z associated with local and orientation-
dependent principal axes of the molecule. This approach corresponds to an anisotropic
quasi-harmonic model in which the main effects of anharmonicity are subsumed in the ef-
fective frequencies ωi. A more general model which allows for the inclusion of anharmonic
terms is given in Ref. [55]. Since DINS experiments give access to the total NMD, i.e., the
superposition of the distributions of all particles in the sample, for polycrystalline sam-
ples it is reasonable and at the same time insightful to assume that the underlying n(p)
arises from the spherical average of an anisotropic multivariate Gaussian distribution
which may be written as

n(p) =
〈 1√

8π3σzσxσy
exp

(
− p2z
2σ2

z

− p2x
2σ2

x

−
p2y
2σ2

y

)〉
Ω

(23)

with 〈...〉Ω denoting an angular average. This expression involves three parameters – the
variances σ2

α with α = x, y, z. These parameters are related to three effective principal
frequencies ωα via σ2

α = Mωα

2~ coth ~ωα

2kBT , or to the three components of the quantum

kinetic energy via Eα = ~
2σ2

α/2M . We note that Eq. (22) does not make use of these

12
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frequencies ωi in an explicit manner, yet it is still possible to find relationships that link
either approach [63].
As an example to illustrate the above formalism, we can briefly consider the particular

case of the water molecule, which is also covered in more detail in Section 3.1. The high-
momentum tail of the NMD is dominated by the highest-frequency mode of vibration, the
stretch mode, with the proton moving preferentially along the O–H bond. The measured
momentum distribution is an isotropic average of the individual proton distributions.
The set of frequencies (ω1, ω2, ω3) can be expressed in terms of weighted averages of
stretching, librational, and a mix of bending and librational frequencies [59, 60, 64]. In
this context, we stress that although Eq. (21) is of the most general form, it does not
allow to discriminate between the effects of anharmonicity along a given direction or
to highlight the presence of an underlying anisotropy [50, 55]. In contrast, the second
approach introduced above [Eq. (23)] provides a suitable framework to assess the main
effects of anharmonicity via a determination of the characteristic frequencies ωi.
Non-parametric methods to analyse angle-averaged Fl(y,Q)s [cf. Eq. (20)] and here-

after denoted F̄ (y) have also been tested. These approaches use the associated function
F̄ (y)y2 to derive 〈EK〉 in two different ways: (a) from direct numerical integration of
the second central moment of F̄ (y)y2 [65, 66]; or (b) directly from the mean force f(x),
a physical quantity proposed in recent theoretical studies [44, 59]. The latter is a more
sensitive quantity which, for a macroscopically isotropic system, is a function of the ra-
dial displacement x. The mean force may be written as f(x) = [− log n(x)]′ − MkBTx

~2 . In
this relation, n(x) is the spherical end-to-end distribution, i .e., the Fourier transform of
n(p) [Eq. (23)], while the second term is the free-particle contribution which is indepen-
dent of the environment. The function f(x) can be directly related to the experimental
J̄(y) after correcting the measured NCP F̄ (y) for FSEs ∆J(y,Q). The corresponding
expression is [44]

f(x) = −MkBT

~2
x+

∫∞
0 dy y sin(xy/~)J̄(y)

~
∫∞
0 dy cos(xy/~)J̄(y)

. (24)

The mean kinetic energy 〈EK〉 can be decomposed into a free-particle contribution
proportional to the temperature and a non-classical excess kinetic-energy term 〈Enc〉
proportional to the gradient of the mean force evaluated at zero displacement

〈EK〉 = 3

2
kBT + 〈Enc〉 (25)

A detailed discussion of the link between mean forces and kinetic energies can be found
in Ref. [44].

2.2. Momentum distributions of light and heavy nuclei

2.2.1. Classical vs. quantum behaviour

The NMD n(~p) and its associated mean kinetic energy 〈EK〉 are intimately related to
NQEs, particularly for light nuclides. In the quantum regime, n(~p) is determined by the
degree of localisation of the particle through the uncertainty principle, with temperature
typically playing a minor role. In many cases of interest, light atoms like protons (or

13



April 1, 2017 11:52 Advances in Physics eVneutronSpectroscopy˙˙AdvPhys˙˙revised˙˙31mar2017˙˙SUBMITTED

deuterons) are localized in an approximately harmonic potential and NQEs are related
to their intrinsic zero-point energy (ZPE). Because of the non-commuting character of
position and momentum operators in quantum mechanics, the NMD provides a sensitive
local probe of the potential energy surface in the vicinity or surroundings of the target
nucleus. The details of the shape of the n(~p) therefore give access to the details of the
confining potential for the target particle. In the most favorable situations such as single-
crystal specimens, experimental NMD data can be used to obtain an effective, single-
particle Born-Oppenheimer potential [67]. In all cases, it provides strong constraints on
any model of the potential surface. For illustrative purposes, we recall below some of the
most salient features of NMDs associated with classical and quantum particles.
For a classical particle, n(~p) and 〈EK〉 are well-defined physical quantities given by

[68]:

n(~p) = [2πMkBT ]
−3/2 exp

[
− p2

2MkBT

]
(26)

and

〈EK〉 = 3

2
kBT (27)

We note that the same Gaussian functional form for n(~p) is obtained in the ideal case
of a perfectly harmonic and isotropic crystal [69], as well as for a cubic Bravais lattice:

n(~p) =

[
4

3
πM〈EK〉

]−3/2

exp

[
− 3p2

4M〈EK〉

]
(28)

In this case, 〈EK〉 retains a non-trivial temperature dependence linked to the Vibra-
tional (or phonon) Density Of States g(ω) (hereafter VDOS), i.e., to the distribution of
the phonon frequencies in the crystal:

〈EK〉 = 3~

4

∫ ωD

0
ω g(ω) coth

(
~ω

2kBT

)
dω (29)

with

g(ω) =
1

3N

∑

~q

∑

j

δ (ω − ωj(~q)) , (30)

where the sum over reciprocal lattice vectors ~q is performed over the entire Brillouin
zone and ωD is the cut-off phonon frequency (i.e., the Debye frequency). In the high-
temperature limit (T → ∞), this expression converges to Eq. (27), that is, the NMDs of
an ideal gas and a high-temperature harmonic solid coincide [68]. In the limit T → 0,
the mean kinetic energy reduces to its (purely quantum) ZPE, 〈EK〉0:

14
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〈EK〉0 =
3~

4

∫ ωD

0
ω g(ω)dω (31)

which in the two special cases of a Debye solid and an Einstein solid yield, respectively,
g(ω) = 3ω2

ω3
D

Θ(ωD −ω) ⇒ 〈EK〉0 = 9
16~ωD and g(ω) = δ(ω−ωE) ⇒ 〈EK〉0 = 3

4~ωE . The

general case of a crystalline solid is treated in more detail in the next section.
Light nuclei in condensed-matter systems are most significatly affected by NQEs, even

at ambient conditions. Examples include particle delocalisation and interference in 3He,
4He and 3He-4He mixtures at low temperatures, isotopic effects in liquid water, the fer-
roelectric behaviour of potassium dihydrogen phosphate, the formation of high-pressure
ice phases, localisation and/or delocalisation effects induced in water confined at the
nanoscale or on macromolecular surfaces, etc. In general, for a light nuclide such as a
proton surrounded by heavier atoms at low temperature, it is reasonable to assume that
it occupies its ground state and that many-body effects involving the motion of the heav-
ier (and much slower) atoms may be neglected [70]. In this case, the intrinsic ZPE of the
proton immediately leads to a higher 〈EK〉 than the classical prediction 3

2kBT (a number
of exceptions to this behaviour are treated in Ref. [71]). On a microscopic scale, a striking
example of NQEs is the spherically averaged NMD of protons participating in Hydro-
gen Bonding (HB). This NMD is markedly different from a classical Maxwell-Boltzmann
distribution, even at temperatures higher than ambient, and it is characterised by an
additional nuclear kinetic energy intrinsically linked to the degree of binding of the atom
to the surrounding medium. Differences between classical and quantum NMDs can also
be significant for heavier nuclides, as illustrated in Fig. 3 for the case of D and O atoms
in heavy water. For the level of agreement shown in this figure, it is necessary to make
recourse to state-of-the-art Path Integral Molecular Dynamics (PIMD) methods using
first-principles Density Functional Theory (DFT). The use of these theoretical and com-
putational tools in the context of DINS are discussed in more detail in Sections 2.2.2 and
2.2.3.
A simple example serves to illustrate how NQEs underpinning nuclear motions go well

beyond any semiclassical approach, at least to order ~
2. To this end, we can estimate

semiclassical quantum corrections by treating ~ as a perturbation [72–74]. Explicit cor-
rections in powers of ~2 provide an NMD that still conforms to a Gaussian functional
form:

n(~p) =
1√

(2MπkBT ∗)3
e
− p2

(2MπkBT∗) (32)

but with an effective temperature T ∗ greater than T and given by

T ∗ = T +
~
2

36Mk2BT

〈
∇2V

〉
, (33)

In Eq. (33), M is the mass of the particle and
〈
∇2V

〉
is the average of the Laplacian

of the potential energy. If one applies the above approach to protons in polycrystalline
ice Ih close to melting (T = 271 K) using a quasi-harmonic potential for V with a single
effective frequency ω̄ (an average value for stretch, bend, and librational modes), a value
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Figure 3. NMDs for D (left) and O (right) in heavy water at 300 K: DINS measurements (EXP); classical Maxwell-
Boltzmann distribution (MB); and two different computational PIMD predictions (TAG,MSD). The top panels
show the radial NMDs, where n(p) has been multiplied by the Jacobian 4πp2 to represent a net probability for the
atom to have a given momentum p. The shaded area around the experimental data (EXP) represents confidence
bands. The directional character of the NMDs is explored in the lower two panels, showing NMD isosurfaces on the
xz and yz planes. Cartesian coordinates refer to the direction of the principal components of the quantum kinetic
energy tensor. For a liquid, these have been estimated using two procedures (TAG and MSD), as described in

detail in Ref. [36]. Contour lines have been chosen such that values at the intercepts correspond to σα. Reproduced
with permission from Ref. [36].

of T ∗ ≈ 850 K is obtained. This effective temperature corresponds to 〈EK〉 ≈ 110 meV,
well below the value of 〈EK〉 ≈ 154 meV obtained via DINS measurements [59]. Although
this prediction is clearly in the right direction relative to the classical prediction, it also
highlights that this simple model cannot describe the inherent anisotropy of the kinetic-
energy tensor in ice [75]. In addition, the mean kinetic energy of oxygen in this ice
phase predicted by this semiclassical approach amounts to 〈EK〉 ≈ 43 meV, sensibly
lower than the value of 56 meV predicted from accurate PIMD simulations [60]. These
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examples amply demonstrate how a quantitative description of NQEs associated with
proton NMDs in ubiquitous materials like ice and liquid water requires a framework well
beyond any classical or semiclassical approach. In weakly quantum systems, corrections
of order ~

2 can be incorporated into the n(~p) so that a Gaussian line shape is still
retained with an effective temperature T ∗ higher than T . In systems composed of pure
He isotopes and their mixtures, the corresponding n(~p) is nonetheless seen to deviate
signicantly from Maxwell-Boltzmann predictions, depending on the specific nature and
relative magnitude of the underlying NQEs.
The relations for 〈EK〉 and g(ω) presented above can be also generalized to a wider

class of systems, to describe the motion of any atom either in solids or in liquids, in-
cluding strongly anharmonic solid phases and dense fluids. A discussion of these cases is
deferred to Section 2.2.3, after introducing the simpler case of crystalline solids within
the harmonic approximation in the next section.

2.2.2. Application to crystalline materials

Building upon the conceptual and theoretical framework presented above, the calculation
of NMDs is most conveniently accounted for by considering the atom-Projected (or Par-
tial) Vibrational Density of States (PVDOS). Provided that a phonon picture of atomic
motions is valid, a crystalline material characterised by long-range order is a suitable
starting point to develop the requisite formalism leading to the ab initio prediction of
DINS observables using first-principles electronic structure methods and, in particular,
DFT calculations. In phonon calculations using DFT Perturbation Theory (DFPT), for
example, the dynamical matrix is solved directly for a given reciprocal lattice vector
~q [77]. Due to the variational nature of the DFT formalism, the DFPT problem can be
solved by minimizing the second-order perturbation to the total energy yielding first-
order variations to the electronic density, wavefunctions, and potential. For the benefit
of the unfamiliar reader, this section provides a summary of this increasingly important
area of activity in DINS work and refer the reader to Refs. [2, 78] for further details.
Those comfortable with the formalism associated with the theory of vibrations in solids
and how it applies to DINS may skim over this section.
A phonon description of lattice vibrations implies a number of approximations worth-

while recalling in some detail. First of all, it is assumed that the mean equilibrium
position of atom i, ~ri, is uniquely defined. Secondly, it is assumed that the amplitude
of atomic displacements is small compared to interatomic distances, naturally leading
to the harmonic approximation for atomic displacements. With these approximations in
mind, a description of the vibrational properties of the crystal only requires knowledge
of one fundamental quantity, namely, the force-constant matrix [79]

Dµν(~r−~r′) =
∂2E

∂uµ(~r)∂uν(~r′)
|~u=0 (34)

where ~u refers to the displacement of a given atom from its equilibrium position and E
is the total energy within the harmonic approximation. The force-constant matrix can
also be represented in reciprocal space leading to the so-called dynamical matrix

Dµν(~q) =
1

NR

∑

~r,~r′

1√
MµMν

Dµν(~r−~r′) exp(−i~q · (~r−~r′)). (35)
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where NR is the number of lattice sites. With these definitions, equations of motion can
be written in the language of dynamical matrices as an eigenvalue problem. Each atomic
displacement is described as a plane wave of the form

~u(~r, t) = ~e(~q) exp(−i(~q ·~r− ω(~q)t)) (36)

where the polarisation vector of each mode, ~e(~q), is an eigenvector of a 3N -dimensional
eigenvalue problem describing all possible vibrational modes. The eigenvalue equation
reads

ω(~q)2~e(~q) = D(~q)~e(~q). (37)

Phonon dispersion relations are obtained by mapping the wave-vector (~q) dependence
of the frequency eigenvalues ω(~q). To achieve the above, we shall assume that the NMD of
the nth nucleus in a crystal along the q̂ direction assumes a purely multivariate Gaussian
functional form. As introduced earlier, this so-called ‘Gaussian approximation’ has al-
ready been demonstrated to work very well for molecular systems like crystalline HCl [57].
In essence, the Gaussian approximation reflects the essentially harmonic nature of the
potential energy surface in the vicinity of the equilibrium position. In this case, the sec-
ond moment of the NMD for a given nucleus n and along a given direction q̂, σ2

n(q̂), can
be written as

σn(q̂)
2 =

Mn

Nq~
2

∑

~q∈1BZ

Nλ∑

λ=1

×

( ~en(λ, ~q) · q̂)2(
ω(λ, ~q)

2
) coth

(
ω(λ, ~q)

2kBT

)
, (38)

where ω(λ, ~q) are phonon frequencies and ~en(λ, ~q) are polarisation vectors for a given
nucleus n. The summation in Eq. (38) runs over all ~q vectors contained in the first
Brillouin zone (1BZ), where Nq is the number of these wave vectors, as well as over the
total number of phonon branches Nλ.
From Eq. (38), the spherically averaged value of the second moment of the NMD for

nucleus n, σ2
n, can be obtained using two different routes. In the first route, the spherical

average is calculated analytically from Eq. (38) using the following expression [80]

σ2
n =

1

3
(σn(x̂)

2 + σn(ŷ)
2 + σn(ẑ)

2) (39)

In the second route, the PVDOS of nucleus n, gn(ω), is used to compute σ2
n explicitly

using the relation

σ2
n =

Mn

~2

∫
gn(ω)

ω

2
coth

(
ω

2kBT

)
dω, (40)

The PVDOS, gn(ω), is defined as the contribution from a given atom to the total
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VDOS. gn(ω) is defined by the following sum over all ~q vectors in the 1BZ and over all
phonon bands [81, 82]

gn(ω) =
1

3Nq

∑

~q∈1BZ

Nλ∑

λ=1

~en(λ, ~q)
2δ(ω − ω(λ, ~q)) (41)

where ~en(λ, ~q) are the polarisation vectors defined above associated with a mode λ of
energy ω(λ, ~q) and Nq is the number of points in the 1BZ.
The PVDOS, gn(ω), for a harmonic solid can also be used to estimate the magnitude

of FSEs introduced in Section 2.1.1. The spherical average of the Laplacian of the local
effective potential felt by nucleus n can be obtained from [83]

〈∇2Vn〉 =
3M

~2

∫
ω2gn(ω)dω. (42)

For an isotropic three-dimensional harmonic oscillator (3D-HO), this quantity is given
by [83, 84]

M〈∇2V 〉
36~2Q

=
σ4

3Q
, (43)

where we recall that Q refers to the modulus of the scattering wave vector introduced
in earlier sections. Assuming a Gaussian line shape for J(x) with x = y√

2σ2
, taking its

third derivative with respect to y and using the definition of the third-order Hermite
polynomial leads to

M〈∇2V 〉
36~2Q

d3

dy3
J(x) = − σ

Q

√
2

12
H3(x)J(x). (44)

FSE contributions beyond the IA can then be written as

∆J(x,Q) = − k

Q
H3(x)J(x), (45)

that is, we have established an explicit connection between the parameter k describing
FSEs and the standard deviation of the NMD for a harmonically bound nucleus, namely,

k = σ

√
2

12
. (46)

Equation (46) is useful in the analysis of measured NMDs using the Gram-Charlier
expansion. In this case, the parameter k can be relaxed during the fitting procedure and
then compared with a prediction based on a purely harmonic system. Also, a comparison
of the spherical average of the Laplacian of the effective Born-Oppenheimer potential as
obtained from our ab initio calculations [cf. Eq. (42)] with the value calculated in the
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limit of an isotropic 3D-HO allows us to assess the validity of the harmonic approximation
in specific situations.
Using the expression for the PVDOS given by Eq. (41) and plugging it back into

Eq. (42) for the spherical average of the Laplacian of the effective potential for nucleus
n yields an expression for the Laplacian in terms of polarisation vectors ~en(λ, ~q)

〈∇2Vn〉 =
Mn

Nq~
2

∑

~q∈1BZ

Nλ∑

λ=1

〈 ~en(λ, ~q)2〉ω(λ, ~q)2 (47)

Moreover, recalling that

〈∇2Vn〉 =
1

3
(
∂2Vn

∂x2
+

∂2Vn

∂y2
+

∂2Vn

∂z2
) (48)

and

〈( ~en(λ)2〉 =
1

3
( ~en(λ, x̂)

2 + ~en(λ, ŷ)
2 + ~en(λ, ẑ)

2) (49)

leads us to

∂2Vn

∂u2
=

Mn

Nq~
2

∑

~q∈1BZ

Nλ∑

λ=1

~en(λ, û)
2ω(λ, ~q)2 (50)

where û = {x̂, ŷ, ẑ}. Equation (50) provides a useful recipe for the ab initio modeling
of the anisotropy of the effective Born-Oppenheimer potential from phonon dispersion
relations in both molecules and condensed-matter systems.
We illustrate the formalism presented above by examining NMDs in crystalline LiH

and its deuterated counterpart LiD, two isoelectronic and isostructural insulators char-
acterized by distinctly different vibrational manifolds. LiH exhibits one of the largest-
known isotope effects upon hydrogen/deuterium (H/D) substitution in terms of lattice
parameters, elastic constants, and Debye temperatures [85]. In this spirit, solid LiH
and LiD therefore can offer a direct comparison between first-principles predictions and
experimental DINS data. This comparison is facilitated by the high symmetry of its
face-centered-cubic crystal structure, shown in Fig. 4.
Ab initio calculations for solid LiH and LiD were performed using Plane-Wave DFT

(PW-DFT) and the generalized-gradient-approximation functional of Perdew, Burke,
and Ernzerhof [86]. From these electronic-structure calculations, NMD observables are
obtained via the computation of phonon dispersion relations and PVDOSs for face-
centered-cubic LiH and LiD crystals. A summary of the results of these calculations is
given in Figs. 5 and 6.
From the simulated phonon dispersion data within the 1BZ, phonon frequencies ω(λ, ~q)

and polarisation vectors ~en(λ, ~q) were numerically calculated for all phonon branches.
NMD widths σn for each atom type along each Cartesian direction (cf. Fig. 4) were
calculated using Eq. (38). Finally, the isotropic average was performed for each nucleus
within the unit cell using Eq. (39). As a check of these calculations, the isotropic average
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Figure 4. Structure of LiH used as input for the PW-DFT calculations explained in detail in the main text.
The numbers indicate the atomic masses for 7Li and 1H. The concentric shells depict the predominantly isotropic
character of the total electron density around a given atom, consistent with a formal oxidation state of +1 and -1
for Li and H, respectively, and the non-directional character of ionic bonding in this material.
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Figure 5. (a) LiH phonon-dispersion curves and (b) total VDOS. To facilitate comparison between (a) and (b),
both figures share the same ordinate (energy) axis.

22



April 1, 2017 11:52 Advances in Physics eVneutronSpectroscopy˙˙AdvPhys˙˙revised˙˙31mar2017˙˙SUBMITTED

Figure 6. PVDOSs for LiH: (a) H and (b) Li.

of the width of the NMD, σn, calculated using Eq. (40) was also compared to the value
obtained from Eq. (38).
The standard deviations of the NMDs along the x̂, ŷ, and ẑ directions for LiH and

LiD are reported in Tables 1 and 2, respectively. The values of σ were calculated for
two distinct temperatures, 20 K and 300 K, using Eq. (38). The average isotropic widths
calculated using Eq. (39) for each individual atom without imposing any symmetry con-
straints in the DFT calculations can also be compared to values obtained using Eq. (40),
both of which lead to the same result within small numerical errors. As a consistency
check, it is worth mentioning that the calculation yields values for the widths of the
NMDs that are the same to within 1-2% for all identical nuclei within the LiH and LiD
unit cells, as one would expect on the grounds of the cubic symmetry of this material.
Table 3 lists theoretical predictions for H and Li nuclei in LiH and LiD at 20 K and

300 K. These values have been obtained using ab initio PVDOSs and Eq. (40), and
correspond to the average kinetic energy and the square root of the second moment of
the NMD.
Similarly, Table 4 lists the theoretical values for H and Li atoms in LiH and LiD for

the directional components of the Laplacian of the effective Born-Oppenheimer potential
(cf. Eq. 50). In addition, we also report the spherical average of the Laplacian, 〈∇2V 〉,
obtained from the phonon dispersion relations [cf. Eq. (47)], and from the PVDOSs [cf.
Eq. (42)]. A comparison of the latter two values provides a sound consistency check of
the validity of our ab initio calculations for both LiH and LiD. In both LiH and LiD,
the components of the Laplacian along all crystallographic directions do not differ from
the spherical average by more than 5%. Thus, the effective Born-Oppenheimer potential
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Table 1. NMD widths along x̂, ŷ, and ẑ for all nuclei in the LiH cell shown in Fig. 4. These widths have been cal-
culated using Eq. (38). The average isotropic widths shown in the last column have been calculated using Eq. (39).

nucleus n σn(x̂) [Å
−1] σn(ŷ) [Å

−1] σn(ẑ) [Å
−1] σn [Å−1]

20 K 300 K 20 K 300 K 20 K 300 K 20 K 300 K
H 3.53 3.60 3.39 3.57 3.44 3.53 3.49 3.57
H 3.53 3.60 3.39 3.57 3.44 3.53 3.49 3.57
H 3.53 3.60 3.39 3.57 3.44 3.53 3.49 3.57
H 3.53 3.60 3.39 3.57 3.44 3.53 3.49 3.57
Li 5.66 7.18 5.60 7.15 5.51 7.10 5.59 7.14
Li 5.66 7.18 5.60 7.15 5.51 7.10 5.59 7.14
Li 5.66 7.18 5.60 7.15 5.51 7.10 5.59 7.14
Li 5.66 7.18 5.60 7.15 5.51 7.10 5.59 7.14

Table 2. NMD widths along x̂, ŷ, and ẑ for all nuclei in the LiD cell shown in Fig. 4. These widths have been cal-
culated using Eq. (38). The average isotropic widths shown in the last column have been calculated using Eq. (39).

nucleus n σn(x̂) [Å
−1] σn(ŷ) [Å

−1] σn(ẑ) [Å
−1] σn [Å−1]

20 K 300 K 20 K 300 K 20 K 300 K 20 K 300 K
D 4.19 4.47 4.15 4.44 4.09 4.39 4.14 4.43
D 4.19 4.47 4.15 4.44 4.09 4.39 4.14 4.43
D 4.19 4.47 4.15 4.44 4.09 4.39 4.14 4.43
D 4.19 4.47 4.15 4.44 4.09 4.39 4.14 4.43
Li 5.69 7.18 5.62 7.15 5.52 7.10 5.61 7.15
Li 5.69 7.18 5.62 7.15 5.52 7.10 5.61 7.15
Li 5.69 7.18 5.62 7.15 5.52 7.10 5.61 7.15
Li 5.69 7.18 5.62 7.15 5.52 7.10 5.61 7.15

Table 3. Average kinetic energies 〈EK〉 and NMD widths σ for H and Li in LiH and LiD.

nucleus 〈EK〉 [meV] σ [Å−1]
20 K 300 K 20 K 300 K

H in LiH 75.8 79.4 3.49 3.57
Li in LiH 28.1 45.9 5.57 7.13
D in LiD 53.4 61.2 4.14 4.43
Li in LiD 28.2 45.9 5.59 7.13

experienced by the nuclei can be considered predominantly isotropic within the accuracy
of the present calculations.
Table 5 lists the experimental values obtained for protons in LiH from DINS exper-

iments at 20 K and 300 K on the VESUVIO spectrometer [87], as well as INS mea-
surements on TOSCA [88], a vibrational neutron spectrometer also located at the ISIS
Facility, Rutherford Appleton Laboratory, United Kingdom [89]. These data include av-
erage kinetic energies (〈EK〉), NMD widths (σ, calculated from 〈EK〉), and the spherical
average of the Laplacian of the effective Born-Oppenheimer potential (〈∇2V 〉), calculated
within the isotropic 3D-HO approximation.
From Table 5 it is apparent that PW-DFT ab initio calculations using VDOSs within

the harmonic approximation provide good estimates of the experimental values for
both the kinetic energy and the width of the proton NMD in solid LiH. The value of
σH = 3.57 Å−1 in LiH obtained from our ab initio calculations at T=300 K is only ∼2%

24



April 1, 2017 11:52 Advances in Physics eVneutronSpectroscopy˙˙AdvPhys˙˙revised˙˙31mar2017˙˙SUBMITTED

Table 4. Theoretical predictions for the (x̂, ŷ, ẑ) components of the Laplacian of the effective Born-Oppenheimer
potential [cf. Eq. (50)] and isotropic average of the Laplacian 〈∇2V 〉. In the last two columns, P denotes
calculated values using phonon dispersion relations [cf. Eq. (47)], whereas V corresponds to explicit use of the
relevant VDOS [cf. Eq. (42)]. All values are given in units of meVÅ−2.

nucleus ∂2Vn

∂x2
∂2Vn

∂y2
∂2Vn

∂z2 〈∇2V 〉P 〈∇2V 〉V
H in LiH 7984 7652 7209 7622 7622
Li in LiH 8602 8137 7378 8055 8053
D in LiD 8033 7664 7202 7641 7642
Li in LiD 8641 8147 7377 8072 8070

Table 5. Experimental values for protons in LiH: average kinetic energies (〈EK〉), NMD widths (σ), and the
spherical average of the Laplacian of the effective Born-Oppenheimer potential (〈∇2V 〉), all calculated within the
isotropic 3D-HO approximation.

T [K] method 〈EK〉 [meV] σ [Å−1] 〈∇2V 〉 [meV Å−2]
300 DINS [87] 76.0 ± 0.3 3.49 ± 0.05 7382 ± 423
20 DINS [87] 73.8 ± 0.3 3.44 ± 0.05 6968 ± 405
20 INS [88] 80 ± 1 3.59 ± 0.05 8265 ± 460

larger than 3.49 ± 0.05 Å−1, the isotropic average value obtained from previous DINS
measurements at the same temperature. Most interestingly, the ab initio value of σH at
T=20 K, 3.49 Å−1, is bracketed by previous experimental values for σH, namely, 3.44
Å−1 (DINS measurements), and 3.59 Å−1 (INS measurements). Also, the ab initio values
of the isotropically averaged Laplacians of the effective Born-Oppenheimer potentials in
LiH, 〈∇2V 〉, agree well with those derived from DINS and INS experiments assuming
an isotropic 3D-HO model. A theoretical value of 〈∇2V 〉=7622 meV Å−2 for H in LiH
is also bracketed by experimental values of 6968 and 8265 and it is only 3% higher than
the value measured in DINS experiments at 300 K.
As long as it is possible to define a unit cell with translational invariance, the approach

described above can be used to study any material regardless of complexity using first-
principles periodic DFT methods and phonon calculations for comparison with DINS
experiments. To a first-order approximation, the effects of temperature on DINS ob-
servables may be accounted for via recourse to the quasiharmonic approximation [90].
This approximation amounts to performing separate phonon calculations for a set of
structures that reproduce the thermal expansion of the material [91]. In this spirit, the
solid-acid CsHSO4 has been studied in some detail recently using DINS and INS [92].
This material is a superb proton conductor above ca. 400 K and has already been used
as the solid electrolyte in intermediate-temperature fuel cells [93]. CsHSO4 is also an
intriguing material in its own right, exhibiting the exclusive formation of a metastable
crystalline phase when grown in aqueous protic media at room temperature. The forma-
tion of this metastable phase is suppressed when the deuterium-to-hydrogen molar ratio
of the aqueous growth medium is higher than 50%, an intriguing isotope effect which
has defied a microscopic explanation to date. Figure 7 shows the structure of this phase,
and serves to illustrate the increased level of complexity of this material relative to the
relatively simple binary hydride presented above.
Table 6 shows a comparison between calculated and classical predictions for spatially

averaged NMD widths in CsHSO4. Recalling the concepts introduced in Section 2.2.1,
the classical limit is given by

25



April 1, 2017 11:52 Advances in Physics eVneutronSpectroscopy˙˙AdvPhys˙˙revised˙˙31mar2017˙˙SUBMITTED

Figure 7. Crystallographic structure of the metastable phase of the proton conductor CsHSO4. Atom types are
represented by different colours as shown in the figure: blue (H), red (O), yellow (S), and purple (Cs).

σcl =

√
MkBT

~
(51)

These classical values provide a lower bound to this DINS observable, as the spatial
confinement arising from chemical-binding forces implies an increase in mean atomic
kinetic energies. Phonon calculations, therefore, enable us to capture NQEs to first order
in the form of an overall ZPE associated with all normal modes of the system projected
onto a given atom [cf. Eq. 38]. To put these ideas on quantitative grounds, we can define
a Quantum-energy Excess (QE) as

QE =
σ2

σ2
cl

=
~
2

MkBT
σ2 (52)

where we note that this quantity is inversely proportional to temperature T and nuclear-
mass M . It is important to note that both of these variables exhibit the same functional
dependence as one approaches the classical limit (QE=1). From Table 6, the QEs asso-
ciated with the proton remain well over unity up to room temperature, a consequence of
the predominantly quantum character of this species up to the transition to the stable
crystallographic phase around 350 K. As this phase is not observed for the deuterated
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Table 6. Comparison of calculated DINS observables for the metastable phase of CsHSO4 relative to classical
(Maxwell-Boltzmann) predictions. The atom labels shown in the first column correspond to those shown in Fig. 7.
The last column reports the corresponding QE, defined by Eq. (52) in the main text.

nucleus σ [Å−1] σcl [Å
−1] QE

10 K 300 K 10 K 300 K 10 K 300 K
H 4.7 4.7 0.5 2.5 92.5 3.6
O1 10.6 12.4 1.8 9.9 34.1 1.6
O2 10.8 12.6 1.8 9.9 35.4 1.6
O3 10.8 12.4 1.8 9.9 35.0 1.6
O4 10.8 12.5 1.8 9.9 35.0 1.6
S 17.7 19.4 2.8 14.1 47.6 1.9
Cs 12.2 28.8 5.2 28.8 5.4 1.0

analogue CsDSO4, this result suggests that differences in ZPEs are related to the emer-
gence of a metastable phase for the H-containing species. At 10 K, the heavier species
also exhibit significant NQEs yet we note that S is characterised by a QE that is sensibly
higher than that for the lighter O, and these differences are still evident at room tem-
perature. This trend can be traced back to the tetrahedral binding environment around
S relative to the peripheral location of O within a given SO4 unit. Of all atomic species,
only Cs has a QE of unity at room temperature. These findings need to be put in the
context of the extensive use of classical molecular dynamics simulations to study this
material, where atomic species (or sometimes rigid fragments containing well-defined
structural units) are treated as classical entities from the outset. Also, these consider-
ations highlight the ability of DINS to provide important insights on the local binding
environment around a given species, very similar to those afforded by other techniques
such as EXAFS and other X-ray-based spectroscopies [94]. These capabilities have been
recently applied to the study of phase polymorphism in organic crystals [95], showing
that DINS along with INS, diffraction, and first-principles calculations can provide a
powerful means of distinguising between different scenarios associated with either phase
coexistence or the progressive onset of dynamical processes as a function of temperature.
It is also noteworthy that the first-principles calculations presented so far to calculate

DINS observables using a phonon-based description of the material within the framework
of DFT methods are well within the reach of modest computational resources (few pro-
cessors, of order 23−25). Much of the progress seen in the development and use of DINS
over the past decade is owed to synergies between the use of first-principles materials
modelling (particularly DFT) and experiment, as well as on the increasing availability
of high-resolution INS data to benchmark these calculations in detail – see, for example,
the compilation of over 700 entries in Ref. [96]. The explosive growth experienced by the
former in the past few years has made it possible to go beyond heuristic and phenomeno-
logical models of the DINS and INS response, and to obtain quantitative estimates using
well-defined approximations for the underlying potential energy landscape at a relatively
low computational cost. Using well-established and widely available DFT codes, it is
possible to treat materials with up to hundreds of atoms per unit cell, yet this upper
limit is constantly being improved by developments in DFT methodologies, particularly
linear-scaling techniques [97].
All in all, the ab initio approach described in this section provides a convenient frame-

work for the prediction of NMDs in solid-state systems, an observable also accessible
via DINS measurements. Likewise, such a framework makes it possible to explore in a
controlled and systematic fashion those features that contribute to the DINS line shape.
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We shall return to this particular (and increasingly important) point in the case studies
presented in Section 3.

2.2.3. Beyond phonons and crystalline order

DINS observables can be calculated beyond the harmonic approximation and a perfectly
ordered lattice. From a computational viewpoint, a treatment of the latter requires cal-
culations with a sufficiently large simulation cell such that the effects of disorder can be
captured adequately by the model. The usual approach involves the calculation of exper-
imental observables as a function of cell size in order to ensure scale invariance. Steady
advances in DFT have paved the way to deal with up to a few thousand atoms per unit
cell, and it would be interesting to see how these methods could be applied to a number
of systems already studied by DINS. These include seminal studies on molecular [98],
metallic [99], and proton glasses [100], and more recent studies on molecular and cluster
confinement in zeolites [101], or the solid phases of metal-ammonia compounds [102].
Liquids represent the ultimate limit of disorder in condensed matter, and an up-to-

date review on NQEs in aqueous systems is given in Ref. [103]. In this case, the existence
of well-defined normal modes of vibration cannot be taken generally as a good starting
point, and NMDs need to be calculated explicitly in order to obtain DINS observables
for comparison with experimental data. To this end, Path Integral (PI) methods are
used. In essence, PI allows for a numerically exact evaluation of n(p) from the density

matrix ρ(~r,~r′) = 〈~r| exp(−Ĥ/kBT )|~r′〉 where Ĥ is the Hamiltonian operator. In terms
of these quantities, the NMD is given by the following orientationally averaged Fourier
relationship [104]

n(p) =
〈 1

2π~3

∫
d~rd~r′ exp [

i

~
~p(~r−~r′)]

ρ(~r,~r′)
Z

〉
Ω

(53)

where Z is the partition function

Z =

∫
d~rρ(~r,~r) (54)

We note that Z is an integral over diagonal terms, whereas n(p) includes off-diagonal
elements and, therefore, its evaluation is computationally costly. Increasingly efficient
methods continue to be developed to speed up these calculations [44, 45]. In particular,
Lin et al. [44] have proposed an efficient and physically insightful approach to evaluate
the open-path distribution given by Eq. (53) whereby free-particle and environmental
contributions may be separated and the latter is related to the free-energy landscape
around the atom, thereby facilitating the interpretation of NQEs such as tunelling, par-
ticle delocalisation, and isotope effects [105].
The most widely used PI method is PIMD, introduced earlier when discussing NQEs in

Fig. 3. Other PI methods include Ring-Polymer and Centroid Molecular Dynamics, all of
which assume the validity of the Born-Oppenheimer approximation to separate nuclear
and electronic motions. The essence of these methods is illustrated in Fig. 8, where the
description of the quantum problem for nuclear motions is achieved via the use of a num-
ber of replicas (or beads) which are connected to each other via harmonic springs in a
sequential fashion, and these are propagated in imaginary time, i.e., a time-independent
quantum system is mapped onto a time-dependent classical one in the limit of an infi-
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Figure 8. Schematic diagram illustrating the PI method. The water molecule is used as example. Adjacent beads
are connected to each other with harmonic springs and the entire ensemble of beads is subjected to periodic
boundary conditions. Reproduced from Ref. [103].

nite number of beads. Convergence to this limit needs to be always checked carefully,
making these calculations quite costly. New software tools to perform PI are also being
developed with a view to their widespread use in conjunction with an increasing number
of materials modelling codes [106]. With the exception of quantum-mechanical particle-
exchange requiring more sophisticated approaches [107], PI captures all the requisite
physics associated with static properties at thermodynamic equilibrium of an ensem-
ble of distinguishable quantum particles, the NMD being one such quantity. Extension
of these methods to the calculation of real-time correlation functions (and, therefore,
scattering observables in the INS and QENS regimes) remains an unsolved challenge in
chemical physics and is still an active area of research. For a recent review, see Ref. [108]

2.3. The practice of electron-volt neutron spectroscopy

2.3.1. The VESUVIO spectrometer

This section provides a detailed description of VESUVIO, a so-called inverted-geometry
neutron spectrometer designed to measure NMDs using eV neutrons. We place emphasis
on recent technical developments since the field of eV neutron spectroscopy was last re-
viewed in detail [1]. In its current incarnation, VESUVIO has been operational for about
a decade at the ISIS Facility, Rutherford Appleton Laboratory, United Kingdom [11, 29–
32]. The neutron energies available on VESUVIO are up to two orders of magnitude
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Figure 9. Schematic diagram of the VESUVIO spectrometer. Labels in the main figure describe the main com-
ponents of the instrument. The inset on the left offers a view from the top, where letters are used to designate
the location of different detector banks. The numbers associated with each detector bank indicate the present
numbering sequence. For further details, see the main text.

higher than any other neutron instrument in the world currently supporting a science
programme. In this context, we note recent and exciting developments associated with
the construction and commissioning of a DINS spectrometer at the Bariloche Electron
LINAC in Argentina [109–111], as well as initiatives in support of similar instrumenta-
tion at the CSNS in China [112] and the SNS in the USA [113]. In terms of energy and
momentum transfers, VESUVIO provides routine access to 0.5 eV< ~ω < 150 eV and
20 Å−1 < ~Q < 300 Å−1, respectively. This wide coverage guarantees that the neutron-
scattering regime accessible in the experiments is well within the framework of the IA
(see Section 2.1.1). A schematic layout of the instrument is shown in Fig. 9.
As an inverted-geometry spectrometer, VESUVIO uses a polychromatic incident neu-

tron beam characterized by an energy spectrum I(E0), peaked at about 0.03 eV and
with an E−0.9

0 tail in the epithermal region, as shown in Fig. 10. A recent upgrade of the
water moderator at ISIS Target Station I has improved considerably the flux at ther-
mal energies, opening up new opportunities for the simultaneous acquisition of DINS,
diffraction, resonant capture, and transmission data over several orders of magnitude in
neutron energy. Incident neutrons having initial energy E0 travel a distance L0 from the
moderator to the sample. After scattering at an angle φ, neutrons with final energy E1

travel a distance L1 to the detector as schematically shown in Fig. 9 [114–117]. Energy
selection on the instrument is performed using a resonance filter after scattering by the
sample, typically Au or U foils (see discussion below).
The incident and transmitted beam monitors (S1 and S2 in Fig. 9) consist of beads

of 6Li-doped scintillator glass. The instrument is equipped with forward and backscat-
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Figure 10. Incident neutron flux on VESUVIO as a function of energy – please note the logarithimic scales for
both ordinate and abcissa in the main figure. The dashed black line corresponds to a fit of the experimental data
to a power-law of the form E−0.9. The inset shows the flux gain as a function of energy following a recent upgrade

of the water moderator.

tering detector banks. The forward bank employs 64 Cerium-doped Yttrium Aluminium
Perovskite (YAP) γ-ray detectors, at present the best detectors of their kind in terms
of efficiency and signal-to-background ratio [12, 14, 18, 19, 21, 118]. These scintillators
are located at a distance between 50 and 75 cm from the sample position (S135–S198 in
Fig. 9), covering an angular range 33◦ < φ < 67◦. YAP is a fast, mechanically rugged,
and chemically resistant scintillator material with a density of 5.55 g/cm3, which ensures
a light yield of 18000 photons/MeV and constant detection efficiency as a function of
time t. The detector has a short decay time of τ = 27 ns and a wavelength of maximum
emission of 350 nm. This material is relatively stable over a wide temperature range and
its chemical composition is such that no neutron resonances are present over the range 1-
200 eV. An array of 132 6Li-doped neutron detectors is used for the backscattering bank,
arranged in a semicircle below the scattering plane. Located between 45 and 70 cm from
the sample position (S3–S134 in Fig. 9), they cover a range of angles 130◦ < φ < 163◦.
With 6Li, detection efficiencies are roughly proportional to t and count rates are thus
significantly reduced at short t.
At present, VESUVIO can operate in two modes, namely, Resonance-Filter (RF) and

Resonance-Detector (RD) configurations [1, 119, 120]. Both configurations utilize a so-
called analyzer foil of a specific material, such as 238U or 197Au, located in the secondary
flight path. This analyzer foil strongly absorbs neutrons within narrow energy inter-
vals around nuclear resonances, thus selecting the energy of the scattered neutrons i.e.,
E1 ∼ 4.9± 0.15 eV for the Au foil currently in use. This tight spectral resolution in the
eV region remains unique to inverted-geometry instrumentation like VESUVIO. Refer-
ence [121] provides an up-to-date appraisal of the complementarity between VESUVIO-
like spectrometers and direct-geometry instruments using mechanical methods to effect
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the selection of incident neutron velocities, e.g., use of choppers.
In the RF configuration currently used in backscattering geometry, the analyzer foil is

cycled in and out of the scattered neutron beam and two measurements are taken, one
with the foil between sample and detector (foil-in) and the other with the foil removed
(foil-out). DINS time-of-flight (TOF) spectra correspond to the difference between the
two measurements which are collected by 6Li-doped glass detectors, primarily sensitive to
neutrons. This standard protocol is referred to as the Single-Difference (SD) technique [1,
29]. Double-Difference (DD) techniques are also in use on VESUVIO to improve final-
energy resolution [122, 123]. With DD techniques, the Lorentzian long tails are largely
removed and, thus, energy resolution is improved considerably. More details can be found
in Refs. [1, 123].
The RD configuration used in forward scattering geometry employs the foil to define

the energy of the scattered neutrons via resonant neutron absorption, and a γ-ray detec-
tor to probe the prompt cascade following the subsequent (n,γ) reaction [19]. In the RD
configuration, the measurement of the time of arrival of the γ-rays, which coincides with
neutron absorption by the foil, allows the determination of the initial neutron energy E0

through TOF techniques. This configuration is currently the one chosen for the VESU-
VIO forward-scattering bank using the YAP γ-ray detectors described above, designed
to function both as neutron and energy selectors via the use of Au foils placed on the
YAP-detector surface. Since γ-ray emission is effectively instantaneous on the timescale
of the neutron TOF measurements, both the TOF and the energy E1 of the absorbed
neutron are determined when a γ-ray is detected. By use of a secondary foil placed in
two distinct positions, both energy resolution and signal-to-background ratios can be
greatly improved. In foil-out measurements, scattered neutrons only see the primary foil,
whereas foil-in measurements require them to pass through a secondary foil prior to
reaching the primary foil. The secondary Au foil has the same nominal thickness as the
primary foil and it is cycled, that is, moved repeatedly between the two positions within
a data collection period. This cycling procedure removes drifts in detector efficiency with
time caused by, for example, changes in temperature or other environmental factors. The
final TOF spectrum in forward scattering is then obtained from subtraction of the foil-in
from the foil-out raw data. This method, known as foil-cycling (FC), is illustrated in
Fig. 11 [18, 124].
The foil-out neutron count rate at a given detector placed at a scattering angle φ is

given by:

Cout(E0, E1, φ) = C(E0, E1, φ)A(E1)η +Bout(E0, E1, φ). (55)

where η is the probability that the γ-ray cascade is registered by the YAP detector,
and Bout is the γ background in the absence of the secondary foil. C(E0, E1, φ) is the
standard expression for the count rate as a function of TOF on an inverted-geometry
spectrometer, i.e., the rate at which scattered neutrons impinge on a given detector after
scattering by the sample. This function depends on the incident neutron spectrum and
the scattering properties of the sample [cf. Eq. (62) in the next section].
For the foil-in measurement, the secondary foil is placed between the scattered neutron

beam and detector, so that neutrons have to pass through it to reach the primary foil (see
Fig. 11). Hence, the count rate from the primary foil is reduced by the factor [1−A(E1)],
that is,
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Figure 11. Illustration of the FC technique using a primary Au foil (A) covering the surface of the YAP detector
(D) and a movable secondary Au foil (F) of identical thickness. S denotes sample and ni and ns correspond to
the incident and scattered neutron, respectively. The inset shows the corresponding TOF data from a polythene
standard at 300 K with and without the foil, as well the resulting difference in a different scale. For further details,
see the main text.

Cin(E0, E1, φ) = C(E0, E1, φ)[1−A(E1)]A(E1)η +Bin(E0, E1, φ) (56)

where Bin is the background in the ‘foil-in’ configuration. DINS data in TOF correspond
to the difference between these two count rates:

Cout(E0, E1, φ)−Cin(E0, E1, φ) = C(E0, E1, φ)A
2(E1)η+ (57)

[Bout(E0, E1, φ)−Bin(E0, E1, φ)]

This difference method removes most of the γ-ray background and also improves spec-
tral resolution.
In summary, energy resolution is greatly improved with the RD configuration. Fur-

thermore, the energy resolution function in the RF configuration is determined by the
absorption profile of the foil [A(E1)] and has an almost Lorentzian line shape. As can be
appreciated from Eq. (57), foil absorption in the RD method appears as [A(E1)]

2, which
considerably improves spectral resolution, as illustrated in Fig. 12.
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Figure 12. Illustration of the three RD configurations required to make use of both thin and thick foils, also

described in more detail in the main text. The inset on the right shows the corresponding raw TOF data in
backscattering for Fe at 300 K. The inset on the left shows the subtracted SD and DD data normalised to the

same integrated area. DD (black) leads to a strong suppression of the long tails seen with SD (red), and a much-
improved spectral resolution.

2.3.2. From raw neutron counts to momentum distributions

The analysis of DINS experiments relies on the application of TOF methods [48]. The
total TOF t for a neutron traveling from moderator to a given detector may be obtained
from:

t− τ =
L0

v0
+

L1

v1
= A

(
L0

E
1/2
0

+
L1

E
1/2
1

)
(58)

where τ is the time delay introduced by the instrument electronics, L0 the distance from
source to sample, L1 the distance from sample to detector, v0 and v1 the incident and
scattered neutron velocities, E0 and E1 are the corresponding energies, respectively, and
A is a constant equal to 72.3 eV1/2µs m−1.
Likewise, energy transfer is defined as:

~ω = E0 − E1 (59)
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and the magnitude of the momentum transfer by:

~Q = B
(
E0 + E1 − 2

√
E0E1 cosφ

)1/2
(60)

with B = (2m
~2 )1/2 = 21.97 Å−1 eV−1/2. Equations (58) and (59) can be used to define

E0 for a given scattering angle φ in terms of E1 and t:

E0(E1, t) =
m

2

(
L0v1

v1(t− τ)− L1

)2

. (61)

The standard expression for the count rate as a function of t on an inverse-geometry
spectrometer is [48]:

C(t) = 2

(
2

m

)1/2 E
3/2
0

L0
I(E0)D(E1)N

d2σ

dΩdE1
∆Ω (62)

where I (E0)dE0 is the number of incident neutrons per unit time with energies between
E0 and E0+dE0 and D(E1) is the probability that a neutron of energy E1 is detected. N

is the number of atoms illuminated by the incident beam, d2σ
dΩdE1

the double differential
scattering cross section defined earlier via Eq. (1), and ∆Ω the solid angle subtended by
a given detector. Combining Eqs. (62) and (11) for a sample containing different atoms
of mass M , and introducing a mass-dependent resolution function RM (t), one can write:

C(t) =
E0I(E0)

Q

∑

M

AMMJM (yM )⊗RM (t) (63)

where

AM = [
2

L0
D(ER)

√
2ER

m
∆Ω]NMb2M (64)

with b2M related to the ‘free’ total scattering cross section via the expression σ2
M =

4πb2M
[1+M

m
]2

[2]. DINS measurements as currently implemented on VESUVIO give access to

scattered intensities as a function of energy (~ω) and momentum transfer (~Q). We also
recall that the convolution product ⊗ constitutes an approximation whose validity has
been tested thoroughly in the context of VESUVIO data analysis [56, 57] – cf. Eq. (20) in
Section 2.1.1. Through the TOF profiles as a function of scattering angle φ [see Eq. (58)],
it becomes possible to explore NMDs in a quantitative manner. For systems comprising of
more than one nuclide, DINS can then be viewed as a (rather unique!) mass-spectroscopic
technique where each nucleus in the sample contributes to the overall TOF spectrum as
a Doppler-broadened recoil peak (see Section 2.3.3 below). Representative recoil data are
shown in Fig. 13 to illustrate different yet, at the same time, equivalent ways of treating
the experimental data (left panels), as well as the ability to separate the response from
different masses.
Beyond recoil scattering, Figure 14 illustrates the plethora of information given by an

instrument like VESUVIO, emphasizing the concurrent nature of these measurements.
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Figure 13. Representative recoil data using eV neutrons. Left: a 2-mm Pb standard at 300 K represented in either
TOF (a) or y space (b). Right: a mixture of polythene, Al, and Nb, to illustrate the intrinsic mass-selectivity
of these measurements. (c) and (d) correspond to forward and backscattering geometries, respectively. To ease
visualisation, individual datasets for a particular scattering angle are shown with different colours and have been
offset by arbitrary constants along the ordinate axis. As expected on kinematic grounds, the broad feature in
forward scattering corresponds to H. Also note that in backscattering, the response from the heavier masses can
be separated more readily than in forward scattering.

These include neutron diffraction, resonant capture, as well transmission data over sev-
eral orders of magnitude in incident neutron energy. This versatility is a fortunate con-
sequence of the unavoidable need with current detector technologies to implement foil-
cycling techniques in order to effect energy analysis with eV neutrons. When the foils
are absent, VESUVIO is for all practical purposes a neutron diffractometer. This feature
has been exploited rather sporadically in the past [126–128], and its usefulness in the
study of complex materials is further demonstrated in Section 3.2. Moreover, the use
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Figure 14. Simultaneous neutron measurements on a 0.25-mm Indium foil. Blue(red) data corrrespond to

80(300) K, respectively. Left: neutron diffraction (a) and resonant (n,γ) neutron capture (c). The diffraction
data have been obtained from the cumulative sum of all backscattering detectors, and have been shifted by an

arbitrary constant along the ordinate axis in order to facilitate comparison. Right: the top panel shows recoil
data in TOF (b), including the contributions from Al (sample environment) and In. Panel (d) corresponds to
transmission data, noting the logarithmic scale for the abscissa. The strong dips above 1 eV in these data arise
from resonant scattering.

of γ-sensitive detectors also allows for the detection of reaction products from resonant
neutron capture. In the simplest of cases, these data have already been used to quantify
in a non-destructive manner the elemental composition [129] and effective temperature of
a respectable number of (typically heavy) elements in materials [130]. These features are
illustrated in Fig. 14, where the line shape of a neutron-capture resonance from Indium
exhibits a marked temperature dependence. These changes are ultimately related to the
underlying NMD, and new methods to perform this analysis in a quantitative manner
are the subject of intense research and development efforts at the present time.
The usual approach to analyse experimental recoil data is to account for the Doppler

broadening of a recoil peak by relating it to the underlying NMD of the target nucleus. In
practice, DINS data analysis requires a quantitative comparison of NMDs obtained from
data at different scattering angles. n(p) is eventually calculated using one of the models
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introduced in Sections 2.1 and 2.2 and model parameters are optimised using data-fitting
protocols. FSE corrections at finite Q (cf. Section 2.1.2) are routinely incorporated into
the data treatment using the expression detailed in Eq. (18) as well as the instrumental
resolution function, RM (t), which for each M is described by a y- and Q-dependent line
shape for each detector l, i.e., Rl(y,Q) introduced in Eq. (20) [124]. It is important to
note that the physically relevant variables y and Q are to be regarded as explicit functions
of all instrument parameters t, L0, L1, φ, and E1. As such, they can be calculated for
each TOF channel at a given detector l. The instrument resolution also varies across
detectors and is determined through calibration procedures whereby y for a given mass
M is also an explicit function of instrument parameters, that is, y = y(t, L0, L1, φ, E1).
The contribution of a given parameter p to the resolution can be then obtained from the
relation [124]

∆yp =
∂y

∂p
∆p (65)

where ∆p denotes the measured uncertainty in p. Figure 15 shows values for these dif-
ferent components and for different nuclei in momentum space. In this treatment, these
are assumed to be Gaussian except for the energy resolution function which is a Voigt
profile, i.e., the convolution of Lorentzian and Gaussian line shapes. For all masses, the
two dominant components to the resolution are those associated with the scattering an-
gle and neutron energy. For the case of the proton, the angular resolution component
dominates and for masses up to around 20 amu, the overall resolution is about one-fourth
of intrinsic peak widths [124]. Further improvements of the resolution for moderate-mass
and heavier nuclides can be achieved in a number of ways. These include using YAP
detectors in backscattering geometry and the use of U foils rather than Au to effect
final-energy analysis [124]. Another possibility that has been recently considered would
be to increase the incident flight path L0 from the current 11 m to over 20 m [125].
As many of the separate resolution components depend on the ratio of primary to sec-
ondary paths L0/L1, this change alone would result in an overall improvement of the
resolution for all nuclei, both light and heavy. In addition to the works cited above,
Ref. [22] provides a more detailed account of the formalism used to calculate the in-
strumental resolution in indirect-geometry spectrometers, with special emphasis on its
application to spectroscopy with epithermal neutrons.
In order to derive the NMD for a particular mass, it is necessary to subtract all un-

wanted contributions to the experimental TOF data. Such contributions include multi-
ple scattering, the scattering response from species other than the mass of interest, and
γ-backgrounds. Multiple scattering is calculated for each scattering angle using a Monte-
Carlo procedure described in Ref. [123] and then subtracted from the data. The unwanted
scattering contributions from other atoms in the sample are subtracted by fitting the data
and subtracting the fits to masses other than that of interest. For hydrogenous samples
where the proton peak is well separated from those of other atoms, cross-correlations
between fitting parameters for different masses are small and this procedure is very ef-
ficient. Once all unwanted components have been removed, the data consist of a series
of TOF spectra containing only the recoil peaks of the masses of interest. These spectra
are simultaneously fitted to Eq. (63) convolved with the appropriate instrument res-
olution function. Since the resolution function on VESUVIO varies significantly with
scattering angle, each DINS spectrum needs to be fitted following this procedure. In an
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Figure 15. Resolution components in momentum space on VESUVIO for H (a) and D (b) in forward-scattering
geometry using YAP detectors. (c)-(f) correspond to the resolution in backscattering using DD: Li; O; Pb; and 4He.

Colours and symbols indicate different components to the overall resolution function: angular (blue rectangles);
Gaussian energy component (green open circles); Lorentzian energy component (red crosses); uncertainty in L0

(black filled circles); uncertainty in L1 (pink filled circles); time uncertainties (light blue filled dots). Typical NMD
widths are 3-5, 5-6, 7-8, 10-15, 30-40, and 1 Å−1 for H, D, Li, O, Pb, and liquid 4He, respectively. Reproduced

with permission from Ref. [124].

isotropic sample, there are typically a total of 64 spectra fitted simultaneously, whereas
with a single-crystal sample as many as 300 spectra comprising several crystal orienta-
tions relative to the incident beam may be fitted simultaneously [55]. Then, n(p) can be
reconstructed as described in Section 2.1.2. Reference [131] describes recent software de-
velopments aimed at providing a unified framework for the analysis of DINS data. These
include the use of Bayesian inference methods to effect model selection [132], a tool of in-
creasing importance and relevance to assess the information content of oftentimes sparse
data sets, particularly those exhibiting intrinsic mass selectivity in TOF – cf. Section
2.3.3 and Ref. [133]. Its first use in the analysis of experimental DINS data enabled the
determination of the maximum number of statistically significant coefficients in the Her-
mite polynomial expansion of the NMD [31]. More recent work has examined general
model-selection protocols taking as starting point a set of possible NMD ‘priors’ [134].
Further details of DINS data analysis can also be found in Refs. [1, 31].

2.3.3. Mass-selective neutron spectroscopy

Beyond the study of individual nuclides in a condensed-matter or molecular system, the
recoil data shown in Fig. 2 has already illustrated that neutron scattering using incident
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energies in the eV range may also be regarded as a mass-selective spectroscopic technique
where each atomic mass in the material contributes to the overall TOF spectrum in the
form of a Doppler-broadened recoil peak [1]. The use of epithermal neutrons with ener-
gies up to hundreds of eV (orders of magnitude above phonon frequencies in condensed
matter) guarantees sufficiently high momentum transfers such that the width of recoil
peaks in the energy domain can be related to the NMD of the target nucleus prior to
the scattering event, i.e., the celebrated IA discussed earlier. With sufficient spectral res-
olution (as that afforded by inverted-geometry neutron spectrometers like VESUVIO),
the overall widths of these recoil lines become sensitive to the chemical binding envi-
ronment of a particular atom. Such mass and chemical selectivity (particularly for light
nuclides) places DINS in a unique position relative to other scattering techniques. As
discussed in the previous sections, the primary application of DINS has focused on the
study of NQEs associated with proton motions. Beyond the proton, recent instrument
developments offer the exciting prospects of extending the realm of applicability of DINS
techniques to MANSE studies of materials containing heavier nuclides including D, Li,
B, C, O, F, etc. In this context, it is worth recalling pioneering work on molecular and
metallic glasses [98, 99] as an early illustration of the use of DINS and computer simu-
lation to explore the consequences of spatial disorder and glassy behaviour in the solid
state. For the case of hydrogenated and deuterated methanol, it was found that the crys-
tal had an excess mean kinetic energy of up to 5 meV relative to the glass. The origin
of such a difference was attributed to the ‘lattice’ contribution to H/D NMD widths
since internal molecular frequencies were not expected to exhibit strong variations in
passing from glass to crystal, and the same was expected to apply to mean-square dis-
placements. The contribution of inter and intramolecular modes to the VDOS for the
low-temperature glass and the crystal were first taken from force-field-based classical
molecular dynamics and phonon calculations carried out on ensembles of rigid molecular
units. Such an energy distribution for the VDOS implied a complete separation between
internal and external molecular modes, and was further validated via comparison with
experimental DINS data. Based on the model proposed, it was found that the dominant
contribution to calculated H NMD widths stemmed from intramolecular modes with only
about 7-12% attributable to collective (lattice) motions. The authors also argued that
the net result of anharmonicity in the glassy state translates into a narrowing of NMDs,
an effect which arises from the use of a simple anharmonic (up to fourth-order) pertur-
bation to the harmonic potential. Estimates of such effects indicated that rather large
anharmonicities (above some 5% in terms of the ratio of quartic to quadratic force con-
stants) were required in order to translate these into a measurable effect on NCPs using
the instrumentation available at the time. Similar conclusions in terms of lower atomic
mean kinetic energies in the glassy state relative to the thermodynamically stable crystal
phases were subsequently reported for Ni0.83B0.17 alloys, further demonstrating that a
number of microscopically anomalous features of metastable matter can be traced back
to the very-short timescales amenable to investigation using DINS. These findings tell us
that the fingerprints characteristic of glassy dynamics are not confined to low frequencies
but, rather, they can extend over at least fourteen decades in frequency, from long-time
relaxation processes all the way up to atomic motions. The effects of topological disorder
brought forward via glassification are then translated into a measurable modification of
atomic NMDs. Even if the measured effects are relatively weak, the analysis in terms of
molecular and lattice contributions to the total kinetic energy provided a solid framework
for an understanding of the experimental DINS data.
Since these initial (and quite remarkable) investigations in the early days, an increasing

number of MANSE studies have been reported recently including bulk and nanoencap-
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sulated NaH [101], 7LiF [135], and LiH and its deuterated counterpart LiD [78, 136].
In spite of the relatively low neutron-scattering cross sections of elements like Li, these
studies have demonstrated sufficient sensitivity to the underlying NMD for this tech-
nologically relevant nuclide via a judicious choice of experimental conditions. In what
follows, we summarise current developments in this emerging area of application of the
DINS technique by revisiting in some detail the case of LiH and LiD, covered earlier in
Section 2.2.2 when discussing the calculation of DINS observables for crystalline mate-
rials. For more details on recent developments of the MANSE technique, the reader is
referred to Refs. [136, 137].
MANSE data for LiH and LiD measured on the VESUVIO spectrometer are shown in

Figs. 16-17. These data are shown as TOF spectra in both forward and back-scattering
geometries, in order to highlight that the (nearly) isobaric nature of the neutron relative
to the proton dictates that the latter can only scatter in the forward direction, provided
that the observed signal originates from single-scattering events. Use of TOF data directly
for data analysis necessarily implies that the underlying NMDs (most naturally expressed
in y-space) are ‘forward-convolved’ to simulate experimental data.
We recall that for a total of N different masses present in the sample, the total count

rate Cφ(t) at a fixed scattering angle φ is given by Eq. (63)

Cφ(t) = A′[
E0I(E0)

Q
]t ×

N∑

M=1

IMMMJM [yM (t)]⊗RM [yM (t)] (66)

where A′ is an constant and the mass–independent factor [E0I(E0)
Q ]t is a function of

the incident neutron spectrum I[E0(t)], the initial neutron energy E0(t), and Q(t), all
parametrically dependent on the TOF t. In Eq. (66), JM [yM (t)] for a given mass M
conforms to a suitable model for the NMD as discussed in Sections 2.1 and 2.2. Integrated
peak intensities IM are proportional to the scattering power for a given mass IM =
ANMσM , where σM = 4πb2M is the total (bound) neutron-scattering cross section [2, 84].
Equation (66) encapsulates the merits and strengths of MANSE. First, MANSE data
provides a simple head count of different elements in the sample, an observable that
might not be a trivial one to measure (i.e., think of minute concentrations of H or Li
in a heavy-metal matrix). Current limits of detection of H on VESUVIO, for example,
are estimated to be in the µmol/cm2 range. Second, the line shape associated with the
DINS response of each individual mass is directly related to the underlying NMD (i.e.,
its second-order moment, which in turn is related to the average kinetic energy 〈EK〉).
The solid lines in Figs. 16-17 correspond to the best fits to the experimental data using

Eq. (66) over the entire angular range in forward and backscattering. These experimental
data, therefore, correspond to the cumulative sum of unit-area-normalised TOF data on
a detector-by-detector basis across the entire angular range available on the instrument,
a procedure that leads to an order-of-magnitude increase in detected flux with little loss
in information content – i.e., it is still possible to extract reliable information associated
with the NMD for each individual nuclide. In this particular case, the underlying NMDs
assume Gaussian behaviour as well as FSEs compliant with a 3D–HO model, in line with
previous experimental and first-principles studies [78]. The agreement between experi-
mental data and associated fits of unit-normalised sums for LiH and LiD TOF spectra
is very good both in forward and backscattering, as well as bring to the fore a number
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Figure 16. Sum of unit-area-normalised LiH TOF spectra (black symbols) in forward (a) and backscattering
(b) compared with the sum of unit-area-normalized individual fits (black line). Individual mass contributions are
shown by the solid lines. See the main text for further details.

of features in these data worthwhile commenting upon in some depth. These summed
TOF data contain broad distributions from H(D) in LiH(LiD). This feature arises from
purely kinematic considerations defining the centre of recoil profiles, with H and D peaks
appearing over a broad range of TOFs at different scattering angles φ. In backscattering
(cf. Figs. 16b and 17b), such a dependence of recoil-peak TOF positions as a function of
φ is far less pronounced. This situation clearly offers the possibility of clean isolation of
detector-summed DINS data arising from individual recoil peaks for M > 1 amu,
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Figure 17. Sum of unit-area-normalised LiD TOF spectra (black symbols) in forward (a) and backscattering
(b) compared with the sum of unit-area-normalized individual fits (black line). Individual mass contributions are
shown by the solid lines.

In addition, these results show that a similar strategy is also possible in forward scat-
tering, as the sums of unit-normalised TOF data are resolved well enough to be unique
functions of the underlying individual NMDs. This feature is further demonstrated in
Figs. 16a and 17a showing the presence of distinct shoulders and subsidiary maxima in
the H and D recoil spectra, as well as a reasonable degree of separation of Li and Al
(sample container). It is also important to note that the insights brought forward by the
analysis of these summed data are of direct relevance to the exciting prospects of signifi-

43



April 1, 2017 11:52 Advances in Physics eVneutronSpectroscopy˙˙AdvPhys˙˙revised˙˙31mar2017˙˙SUBMITTED

cant enhancements in effective count rates in future DINS studies of complex materials.
With the present experimental setup on VESUVIO, these gains can be greater than two
orders of magnitude, provided that the resulting DINS line shape is still sensitive to
the spectral moments of the underlying NMD. Whereas the viability of this approach
is quite clear for backscattering data, further work is required to assess its range of ap-
plicability in the forward-scattering direction. To this end, one possibility may involve
increasing recoil-peak visibility by focusing specific sets of forward-scattering detectors
to yield the best possible peak separation, i.e., in the angular range between 55 and
65◦. The other possibility would be the use of summed and normalised foil-in spectra.
Here the gain would be twofold, firstly from a sheer signal-to-noise-ratio gain obtained
by circumventing the need to perform foil-in/foil-out differencing and, secondly, from a
significant reduction in data-acquisition times. These and other possibilities are discussed
in more detail in Refs. [137, 138], including extension of the MANSE technique to the
simultaneous study of hydrogen, carbon, and oxygen atoms in organic ferroelectrics.

3. Case studies in materials science

The previous sections have already presented a wide range of DINS studies performed
over the past decade, with an emphasis on new classes of materials, as well as emerg-
ing experimental and computational methodologies to tackle these. In the following, we
extend this discussion to illustrate the use of DINS in specific areas of contemporary
materials research. Possibilities associated with the use of DINS remain practically un-
limited, and much remains to be explored. Having both the DINS expert and novice in
mind, the primary aim of this section is, therefore, to stimulate further and exciting work
in the foreseeable future.
We start with water, a molecule central to both chemistry and life, as well as the

subject of intense DINS research over the past decade. The structure and dynamics of
this ubiquitous molecule in the liquid phase are directly (and profoundly) influenced by
quantum mechanics, not only in terms of its electronic structure and chemical bonding,
but also at the level of nuclear motions. NQEs include ZPEs, tunnelling across HBs,
anomalous ionic conductivity, intriguing isotope effects in its thermodynamic properties,
and large deviations from classical (Maxwell-Boltzmann) behaviour for both the average
nuclear kinetic energy 〈EK〉 of individual nuclei and their associated NMDs. As one
would näıvely anticipate on qualitative grounds, these effects are most prominent for the
proton, owing to its light mass. Recent DINS work has also established that NQEs can
also be of key importance to explain the dynamics of the heavier O atom. As stressed
earlier in this work, DINS observables provide unique information on the underlying
potential energy surface that individual nuclei see as the local environment evolves, as, for
instance, in the presence of proton tunnelling, delocalisation, and bond breaking. Changes
to the properties of water as a result of extreme (nanoscale) confinement in porous
materials or by direct interaction with the surface of biomolecules are also discussed in
detail, with implications to charge and molecular transport of relevance to proton- and
ion-conduction mechanisms in a growing number of situation of practical interest. The
second case study presented in this section deals with the behaviour of H2 adsorbed in
nanostructured materials. In this case, we focus on the specific scientific questions that
DINS can address in the study of energy materials, so as to illustrate to the unfamiliar
readership how the technique can provide unique insights not amenable to investigation
by other experimental probes, including the spatial orientation of the H2 adsorbate or
the characteristic energy scales associated with adsorbate-adsorbate interactions.
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3.1. Water, from the bulk to the nanoscale

Water is an essential component on Earth, exhibiting a number of unique and anoma-
lous physical and chemical properties in both bulk states and under confinement. The
structural and dynamical properties of water play a central role in many phenomena of
relevance to fundamental and applied science. These can be attributed to the ability of
the water molecules to establish a dense but still very dynamic 3D HB network, in which
both the number and the strength of HBs continuously fluctuate. As a result, NQEs in
aqueous media can be very significant even at ambient conditions, and are known to af-
fect in a fundamental way charge-transfer mechanisms underpinning acid-base chemistry.
For example, the pH of liquid water exhibits strong changes upon isotopic substitution:
it goes from 7.0 to 7.4 upon deuteration, and to 7.6 upon tritiation. Extrapolation of this
trend to the classical limit of nuclear motions (i.e., infinite mass), the pH of water would
be 8.5, that is, a thirty-fold change in the equilibrium acid-dissociation constant [103].
Moreover, the water molecule is also known to control reactivity in biological media, as
evidenced by dramatic effects on molecular and biomolecular stability upon H/D sub-
stitution [139, 140]. The HB network in water displays remarkable flexibility at room
temperature, a consequence of its peculiar dynamics, while a decrease in temperature
from liquid water to ice results in a much-stiffer HB network. The end result is that
ice displays far fewer exceptional properties than liquid water and is no longer a life-
supporting medium. The origin of this flexibility in liquid water can be traced back to
large librational excursions that H2O molecules can perform without breaking the HB
network, a possibility that classical methods to describe ordinary liquids have great dif-
ficulties taking into account. Interest in a thorough understanding of this extended HB
network at molecular and mesoscopic scales is continuously growing and experimental
and theoretical studies of aqueous media constitute one of the main fields of interest in
physics and chemistry. Historically, the description of these dynamic properties can be
traced back to infrared and Raman studies of vibrational spectra, followed by more recent
neutron investigations. This evolution has led to an assessment of subtle effects associated
with anharmonicity and NQEs, concepts which naturally emerge when interpreting the
exceptional spectroscopic properties of HBs, in an attempt to understand which bond-
ing motifs constitute the primary path through which protons can be transferred across
molecules at the mesoscale.
This section presents an overview of most significative results of microscopic single-

particle dynamical properties of water investigated by DINS over the past decade. These
studies were made possible by the development of the new techniques and experimental
strategies described in Section 2.3.1. The technique has been extensively applied to refine
the study of the single-particle dynamics of light nuclei such as H and D, as well as to
extend these heavier nuclei such as O and beyond [35].
As far as water is concerned, DINS is currently a quantitative and well-established

technique capable to get fresh insights into the intermolecular HB interactions at the
heart of the peculiar properties of water, in many respects complementary to INS and
optical spectroscopy [62, 141]. The most significant results of these investigations are
reviewed in the following sections. These discuss DINS measurements of water around
the triple point, water at room temperature, in the supercooled state and ice, as well as
water in the supercritical state, confined in nanopores, and finally in proteins and DNA.
The selected examples emphasize the experimental progress beyond the measurements
of fundamental observables such as 〈EK〉 and n(p), for example the ability of DINS to
look at directional components of the mean kinetic energy tensor, 〈EK〉x,y,z, of light and
heavy nuclei, and to highlight the existence of competing NQEs [142] in water.
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Intermolecular interactions in bulk water typically represent small changes in the en-
ergy of the primary constituents compared to the energy sequestered in the proton ZPE,
primarily that of the OH-stretch mode. To the extent that this energy does not change
by external interactions, it may be ignored (and it usually is). It is worthwhile not-
ing that nearly all simulations of water in biological systems continue to be performed
with models of water which do not include these changes, or are not considered because
of the additional expense in treating NQEs from the outset. Yet the most prominent
demonstration of the quantum nature of H nuclei is that their NMDs do not follow
a Maxwell-Boltzmann distribution. Thus, the PI methods introduced in Section 2.2.3
constitute the fundamental tool to examine how DINS observables such as 〈EK〉 and
n(p) [59] are affected by NQEs. DINS investigations also demonstrate the capability to
follow changes in 〈EK〉 as the structure of the HB network changes, as a function of
temperature and pressure, as well as of the state of aggregation and confinement. The
latter can arise by a restriction in space (for example, molecular bonds) or be a purely
topological constraint (nanoscale confinement). DINS measurements of 〈EK〉 value and
n(p) line shapes uniquely fingerprint and track these changes. For example, spatial lo-
calisation gives rise to an increase in 〈EK〉, whereas bond softening leads to a reduction
in 〈EK〉.

3.1.1. Water around the triple point

Recent INS studies of ice and water in stable and metastable states around the triple
point show that the OH-stretch component of 〈EK〉z has almost identical values when
interpreted within a harmonic framework: 98 meV, 100 meV and 100 meV for ice at
271 K, supercooled water at 271 K, and liquid water at 300 K, respectively [141]. This
is an indication that NQEs associated with the OH stretching frequency, ωz, are weakly
temperature-dependent in the explored temperature range. This work has also shown
that DINS measurements allow to go beyond the harmonic framework and can provide
full directional components of the mean kinetic energy tensor [143].
A recent DINS study in the metastable phase of water (and ice) at T=271 K (i.e.,

near the triple point), and liquid water at 300 K, provide accurate measurements of
the proton n(p) and its associated directional mean kinetic energy components 〈EK〉α,
where α = x, y, z [144]. The measurement on ice was specifically recorded at the same
temperature as on supercooled water, in order to allow a quantitative benchmark with
previous DINS experiments performed at the same thermodynamic point [59]. Values
for σα from this experiment are reported in Table 7. These highlight a main distinctive
feature between supercooled water and ice at T = 271 K: the anisotropy of the proton
NMD is slightly more pronounced in the supercooled liquid than in the solid phase.
Similar features have also been obtained in a combined INS-DINS investigation of water
at T=285 K and ice at T=271 K [62]. Values of the proton total mean kinetic energy,

〈EK〉 = 3~
2σ2

2m , and the directional components along the three axes, 〈EK〉α = ~
2σ2

α

2m , are
derived for ice, supercooled water, and water at room temperature, as well as compared
with values obtained from INS [141] and theory [145]. In this case, 〈EK〉 for ice at T=271
K together with the σα values are the same, within experimental uncertainties, to those
obtained in previous measurements at the same temperature [59]. This represents a ref-
erence benchmark which validates and strengthens the total value of 〈EK〉 =156 meV,
and its directional σα components obtained for supercooled water. The DINS technique
fingerprints the competition between intra and intermolecular NQEs during the tran-
sition from a disordered phase (supercooled water) to a polycrystalline one (ice): the
competition between the directional energy components 〈EK〉α is such so as to produce
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Table 7. 〈EK〉 and individual 〈EK〉
α

values in bulk supercooled water (SW) and ice at T = 271 K. For each
sample, a simultaneous fit of experimental Fl(y,Q)s is accomplished using two parametric models for n(p): (a) a
model-independent line shape, hereafter Model 1 [M1, cf. Eq. (21)]; and (b) a 3D anisotropic Gaussian line shape
derived from a quasi-harmonic model, hereafter Model 2 [M2, cf. Eq. (23)]. These are obtained using M2, while M1
gives 〈EK〉, c4 and σ. The latter is found to be equal to σ̄ =

√
∑

σ2
α/3 where values for σα are taken from M2 [144].

SW Ice Ice[59]
T [K] 271 271 271
M1

σ [Å−1] 5.01±0.02 5.03±0.03 5.01±0.03
c4 0.11±0.01 0.11±0.02 0.10±0.01
〈EK〉 [meV] 156.0±2.0 157.0±2.0 156.0±2.0
M2

σx [Å−1] 2.9±0.5 3.7±0.1 3.7±0.3
σy [Å−1] 5.0±0.5 4.3±0.3 4.3±0.4
σz [Å−1] 6.5±0.2 6.6±0.2 6.5±0.4
〈EK〉x [meV] 17±5 28±2 29±4
〈EK〉y [meV] 52±10 38±5 38±9
〈EK〉z [meV] 86±5 91±5 87±9
〈EK〉 [meV] 156.0±2.0 157.0±2.0 154.0±2.0

a subtle cancellation effect, resulting in very similar values for 〈EK〉 [146].

3.1.2. Water above melting: the supercritical state

Supercritical water is of fundamental and technological interest for applications as
varied as producing hydrogen from glucose [147], the fabrication of YAG nanoparti-
cles [148], or supercritical water-cooled reactors, promising candidates belonging to so-
called Generation-IV nuclear-reactor technologies [149]. As for all supercritical fluids,
small changes in pressure or temperature in water result in large variations in solubility.
This allows the production of fine particles via precipitation of a solute from supercritical
solution by rapidly exceeding the saturation point of the solute by dilution, antisolvent,
depressurisation, or attemperation [150]. In addition to the above properties of supercrit-
ical fluids, supercritical water (SCW) exhibits peculiar properties due to the presence of
intermolecular HBs. In SCW, more than 70% of HBs are destroyed to a nonpolar dimer,
and further decomposed to monomer, H+ and OH− ions. Thus, SCW becomes a weakly
polar solvent that can dissolve non-polar organics to produce fine particles via precipi-
tation. On the other hand, high concentrations of H+ and OH− ions provide both basic
and acidic reaction conditions for the synthesis of fine particles. Beyond its technological
interest, the variation of the properties of water as it is heated under pressure to reach
the supercritical point and above provides a means of investigating the effects of the HB
network on those properties as this network is pulled apart.
The dynamics of protons in SCW have been fully characterized by DINS measurements

performed from room temperature and pressure to above the supercritical point [151].
From this study the shape of the proton NMD in water has been derived and compared
with theoretical calculations based on a polarizable water model [152]. The line shape of
n(p) in SCW was obtained using Eq. (23), taking Gaussian NMDs to describe motions
both in and out of the molecular plane, and the assumption that the H dynamics along
two orthogonal directions in the plane of the molecule were equivalent. The results show
a transverse-momentum width slightly more than one half of the intrinsic width along
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Figure 18. Proton NMDs in the region where they are dominated by motions along the O–H stretch direction: T
= 673 K (red circles), T = 423 K (brown circles), and T = 300 K (blue circles). The calculated PIMD distribution
at 673 K (red dashed line) is in very good agreement with the measured results and is nearly identical to that of

the free monomer. The calculated result at 300 K (blue dashed line) gives too large a momentum width to describe
the experimental data [151].

the OH-stretch direction. The n(p) line shape along the HB direction is narrower in the
dense phases and approaches that of the isolated molecule in the more dilute phases. The
tail of the NMD arises from the momentum along the bond direction. The orientationally
averaged NMD (which is what one measures for an isotropic fluid) is determined almost
entirely by motions along the stretch direction at high momentum transfers (cf. Fig. 18
and discussion below). Since the proton is most tightly bound along this direction, and
tight binding implies wide momentum widths, it is clear that this width has increased,
which can be interpreted as arising from a slight increase in the average HB distance in
water, so that the proton becomes more tightly bound to its covalently bonded O atom.
The change in line shape reflects changes in HB and is easily observable, the difference
being significantly beyond experimental uncertainties. Changes in covalent-bond lengths
are only 4% [156], and the DINS measurements are clearly accurate enough to see the
dynamical consequences of this shift. The calculated NMD at 673 K is in very good
agreement with the DINS results and is nearly identical to that of the free monomer. The
theoretical model, which includes only electrostatic interactions, is unable to explain the
softening of the local potential experienced by the H nuclei in the dense phases, although
it accurately predicts the NMD for the dilute phases, suggesting that covalency with
the H-bonded O plays a significant role in determining the potential-energy landscape
of the H nuclei. Evident structural changes in going from ambient to high-temperature
conditions approaching the supercritical state are also readily discernible in Fig. 19 [151].
These data correspond to 〈EK〉 for H in water as a function of temperature, obtained
from DINS experiments.
Notwithstanding the above, a complete picture of water is far from being clear, as the

interpretation of structural data is often carried out in terms of water as a collection of
monomers interacting electrostatically. Recent theoretical work has compared the NMDs
of aqueous protons obtained from DINS [151] with those calculated from two electronic-
structure-based models. It was found that below 500 K, these electrostatic models, one
based on a multipole expansion including monomer polarizability, are not able to even
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Figure 19. Temperature dependence of the proton 〈EK〉 for the stable liquid and SCW (red circles with error
bars, taken from Refs. [151, 153, 154]). The theoretical predictions from Moreh et al. [155] are shown as a red
dotted line.

qualitatively account for a sizable ZPE contribution to the enthalpy of vaporisation [157].
This discrepancy provides strong evidence that the change in the proton NMD upon sol-
vation cannot be entirely explained by electrostatic effects alone, but requires correlations
of the electronic states on the molecules involved in HB to produce the observed softening
of the potential energy landscape. At present, the vast majority of models and empir-
ical potentials can account for the experimental structure factors of water [158, 159],
yet they fail to reach the requisite accuracy to describe proton NMDs quantitatively.
Indeed, a 10% change in the ground-state kinetic energy, which is very large on the scale
of experimental uncertainties (less than 1%), amounts to a change in the width of the
proton wavefunction by only 0.005 Å. This would make an indiscernible difference in the
structure factors, where the scale length of the relevant features is about 1 Å. Given
that the proton NMD is a function of the underlying potential energy surface, Burn-
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ham et al. [157] have pointed out that that intermolecular perturbations of the proton
potential-energy landscape in the bulk phases of water cannot be satisfactorily modeled
using classical electrostatics alone. As evidenced by comparison with experiment, there
appears to be an additional softening of the proton potential upon HB formation beyond
that captured by electrostatic models.

3.1.3. Competing quantum effects in heavy water upon melting

Even though intrinsic NQEs can be very large (the ZPE of an O-H stretch mode, i.e.,
1
2~ω, is in excess of 200 meV relative to classical predictions), it is often the case that their
net effect on macroscopic properties can be relatively small. Sometimes, NQEs compete
with each other and partially cancel each other out. This phenomenon is thought to
play a role in determining the melting and boiling temperatures of water. For instance,
the melting temperatures of light and heavy water differ by less than 4 K, and the
boiling temperatures by just 1 K. From some recent theoretical work [142, 160], there
are indications that these effects arise from a partial and rather subtle cancellation of
NQEs in the intra and intermolecular components of the HB, so that the net effect is
small even if the individual contributions are quite large. In particular, the competition
between NQEs can be seen very clearly when decomposing changes in the quantum
kinetic energy of protons and deuterons along different molecular axes [161, 162]. The
mechanism that underlies the competition between changes in the different components
of the quantum kinetic energy can be understood by considering a two-level quantum
system with an environment-dependent off-diagonal coupling β. A small change in the
coupling ∆β – arising from a phase transition or some other change in the environment
of the system – will shift its eigenvalues by the same amount which is proportional to
∆β, but in the opposite direction. Even though this picture is clearly oversimplified,
it demonstrates that the notion of competing NQEs is not exotic, and explains why it
returns in many circumstances in the study of water and other HB systems.
Competing NQEs, recently proposed in a variety of simulation work [142, 160–162],

are likely to be at the root of the explanation as to why many of the properties of
water depend only weakly on isotopic composition. Even at room temperature, quantum
mechanics plays a major role in determining the quantitative behaviour of H and D
nuclei in water, changing significantly the values of physical properties such as the heat
capacity.
The first direct experimental observation of competing NQEs has been recently ob-

tained via DINS measurements of the NMDs of D and O in heavy water and ice [36, 63]
(cf. Fig. 20). DINS investigations supplemented by PIMD simulations provide the
anisotropy of the quantum mean kinetic energy tensor 〈EK〉α. Results show that two
large components of NQEs partially cancel each other out resulting in a small net effect
on the melting and boiling points of water [63]. The most interesting feature in 〈EK〉 is ob-
served upon freezing. A small change in the 〈EK〉 during the melting process corresponds
to the greatest changes of its internal components, namely the x and z components of
〈EK〉α. These changes are in different directions, giving rise to a global cancellation: the
increase of the x component is interpreted in terms of more hindered librations in the
solid phase; a decrease along z is interpreted as a red shift of OH stretching due to an
increase in HB, i.e., the weakening of covalent OH bonds as seen in vibrational data.
NMD line shapes across the melting point of D2O have very similar second moments,

yielding kinetic energies of 108.3 ± 2.0 meV in the solid at T=274 K, and 111.3 ± 3.0
meV in the liquid at T=280 K, respectively. Nonetheless, the differences shown in their
shapes reflect directly changes in the different components of the quantum kinetic energy
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Figure 20. Radial n(p) for D in solid heavy water at T = 274 K (red continuous line) and the liquid at T = 280
K (blue continuous line). The inset shows the raw difference.

in the two phases discussed above.
In conclusion, it is interesting to see how, despite the noticeable differences in the

individual values of 〈EK〉α, the theoretical and experimental n(p) line shapes for D are
almost indistinguishable and how the computed n(p) depends only weakly on how the
kinetic energy components are distributed, but in a more pronounced way on the total
〈EK〉.

3.1.4. Confinement in nanopores

An understanding of adsorption processes in porous materials is of fundamental im-
portance in processes such as gas storage and separation, chromatography, or catalysis.
In this respect, neutron-scattering techniques provide direct information on the struc-
ture and dynamics of adsorbed molecules and, in particular, the role and influence of
adsorbent microstructure (porosity, surface area) on these properties [2]. Experiment
and theoretical calculations show that both the structure and diffusive motions of wa-
ter are markedly perturbed when the pore size approaches the nanometer range (about
20 Å and below). In particular, results from experimental studies on confined water are
sensitive to the nature of the confining environment [163]. First, we illustrate the use of
DINS to study the adsorption of water in some model adsorbent systems, namely, xero-
gel, MCM-41, and carbon-based confining environments that can accommodate water or
other organic molecular species. In these systems, water interactions with the adsorbent
are of a predominantly hydrophilic or hydrophobic nature in the first two and last cases,
respectively. The confinement lengths typical of these experiments are comparable to
characteristic distances in biological media.
The bimodal NMD shown in Fig. 21 indicates that changes in the local structure around

the proton are more evident for small pore sizes and that this effect ought to be related
to the average potential. In this case, the bimodal distribution suggests that changes in
the local structure around the proton occur, including distortions of the HB network.
These results support mounting evidence that the protons exist in a characteristic quan-
tum state when water is confined in tiny (nanoscopic) volumes. In this situation, the
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Figure 21. Radial NMD of the aqueous proton in xerogel samples at T = 300 K with different mean pore-size
diameters: 24 Å (red continuous line), 80 Å (blue continuous line), and in bulk water at T= 300 K (black dashed
line) [165].

intermolecular potential well exerts a significant force only over intermolecular distances
around 10 Å, whereas quantum charge fluctuations take place across the HB network
and become significant at the sub-Å scale typical of an individual-proton potential well
[169]. In this picture, it is the response of the HB network to confinement that leads to
unusually large changes in the mean kinetic energy observed in the DINS experiments.
Since the characteristic length scales separating the building blocks across cells are of
the order of tens of Å and such a distance is consistent with that characteristic of this
quantum state of confined water, it might be surmised that these states may be playing
a role in the development of cellular life.
Results from DINS experiments on MCM-41 at room temperature on dry and on

hydrated samples highlight the interaction between the protons and the silanol groups
on the confining surface. The level of hydration of the pores was controlled in order to
adsorb an average of three water molecules per nm2, corresponding to a 1:1 ratio of water-
to-surface-silanol groups. A detailed analysis of the hydrated sample was performed in
order to separate the contributions of the protons in the system, allowing to determine
the arrangement of water molecules on the silanol groups. Information on the interaction
between the substrate and the water absorbed on the pore walls was obtained from a
DINS study of the water molecules adsorbed onto surface silanols [164]. In this particu-
lar experiment, there was only one molecule of water adsorbed per silanol group. Given
the relatively long distance between two nearest silanols (about 5 Å), one could realisti-
cally consider each silanol group as isolated from one another. The two most favorable
configurations that the water molecule can adopt are displayed in Fig. 22 [166, 167].
In each configuration, one HB and two non-interacting protons are present. From these

configurations, it is possible to identify protons in different surroundings: non-interacting
silanols (Hdry), non-HB water hydrogens (Hmon), water H bound to the silanol (Hw),
and silanol H bound to the water oxygen (Hsil). In particular, in the two systems shown
in Fig. 22 there are two configurations: (a) one Hdry, one Hw, and one Hmon; and (b)
one Hsil and two Hmon. The response function of the hydrated sample J(y)hyd can then
be expressed as the cumulative sum of the contribution from each H in the system,
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Figure 22. The two most favorable configurations of a single water molecule interacting with an isolated silanol
group on the surface of an MCM-41 pore [164]. The meaning of the different labels shown in the figure are explained
in the main text.

i .e., J(y)dry, J(y)mon, J(y)sil, J(y)w, using the above subscripts. Denoting by c the
probability of finding the system in the (a) configuration of Fig. 22, this yields:

J(y)hyd = 1/3[cJ(y)dry + (1− c)J(y)sil + cJ(y)w] +

+1/3(2− c)J(y)mon (67)

where J(y)dry in the above equation has been obtained from the measurement of the
dry sample. For J(y)mon, the line shape used was the proton NCP derived in previous
experiments on SCW at P=1060 bar and T=673 K [151], where it was shown that n(p)
had the same response as the free monomer. The fit of the hydrated response function
was carried out by taking into account Eq. (67) with J(y)w, J(y)sil and c as free variables.
The result of the analysis is that both association states of the water, (a) and (b), exist
with a slight preference for the former (c = 0.61 ± 0.14). However, this configuration
can experience two possible permutations due to the presence of two equivalent water H
that can participate in HB. With this consideration in mind, it was concluded that the
probability of HB formation involving either a silanol or a water H is comparable, with
a slight preference for the latter. This result is in agreement with theoretical predictions
showing that water-nanoporous-silica interactions can be described by assuming silanol
as a model for the free-hydroxyl of amorphous silica [167].
The ability of DINS to measure proton NMDs in water directly and accurately has also

been applied to a series of measurements of water in carbon nanotubes, showing that
proton coherent delocalisation may be a generic feature of nanoscale confinement [168].
This effect leads to very different proton ZPEs highly sensitive to the confinement en-
vironment, 40(120) meV when water is in close proximity to single(double)-walled car-
bon nanotubes. The interpretation of earlier experiments was carried out in terms of a
model of a single particle in an effective potential. The softening of the potential seen in
the proton NMD for water confined in single-walled carbon nanotubes at temperatures
below 268 K is consistent with an increase in the Debye-Waller factor observed previ-
ously [169, 170], but cannot be easily reconciled with the blue shift of the OH-stretch
mode measured using INS [169]. For water in double-wall nanotubes, it has been hy-
pothesized that the NMDs of the above experiments show evidence of correlated proton
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motions resulting from the presence of an effective double-well potential. These changes,
reported as a response to changes in the HB network, give rise to states of consider-
able anharmonicity, which can be expected to play a significant role in the energetics of
biologically relevant macromolecules at the nanoscale. These considerations have been
corroborated by subsequent work using X-ray Compton scattering in the fuel-cell ma-
terial Nafion, an outstanding proton conductor. In this case, changes in the electronic
environment of the proton were followed directly with this technique [171]. Furthermore,
a more recent X-ray Compton scattering study has shown that the peculiar temperature
dependence of water in carbon nanotubes as a function of confinement size can also be
accounted for using a similar hypothesis, whereby the state of water cannot be simply de-
scribed using a weakly interacting molecular picture [172]. All in all, these experimental
results provide strong experimental evidence for the existence of a hitherto undetected
state of nanoconfined water quite distinct from that of the bulk. In a wider context, the
use of X-ray Compton scattering to confirm earlier DINS results certainly strengthens
the integration of the latter in the spectrum of techniques available to study condensed
matter.
Another example is a recent DINS experiment on water confined in 5 Å channels in

the mineral beryl. The salient feature of this experiment is that the measured proton
NMD reveals a coherent delocalisation of the protons in the ground state and extended
proton delocalisation [173]. The data show that the 〈EK〉 of H is 30% lower in beryl than
in water in the liquid or solid state. The authors interpreted this lower energy as a con-
sequence of the tunnelling which allows the proton to be at six possible crystallographic
positions simultaneously and, thus, less confined. These experimental results are in ex-
cellent agreement with subsequent DFT calculations [174], evincing that the coupling of
the water molecule to host lattice modes can give rise to proton states distinctly different
from those found in ordinary water phases.
Most recently DINS measurements have also been performed on water and ice confined

in hydrated and dried specimens of graphene-oxide (GO) membranes [175] and in 2D GO
sponges [176] (see Fig. 23). The DINS study performed at room temperature on water
confined in GO membranes [175] provided the first experimental determination of the
mean kinetic energy of aqueous H adsorbed in GO membranes. The experiment was com-
plemented by parallel X-ray diffraction, atomic force microscopy, and thermogravimetric
analysis. Experimental results provide direct insight into the local chemical environment
of the H nuclei under spatial confinement suggesting that the characteristic, quasi 2D
confinement of water between GO sheets give rise to a binding environment remarkably
similar to that found in the bulk. The authors surmise that this behaviour arises from
a small fraction of hydroxyl groups relative to water molecules in graphene-oxide mem-
branes, as well as the predominance of non-specific and weak interactions between water
and the underlying nanostructured substrate [175].
The DINS study of water and 2D ice adsorbed in GO sponges, performed at T = 293

K and T = 20 K, probed the interaction of aqueous protons with the layered structure of
the GO sponge [176]. It was shown that the H dynamics 2D-confined in the GO sponge
is quantitatively different from that of water confined in other nanoporous hydrophilic
surfaces, such as xerogel, MCM41 and nanotubes, and unlike any other form of water
observed so far. The present results support a picture where the OH bonds of water and
ice in GO are softer than in bulk water, i.e. the energy of the OH-stretch mode is also
red-shifted and broadened.
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Figure 23. Orientation of the water molecules adsorbed on the GO surface and the axis reference system.

3.1.5. Hydrated proteins and DNA

Biological processes involving proton motions are prime candidates for the manifesta-
tion of quantum-mechanical effects. The interaction of water with proteins and macro-
molecules is essential for their physical configuration and biological function. Some work
suggests that it is in fact the structure of the water surrounding the protein that drives
configurational changes in these biomolecules. Likewise, the hydration structure of DNA
can play a functional role by determining its conformation. More specifically, the confor-
mational state of double-stranded DNA in solution is very sensitive to hydration: at low
hydration, the most biologically relevant B-form undergoes conformational transitions
to other forms. That hydration of DNA affects its conformation is also evident from the
fact that dehydration stabilizes the A-form. Rather remarkably, quantum effects might
be largely responsible for these phenomena [177]. Also, the importance of quantum-
mechanical tunneling in enzyme catalysis continues to be a question of significant and
heated debate. It has been proposed that enzymes have evolved to enhance tunneling in
H-transfer reactions by employing finely tuned vibrational modes that serve to bring the
hydrogen donor and acceptor atoms to an optimal reactive state. In this respect, tunnel-
ing may be used as a measure of protein motion that can be directly linked to catalysis,
thereby enhancing our understanding of how enzymes make and break bonds [178]. Early
DINS measurements were aimed at characterizing the proton NMDs from model pep-
tides and polypeptides [179]. Subsequent DINS studies of hydration water were carried
out following instrument upgrades on VESUVIO, which have enabled new capabilities
in terms of count rate and spectral resolution. Lysozyme was chosen as a model system
for the interpretation of experimental results, being a largely globular protein at room
temperature, easily available, and well studied by other techniques. To investigate the
interaction with water, samples were prepared at sub-monolayer water coverages. DINS
measurements leading to H NMDs are shown in Figs. 24 and 25 [180].
In these data, no attempt has been made to subtract the response from lysozyme pro-
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Figure 24. Detector-averaged profiles for hydrated lysozyme powder at T = 180 K (blue markers) and T = 290 K
(red markers), together with their corresponding best fits (continuous lines). The difference between experimental
profiles is reported as a black dashed line and the difference between the best fits is reported as a black continuous
line.

tons relative to that arising from the water adsorbate. It is believed, however, that the
protein-hydrogen NMD does not change significantly with temperature. It can be seen
there is a significant difference in the H NMDs above and below what is believed to be
a glass transition for the water on the surface, and that the higher-temperature data
suggest coherent motion of some fraction of the protons. In particular, at 290 K, the
results are consistent with a hydration shell that is slightly more dense than bulk water,
with a shorter O-O distance confining the protons in a double well with the possibility
of tunnelling between minima. These findings suggest that tunneling may occur even at
room temperature on the hydration shell, with potential implications for biological func-
tion. These results complement the picture emerging from investigations of the collective
dynamics at longer time scales. Indeed, the observed deviations from a purely classical
behaviour of the collective dynamics probed on the millisecond timescale by dielectric
spectroscopy have their origin in the single-particle dynamics probed by DINS, confirm-
ing that the dynamical behaviour of a hydrated protein is very well described in terms of
a proton glass: a system showing dynamical arrest below a crossover temperature, and
whose dynamical behaviour spans a broad range of timescales.
Studies on hydrated DNA have been aimed at exploring ZPE effects on the binding of

water to A-DNA [181]. Dry DNA is not biologically active, and requires the uptake of
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Figure 25. Left panel: H NMDs for hydrated lysozyme powder at T = 180 K (blue line) and T = 290 K (red

line). The upper and lower lines delimit uncertainties derived from the line shape analysis. The inset reports their
difference. Right panel: radial H NMDs for hydrated lysozyme powder at T = 180 K (blue line) and T = 290 K

(red line). The upper and lower lines denote uncertainties derived from the line shape analysis.

about twenty water molecules to become so. As these are absorbed, the structure of the
molecule changes, going from the A-phase to the biologically active B-phase. As it does
so, ZPE motions of the proton in both the DNA and the adsorbed water change.
The electrostatic attraction between water and DNA and the associated energetic cost

of distorting the DNA as the water is accepted into the structure just balance each other
out. At higher levels of hydration, there seems to be little difference between the energy
needed to remove a hydrating molecule and that required for the removal of one from
bulk water. Whether the observed changes in kinetic energy of the hydrated water go to
zero or not remains to be established. Calorimetric measurements show that this binding
energy depends on the proportion of G-C to A-T base-pair bonds in the DNA. Further
experiments on the kinetic energy of DNA as a function of hydration level and base-pair
composition and temperature are needed to determine the extent to which coherence
associated with ZPE motions may play a role in DNA function.
Figure 26 shows a comparison of H NMDs between dry and hydrated DNA via exposure

to ambient conditions in order to achieve six water molecules/nucleotide. It is evident
that the dry sample has a higher kinetic energy than the wet sample. It is also clear that
some of the HBs in the dry DNA are double wells giving rise to coherent proton motions.
The difference in kinetic energy is significant, amounting to 3.2 kJ/mol for the binding
energy of the molecules, a figure which agrees with the energy measured by differential
scanning calorimetry. From these data, it can be concluded that the entire binding energy
in this case is due to changes in ZPE.

3.2. Molecular hydrogen in carbon-based nanostructures

Gas adsorption studies using DINS have been very scarce. DINS has been used to study
He on activated carbon fibres at sub-monolayer coverages [182]. These NMDs were mea-
sured at 4.6 K and 10.2 K and 〈EK〉 was found to be 30% higher than predictions based

57



April 1, 2017 11:52 Advances in Physics eVneutronSpectroscopy˙˙AdvPhys˙˙revised˙˙31mar2017˙˙SUBMITTED

Figure 26. Radial H NMD in dry (blue dashed-dotted line) and hydrated (black line) DNA at room temperature.
Upper and lower lines delimit uncertainties derived from the line shape analysis.

on a slit-pore geometry. This work has been extended to the adsorption of Ne in activated
carbon [183] and He in cylindrical silica nanopores [184]. In the former case, adsorbed
Ne was found to have a substantially higher 〈EK〉 than the bulk solid owing to confine-
ment effects. The adsorption of He in silica nanopores was explored as a function of pore
diameter over the range 24-160 Å. These results were interpreted with a model where
the adsorbate phase is arranged in concentric rings along the pores with 〈EK〉 depending
on the ratio between atomic and pore diameters. In what follows, we describe recent
extensions of the realm of applicability of DINS to the investigation of gas-adsorption
mechanisms in nanostructured materials and, in particular, the H2 molecule. Given its po-
tential as a clean energy vector, the behaviour of this seemingly simple molecular species
as it interacts with novel materials continues to be the subject of extensive research
worldwide, including the use of neutron-scattering techniques [185–187]. We take a close
look at the case of H2 uptake by KC24, a nanoporous graphite intercalation compound
(GIC) [126], to illustrate what can be learnt from the combined use of state-of-the-art
DINS experiments and computational modelling using the conceptual framework and
computational methodologies presented earlier in this work.
GICs are a versatile class of layered materials used for applications in batteries, su-

percapacitors, and superconductors [188]. Alkali metals readily intercalate into graphite
to form superstructures of regular interlayer spacing, with a c-axis superlattice where
n graphite layers separate each guest layer (so-called stage-n GICs). Alkali-metal GICs
can adsorb gases such as H2 and CH4 and display uptake capacities comparable to other
sorbents such as zeolites or activated carbons. A well-defined composition and regular
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structure also make them suitable systems to explore the physical chemistry of H2 uptake
by metal-doped carbon-based materials. H2 adsorption in GICs can occur in a variety
of ways, in some cases leading to the breaking of the H–H bond, as has been observed
in KC8 [189]. Stage-2 compounds of stoichiometry MC24 (M = K, Rb, Cs) adsorb H2

reversibly at ambient pressure up to ∼2H2/M [190]. Below T = 100 K, MC24 is charac-
terised by a commensurate

√
7×

√
7 M superlattice bounded by a higher metal density

in the inter-domain regions. The use of crystallography to study the arrangement of H2

in GICs has proven elusive to date [188]. As alternative, H2 uptake by RbC24 [191] and
CsC24 [192] has been investigated using INS. The observed spectroscopic features at low
energy transfers were attributed to the presence of two distinct adsorption sites. More
recent work on KC24 at low temperatures has made extensive use of neutron diffraction,
INS, and first-principles calculations to probe adsorption sites and GIC structure upon
gas loading [193] – see unit-cell structure for H2KC24 in Fig. 27. This ternary GIC of
stoichiometry (H2)xKC24 is characterised by a single adsorption site over the concentra-
tion range x=0–2. Moreover, neutron experiments have demonstrated the adequacy of
PW-DFT calculations at describing the structure and energetics of (H2)xKC24. Subtle
effects such as GIC expansion upon H2 uptake or the physisorptive nature of alkali-H2

interactions appear to be well within the reach of present PW-DFT methodologies. In
particular, the energies associated with orientational barriers are ∼100 meV, similar to
experimental values for the enthalpy of adsorption [188]. These energies are two orders of
magnitude larger than those found in undoped graphitic nanostructures [194]. The INS
data also indicate a preferential pinning of the H2 molecule along the quantisation axis.
In addition, Purewal et al. [195] have observed a melting transition of the H2 adsorbate
at ∼35 K, a value well below any known phase transformation in this GIC. While in-
sightful, the above studies have not been able to provide direct experimental signatures
relating to the spatial arrangement of H2 in KC24. In what follows, we show how DINS
has been used to address these pending questions in this important class of technological
materials.
For a complex system like the ternary GIC (H2)xKC24, it is critical to ensure that the

desired experimental conditions in terms of molecular uptake have been attained. Sec-
tions 2.3.1 and 2.3.2 have already explained how for the case of elastic scattering (i.e., no
energy filter), TOF techniques on an inverted-geometry instrument like VESUVIO can
be used to determine the incident neutron wavelength at a particular scattering angle
and, consequently, obtain neutron-diffraction patterns – see, in particular Fig. 14. More-
over, the use of a backscattering geometry has the advantage of a high intrinsic resolution
approaching 0.2% [196], in addition to the possibility of simultaneous structural and spec-
troscopic measurements. Such capabilities have already been used extensively on the IRIS
spectrometer [197] to study H2 uptake in the same GIC [193]. Other neutron spectrom-
eters where a similar experimental approach is also available include OSIRIS [198–200]
and TOSCA [201, 202], also located at the ISIS Facility.
In this particular case, simultaneous neutron-diffraction measurements during the

DINS experiments were critical to ascertain in situ the alignment of KC24 with and
without H2. As a stage-2 GIC, KC24 displays a prominent (003) Bragg reflection at
∼2.9 Å. H2 adsorption leads to a readily detectable ∼3% expansion of the GIC lattice
along the c-axis [193]. Figure 28 shows diffraction data for (H2)xKC24, obtained as a
function of coverage and sample orientation. The presence of two diffraction features
at ∼2.9 Å and ∼3.0 Å confirms the existence of well-defined domains of pristine and
hydrogenated KC24. At a coverage x=2, no diffraction features associated with pristine
KC24 are observed, whereas at x=1 there is an equal proportion of both phases. These
results confirm the structural integrity and high quality of the sample before and after
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Figure 27. Minimum-energy unit-cell structure of H2KC24 obtained from PW-DFT calculations (H: white; C:
black, K: purple). The crystallographic c-axis runs along the vertical direction.

H2 uptake.

3.2.1. Adsorption energetics

We first consider the isotropically averaged proton NCP, obtained by averaging over all
sample orientations. Figure 29 shows a comparison between these measurements and
those from liquid H2. The instrumental resolution shown in this figure is ca. one order of
magnitude narrower than the observed proton NCP widths. In this situation, its effect
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Figure 28. Neutron diffraction data at a fixed scattering angle φ as a function of H2 coverage (top) and c-axis

orientation relative to the transmitted beam (bottom). From these data, we obtain a mosaic spread of ∼15◦. See
the text for further details.

on the NCP is negligible, amounting to ∼1% of the total width in momentum space, as
these add in quadrature to a very good approximation, i.e., σ2

obs = σ2
H + σ2

res. Similar
remarks would also apply to any other VESUVIO data displaying comparable proton
NCP widths, further highlighting the unrivalled spectral resolution of the VESUVIO
spectrometer in the DINS regime, as explained earlier in Section 2.3.2.
The isotropic NMD for the proton in (H2)xKC24 is markedly different from bulk H2,

as evidenced by a distinct spectral broadening. Such a feature indicates an enhanced
interaction of H2 with the surrounding medium. We recall that a broadening of the
NCP in y-space results in a concomitant reduction in the spatial extent of the proton
wavefunction as a result of a stronger confining potential. To be more quantitative, we
can calculate the second moment σiso of the isotropic NCP Jiso(y). We obtain σiso =
3.17±0.02 and 3.89±0.04 Å−1 for the bulk and adsorbed proton NCPs shown in Fig. 29,
respectively. The value for the bulk agrees well with 3.34 Å−1, obtained earlier by May-
ers [203]. Physically, the overall proton NCP arises from the convolution of vibrational
Jvib(y) and translational Jtrans(y) contributions for the rotationless (J=0) state of the H2

molecule. The latter was negligible in comparison to the vibrational term, given a strong
H–H bond of harmonic energy ∼500 meV and momentum width σvib = 5.57 Å−1. The
total width of Jiso(y) for randomly oriented H2 is dominated by the three-dimensional
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Figure 29. Isotropic proton NCPs for (H2)2KC24 at T = 1.5 K and liquid H2 at T = 20 K. For the purposes
of comparison, both profiles have been normalised to unit areas. The blue curve corresponds to the instrumental
resolution rescaled by an arbitrary constant. The inset shows the dependence of the total scattered intensity on
volumetric dosage.

average of the NCP width along the bond axis, amounting to 5.57/
√
3 Å−1 = 3.22 Å−1.

The additional NMD width of H2 in KC24 arises from contributions from the libra-
tional (lib) and translational (trans) centre-of-mass motions of the molecular adsorbate.
Assuming Gaussian J(y)’s, a reduced second moment σ ∼ 2.2 Å−1 accounts for the ob-
served differences between adsorbed and bulk H2. Dimensionally, this extra NCP width
is partitioned between two-dimensional angular oscillations of the H atoms orthogonal
to the H–H bond in the molecule-fixed frame, and three-dimensional translations of the
entire H2 molecule. The overall proton NCP width can then be written as

σ2
iso =

1

3

[
σ2
vib + 2σ2

lib + 3σ2
trans

]
. (68)

Since σ2 scales linearly with mass and characteristic frequency, i.e., σ2 ∝ Mω, Eq. (68)
can be used to examine the origin of the observed spectral broadening. Previous
work [193] has identified the fundamental transition for H2 librations at ∼50 meV, which
translates into σlib ∼1.8 Å−1. From the measured value of σiso, we can then estimate
σtrans ∼ 1.6 Å−1 and an energy of ∼40 meV. Such a value is in reasonable agreement
with the value of 27 meV for the vibrational modes of the K–H2 complex obtained in
previous PW-DFT studies [193]. These translational motions are dominated by interac-
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tions between the H2 molecule and the K ions. The inset in Fig. 29 shows how the total
intensity scales with H2 coverage. Within a confidence band of 2–3%, we find a robust
linear correlation between the amount of adsorbed H2 and total scattered intensities.
These results are also consistent with the diffraction data shown in Fig. 28 where it is
shown that x=0 and 2 give rise to one diffraction feature whereas x=1 shows two equally
populated domains of pristine and hydrogenated KC24.
Within experimental uncertainties, we also note that σ is constant up to x = 2.0 and

decreases slightly at x = 2.5. The latter result is consistent with the overloading of the
sample with an extra mole fraction of 0.5 above the known H2 saturation coverage of x
= 2.0. From this dependence on coverage, we can also establish an upper bound for the
characteristic energy scales associated with intermolecular H· · ·H interactions. Within
the harmonic approximation, our uncertainties in the determination of reduced second
moments imply a spread in NCP widths of at most ∼0.8 Å−1, corresponding to an upper
conservative bound of ∼10 meV.
These DINS results evince the presence of three well-defined energies associated with

the adsorbed H2 phase, corresponding to high-frequency intramolecular H–H vibrations,
followed by intermolecular librations and translations of a similar frequency. Adsorbate-
adsorbate interactions fall below sensitivity limits, yet from an analysis of experimental
uncertainties in NCP widths, they are significantly less than well-defined motions asso-
ciated with isolated adsorbate molecules.

3.2.2. Comparison to theoretical predictions

Following the formalism introduced in Section 2.2.2, PW-DFT calculations on a H2KC14

unit cell were performed for a quantitative comparision with DINS data. The phonon
calculations were restricted to the Γ-point in the evaluation of the double sum in Eq. (38).
Figure 30 shows the calculated H PVDOS and NMD widths along with the experimental
data. NMD widths are shown as a function of energy cutoff to highlight their dependence
on vibrational energy. The sharp and isolated feature at 533 meV dominates the NMD
response and corresponds to H–H internal vibrations, largely unaffected relative to a
gas-phase value of 546 meV [41]. The agreement between experiment and calculation is
excellent.
Table 8 shows NMD widths for all atoms in the unit cell. For H, the calculated isotropic

value of 3.79 Å−1 compares very well to DINS (3.89±0.04 Å−1). PW-DFT also predicts
a marked anisotropy of NMD widths parallel and perpendicular to the c-axis as a result
of the preferential alignment of the H–H bond axis. For C, the anisotropy is (nearly)
cylindrically symmetric about the c-axis and it is reversed compared to H. Minor dif-
ferences are seen for different C atoms owing to the presence of K and H, which tends
to weaken C–C bonds due to electron transfer from K into the nearby C atoms. The
value of 13.74 Å−1 for in-plane bonding is in excellent agreement with an experimental
value of ∼14.0 Å−1 for Papyex [205]. An average out-of-plane C width of 8.23 Å−1 is
significantly smaller than ∼11 Å−1 in graphite, caused by a sizable decrease in the inter-
action between graphite planes separated by 5.6 Å in comparison to 3.35 Å in graphite.
Such a reduction in NMD width arises from a softening of out-of-plane carbon ZPEs
by σ2

x,y/σ
2
z = (13.74/8.23)2 ∼ 2.8. This value also explains the appearance of Raman

features in K-doped graphene at 200 and 69 meV associated with Cxy and Cz vibrations,
respectively [206]. NMD widths associated with K are narrower than those characteristic
of C or H, and display a more marked anisotropy on the x−y plane. A larger value for the
z-component arises from a stronger interaction with the C layers. In-plane motions are
also softer because of the non-specific character of the Coulomb interaction between the
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Figure 30. Dependence of the calculated H NMD width on the lower-energy limit of integration of the underlying
PVDOS. The black data shows that this integration explores the dependence of NMD width on the progressive

exclusion of features in the PVDOS, i.e., a zero-energy cutoff implies that all normal modes are taken into account.
Red data shows experimental values. The blue trace shows the calculated H PVDOS.

K ion and the diffuse negative charge residing on the C layers. All in all, these calcula-
tions demonstrate the added-value provided by state-of-the-art computational modelling
in the interpretation of DINS data beyond heuristic or phenomenological models.

3.2.3. Anisotropic response and molecular alignment

The computational results presented above can be tested further by considering the
anisotropy of the proton NMDs. This response can be obtained from the DINS data as a
function of sample orientation χ over the range ±90◦, where χ=0 corresponds to complete
alignment of ~Q along the crystallographic c-axis. The results of this analysis for coverages
x=1 and x=2 are shown in Fig. 31. The proton NCP widths are symmetric about χ =
0◦ and vary between ∼3.5 Å−1 for χ = ±90◦ to ∼4.5 Å−1 for χ = 0◦. Qualitatively, this
behaviour indicates a stiffer spatial extent of the proton wavefunction along the GIC
surface normal z compared to the x−y plane. This result indicates a pinning of the H–H
bond along the GIC c-axis, in qualitative agreement with the minimum-energy geometry
predicted by the PW-DFT calculations. Moreover, there are no differences between the
two H2 coverages investigated, confirming that adsorbate-adsorbate interactions play a
minor role.
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Table 8. Calculated NMD widths, where z is parallel to the c-axis – cf. Fig. 27. Average values are shown in the
last column, calculated using Eq. (39).

Atom σ(x̂)/Å−1 σ(ŷ)/Å−1 σ(ẑ)/Å−1 σ/Å−1

H 2.29 2.13 5.78 3.79
H 2.29 2.13 5.78 3.79
C 13.73 13.75 8.21 12.18
C 13.77 13.74 8.12 12.17
C 13.68 13.75 8.16 12.15
C 13.76 13.76 8.56 12.27
C 13.72 13.82 8.56 12.28
C 13.73 13.68 7.95 12.10
C 13.81 13.64 8.16 12.16
C 13.74 13.76 8.62 12.28
C 13.84 13.75 8.01 12.19
C 13.64 13.73 8.03 12.10
C 13.75 13.77 8.33 12.22
C 13.84 13.73 8.17 12.21
C 13.71 13.66 8.14 12.12
C 13.68 13.74 8.14 12.14
K 1.30 3.24 4.66 3.36

Quantitative estimates of observed anisotropy can be obtained by considering the an-
gular dependence of the NCP parallel (par) and perpendicular (per) to the c-axis. In this
case, J(y;χ) displays the following angular dependence

J(y;χ) ∼ exp

[
−y2

2

[
cos2χ

σ2
par

+
sin2χ

σ2
per

]]
(69)

where the parallel and perpendicular NCP widths obey the relations σpar = σz and
σper = σx = σy. NCP widths as a function of angle χ are then obtained by blurring the
computational predictions by an intrinsic angular resolution R, that is,

〈J(y;χ)〉 =
∫

R(χ′ − χ)J(y;χ′)dχ′ (70)

where J(y;χ) is given by Eq. (69) and R is taken as the convolution of GIC mosaic spread
with the angular spread of the instrument. The resulting NCP width 〈σ(χ)〉 is obtained
by calculating the second moment of 〈J(y;χ)〉. Using the experimental results to find
values for σpar and σper using Eq. (70) leads to the black-dashed curved in Fig. 31 and
anisotropy parameters σpar = 4.45±0.07 Å−1 and σper = 3.55±0.08 Å−1. The associated
isotropic value of σiso ∼ 4 Å−1 is consistent with the one obtained from the isotropic
J(y). The weak orientational dependence of the reduced second moments of the proton
NCP explains why this particular system renders itself to a reasonably straightforward
description in terms of spatially averaged intra and intermolecular modes.
A similar procedure can be followed to compute a PW-DFT prediction for the angular

dependence of proton NCP widths. Using the values reported in Table 8, these results
are shown by the blue trace in Fig. 31. Good numerical agreement is obtained between
these first-principles results and experiment when the scattering vector is preferentially
aligned along the c-axis. Nonetheless, the PW-DFT calculations clearly overestimate the
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Figure 31. Dependence of proton NCP widths on χ for coverages x = 1 and 2. For further details, see the text.

extent of the anisotropy, with values for the proton NCP widths as low as σ ∼ 2.5 Å−1.
The slight pinning along the c-axis is qualitatively consistent with the minimum energy
geometry found in the PW-DFT calculations, albeit far less pronounced. From these
results, it is clear that the computational model for the binding of H2 to KC24 is not
sufficient to provide a fully quantitative description of H2 motions normal to the GIC
c-axis.
Two scenarios can explain why the PW-DFT calculations underestimate the extent of

proton localisation for in-plane motions. One possibility is a higher binding energy in the
real material compared to the computational predictions. This being the case, comparison
of experimental and theoretical NCP widths would imply an additional contribution to
the NCP width at χ = 90 ◦ of σ ∼ 2.8 Å−1, as well as an associated vibrational energy
of (σ2/σ2

z)ωvib ∼ 120 meV, where ωvib = 533 meV is the vibrational energy associated
with vibrations along the H–H bond. From these energy scales, we can rule out this
scenario as such an energy well exceeds the known experimental value of 88 meV for the
total binding energy of H2 in KC24 [195, 207]. Also, the PW-DFT model can account for
∼90% of this binding energy as arising from the interaction between the potassium ion
and H2 [207].
An alternative scenario implies a broader orientational distribution of the H–H bond

axis than predicted by the calculations. Since there is no available evidence to indicate
the presence of more than one adsorption site, this phenomenon must be intrinsic to a
single H2 molecule. In previous computational studies [193], the calculated H2 orienta-
tional potential was found to be slightly anisotropic, with an energetic preference for
H–H alignment along the c-axis. Such a disparity in energy barriers for H2 rotations
parallel and perpendicular to the K–H2 bond implies facile two-dimensional rotational
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motion about the latter. In order to explain the INS data, a delocalisation model for H2

translational motions had to be invoked. The result of such a (purely classical) averag-
ing process was to recover the same symmetry and functional form for the orientational
potential as that found in the INS experiments. In the language of quantum mechanics,
such an averaging process, however, does not imply that the underlying H2 molecular
wavefunction lacks a significant amplitude for H–H geometries orthogonal to the c-axis.
The present DINS experiments are consistent with these considerations. Further, they
suggest that delocalisation of the H–H bond axis beyond what is predicted by current
PW-DFT methodologies is significant and cannot be neglected. Also, the interaction po-
tential of H2 with the substrate does not mix para and ortho nuclear-spin manifolds and
these are independent of each other when considering rotations and librations about the
centre of mass. It, therefore, appears as if particle exchange might also play an impor-
tant role in this particular case, the very same process responsible for the entanglement
of nuclear-spin and rotational degrees of freedom in isolated homonuclear diatoms such
as H2 [208]. The consequences of such effects are difficult to predict quantitatively un-
less the H2 potential-energy surface in the GIC is mapped in detail and NQEs are fully
taken into account. For H2, this is not a trivial task given the presence of intramolecular
exchange effects from the outset, i.e., proton exchange associated with rotations about
the molecular centre-of-mass need to account for its fermionic nature. PI calculations as
those described in Section 2.2.3 still rest on this hard-to-treat approximation.
Notwithstanding the above limitations, the anisotropy data presented in Fig. 31 can

be used explore the underlying H2 librational wavefunction Ψ. In the free-rotor |JM〉
basis, Ψ can be expanded as a series of the form

Ψ =
∑

J,M

cJM |JM〉 (71)

where |JM〉 ≡ YJM (χ, ϕ) is a spherical harmonic, and a given |JM〉 state has a rotational
energy EJ = BrotJ(J + 1) with Brot = 7.35 meV [41]. For the para-H2 ground state,
only even-J terms contribute to this sum. The nearest of these are characterised by
rotational energies EJ of 44 (J=2), 147 (J=4), 252 (J=6), and 530 meV (J=8), the latter
one being almost degenerate with the first vibrationally excited state. The orientational
potential V (χ, ϕ) defining the librational interaction of H2 with the GIC will introduce
contributions from excited |JM〉 states into the ground-state, free-rotor wavefunction.
Such an admixture is inversely proportional to the energy separation between levels.
Thus, the combination of a relatively restricted subset of possible |JM〉 states (J =
2, 4, 6...) because of intrinsic particle-exchange effects, as well as their high energies above
the ground state provide a qualitative rationalisation as to why departures from a purely
isotropic |00〉 ground-state wavefunction require a strong orientational potential V (χ, ϕ),
with orientationally energy barriers above 100 meV. These remarks can be made more
quantitative by going back to the model introduced in Ref. [193] to rationalise the INS
spectrum of this system. Such a potential is of the form V (χ, ϕ) = VΘ sin2 χ with VΘ =
137 meV. In this case, inclusion of terms up to just J = 4 in the sum given by Eq. (71)
is sufficient to converge the eigenvalues for the energies of ground and first excited states
to within ∼1%. Free-rotor contributions from J=0 and 2 are dominant and of a similar
weight, followed by a relatively modest contribution from J=4. Higher-order terms are
negligible. Therefore, the small moment of inertia of the H2 molecule combined with
intramolecular quantum-mechanical exchange make it a real challenge to pin the H–H
axis along a well-defined direction.
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3.2.4. What DINS has taught us about hydrogen in the solid state

This case study has been chosen to show how state-of-the-art DINS and first-principles
electronic-structure calculations can be used to study the adsorption of H2 in KC24, a
prototypical GIC material. The intermolecular forces at play are stronger than those
typical of carbon-only nanostructures, where dispersive interactions can account for the
bulk of the interaction. DINS experiments on the VESUVIO spectrometer enabled the
simultaneous characterisation of this material using high-resolution neutron diffraction
and DINS. These additional capabilities were crucial to establish the integrity and degree
of orientation of the substrate during in situ gas loading. Future DINS work involving
the adsorption of H2 and other gases on porous sorbents will undoubtedly benefit from
these unique capabilities and further instrument developments.
The DINS response of H2 has been analysed in detail, and comparison with the DINS

response from bulk liquid H2 has been instructive in order to assess the effect of inter-
molecular interactions between H2 and the host. To a very large extent, the isotropic NCP
widths are the result of the successive convolution in momentum space of all intra and
intermolecular motions of the H2 molecule. Furthermore, the coverage dependence of the
DINS data has also provided new insights into the energy scales associated with H···H in-
teractions. For (H2)xKC24 (x<2), these energies are of ca. 10 meV. Adsorbate-adsorbate
interactions lie at the low end of the scale compared to other motions of individual H2

molecules. It is important to note that such a quantity is not amenable to direct scrutiny
using other spectroscopic techniques.
The oriented nature of the GIC allowed for a close scrutiny of the the H2KC24 complex,

to highlight where current methodologies based on a harmonic or single-particle descrip-
tion of hydrogen motions fail rather dramatically. The observed anisotropy in the proton
NMD is far less pronounced than theoretical predictions yet, at a qualitative level, they
show a similar behaviour, characterised by a preference for the H2 molecule to be aligned
along the crystallographic c-axis. Pinning the H–H axis along a well-defined direction in
space appears to be a rather difficult task for physisorbed H2, in spite of the presence
of considerable energy barriers for rotation (>100 meV). It thus appears as if additional
binding mechanisms approaching the chemisorptive regime such as those responsible for
Kubas-like dihydrogen complexes [209] are required to achieve a strong pinning of H2

in hydrogen-storage media. In either case, gaining further insights into the underlying
mechanisms responsible for the binding of the H2 molecule necessarily implies recourse to
theoretical approaches where NQEs beyond the harmonic approximation (e.g., PI meth-
ods) and possibly higher-order effects such as particle exchange must be incorporated
from the outset.

4. Outlook and perspectives

The past decade has been an exciting one for eV neutron spectroscopy and its applica-
tion across physics, chemistry, biology, and materials science. In addition to providing a
critical account of the systems and materials studied during this period, this review has
also presented a summary of the key conceptual and practical aspects of the technique,
followed by specific case studies to enable you to identify aspects of your own work in
which eV neutron spectroscopy could provide new and hitherto unexplored insights.
At this juncture, the technique has clearly moved beyond its intended use in the early

days to explore fundamental systems and is now entering an exciting new era. Progress
has been spectacular on a number of fronts owing to the judicious exploitation of pre-
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Figure 32. Correlation between average NMD width (ordinate axis) and fracture toughness (abscissa) for a range

of materials including glass-ionomer cements (labelled GICs in the figure), polymer, and glass. Reproduced from
Ref. [211].

viously inexisting synergies, the most notable ones being the progressive integration of
last-generation computational modelling and analysis tools into existing experimental
programmes, as well as steady and significant advances in neutron instrumentation and
experimental strategies. We do not expect less from the years to come. In what follows,
we offer our (by no means exhaustive) thoughts and reflections on how the field might
evolve in the foreseeable future. For a more extensive account of ongoing discussions by
the community, the reader is also referred to the proceedings of a recent international
workshop [210].
In terms of new scientific opportunities, possibilities remain practically boundless and,

to date, do not appear to be limited by the apparent complexity of the target material.
This particular point is nicely illustrated by the very recent work of Tian et al. [211],
where DINS has been used to study bioactive glass-ionomer cements. This work is novel
in several important respects. First of all, DINS observables were monitored as a function
of time during the setting process. The temporal evolution of NMD widths for individual
atomic species was found to be markedly non-monotonic and characterized by abrupt
and previously unreported features. As shown in Fig. 32, concentration-averaged NMD
widths were also found to correlate well with the inverse of fracture toughness across a
range of related materials, enabling the identification of a glass-ionomer coupling point,
an early setting point where material toughness unexpectedly recovers, and a final and
slow increase associated with an asymptotic decline towards long-term fracture-test val-
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ues. The inherent complexity of these materials makes it prohibitely expensive from a
computational viewpoint to tackle them at a quantitative level using in silico methods
at this point in time. Nonetheless, this work demonstrates that the search for previously
unexplored correlations between DINS observables and other material properties pro-
vides a useful framework for the future use of the technique. This is an area of work
where much remains to be done across a wide spectrum of materials and situations of
practical interest. To this end, the ability to perform parametric DINS studies becomes
an important prerequisite. These can include physical variables such as temperature,
pressure, or time, as well as others of relevance to chemistry (pH, ionic strength) or to
materials science and engineering (preparation method, fatigue levels).
Without much doubt, light atomic species like H, D, Li, B, or C have been and will

continue to be primary targets for future DINS studies, particularly in the context of
in situ and operando studies of materials for energy, where we emphasize once more the
suitability of neutron-scattering techniques to achieve this goal under realistic, real-world
situations. Both Li and B are key elements for light-weight applications related to en-
ergy conversion and storage, e.g., lithium-based battery electrodes for charge storage or
metal-based borohydrides for hydrogen storage. In these two particular cases, the use of
thermal and cold neutrons typically requires costly and cumbersome isotope-substitution
protocols to avoid excessive absorption and attenuation. Owing to the linear dependence
of neutron absorption on wavelength, studies using eV neutrons do not suffer from this
limitation. High-surface-area and nanoporous materials like metal-organic frameworks
are also well within the scope of DINS and MANSE, not only to explore molecular
uptake and adsorption (as illustrated in Section 3.2), but also to probe the supramolec-
ular dynamics that dictate material flexibility and (still-controversial) pore-breathing
phenomena [212] in a mass-selective manner. Similar remarks apply to molecular and
macromolecular intercalation in graphene-related and other layered materials, which has
been already surveyed using neutron diffraction under the sudden approximation (total
scattering) and high-resolution INS [213–221]. In this context, it is important to note
that a quantitative theoretical description of soft layered materials remains a challeng-
ing task for DFT-based methods [222, 223], and such a gap in our understanding may
require revisiting prototypical systems from an entirely new perspective as that offered
by eV neutron spectroscopy. Beyond the above, the use of DINS and MANSE in chem-
ical catalysis remains uncharted territory beyond a handful of early pilot studies using
first-generation eV instrumentation [224, 225]. This is an area of research where neutron
techniques and, in particular, INS have been gaining considerable ground in the recent
past [226] and, therefore, one would expect interesting developments on the horizon.
The inclusion of D in the series of light elements listed above is by no means coin-

cidental. Although the study of isotope-substitution effects might at first look like an
academic exercise with limited practical value, such a view is clearly at odds with the
increasing development and use of so-called ‘heavy drugs’ by the pharmaceutical indus-
try to increase stability as well as control dose and uptake kinetics [227, 228]. Gaining a
solid quantitative understanding of polymorphism in these compounds upon H/D sub-
stitution, for example, is certainly within the scope of eV neutron spectroscopy. Other
phenomena of general relevance include the inversion of H/D isotopic fractionation ra-
tios in the atmosphere at temperatures above ambient, a phenomenon that has been
explained on the basis of competing quantum effects – cf. Section 3.1.3 and Ref. [105].
Furthermore, extension of these to the study of heavier masses is also possible at this
point in time. Several examples have been presented in this work, particularly in the study
of disordered and metastable states of matter where eV neutron spectroscopy may be
viewed as the natural spectroscopic counterpart of total-scattering techniques and pair-
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distribution-function methods for structural determination [229]. Beyond these cases,
important phenomena remain to be explored with eV neutrons. These include: the cou-
pling of electronic and nuclear motions underpinning the mechanism of superconductivity
as well as the optical and electronic properties of high-Tc cuprates and pnictides [230],
carbon-based materials [231, 232] and, more recently, molecular hydrides [233]; phonon
softening and anharmonicity in thermoelectrics at high temperature [234], where we note
that eV neutron spectroscopy is not affected by the strong suppression of spectral features
associated with temperature or dynamical disorder, a feature which oftentimes imposes
severe limitations on the use of other spectroscopic techniques; or subtle NQEs affecting
the thermodynamic phase behaviour and metastability of ubiquitious materials, as ex-
plored recently using computer simulation for the case of the crystallisation of stishovite
from shock-compressed fused silica [235]. Further instrumentation developments would
certainly consolidate efforts to date, including the use of MANSE and resonant neutron
capture.
Water and aqueous systems have been studied quite extensively, as evidenced by the

growing number of examples and the emphasis given in this review to this important area
of science. We do not expect that the interest seen so far will fade, given the enormous
number of situations of practical and technological relevance involving aqueous media.
The use of DINS and INS to probe the fundamental properties of solid, liquid, and
supercritical water has been of pivotal importance to test theoretical and computational
predictions beyond observables related to structural properties. Substantial efforts in this
direction continue in order to find a predictive universal model for water that can account
for all of its physico-chemical properties and long list of anomalies [236]. In the context of
neutron spectroscopy, Fig. 33 gives a visual summary of what has been achieved to date.
We have seen in Section 3.1 that the primary contribution to 〈EK〉 of the proton in water
comes from the ZPE of the OH-stretch vibration. This contribution can be evaluated
via integration of the VDOS (obtained from INS or calculations) around those spectral
features associated with this mode. Changes in the position of these is a suitable indicator
of the overall effects of the HB network on the local potential around the proton. Whereas
the analysis of INS data needs to rely on an underlying physical model, DINS can be
used to probe the overall dependence of 〈EK〉 on physical parameters like temperature or
pressure, thereby providing stringent benchmarks for detailed theoretical studies. Recent
work on amorphous ices has developed a means of quantifying the anharmonicity of
atomic motions via the joint use of INS and DINS [143]. On a more applied front, the
isobaric data shown around the liquid-to-supercritical phase transition in Fig. 33 are of
direct relevance to the further development of nuclear power reactors, where computer
models of the neutronic and thermodynamic response of water over a wide range of
physical conditions still require detailed validation against experimental data. This line
of work has been extended to simultaneous MANSE and transmission measurements on
water mixtures, with a view to obtaining total scattering cross sections over a wide energy
range, as well as nuclear effective temperatures for H, D, and O [237, 238]. In spite of its
apparent simplicity as a light triatomic system, the study of water and aqueous systems
continues apace on many exciting (and oftentimes unforeseen) fronts.
Further developments in the requisite instrumentation lie at the heart of further

progress in the discipline. At this point in time, the overall detected flux on an instrument
like VESUVIO constitutes the main limitation of eV neutron spectroscopy, as well as the
primary reason as to why the technique has not been fully exploited to date. Much could
still be done to move beyond the current status quo. From the lessons learnt thus far, a
next-generation eV neutron spectrometer ought to combine as many different techniques
using thermal and epithermal neutrons as possible. Section 2.3.1 presented a number of

71



April 1, 2017 11:52 Advances in Physics eVneutronSpectroscopy˙˙AdvPhys˙˙revised˙˙31mar2017˙˙SUBMITTED

400

420

440

460

480

500

100 200 300 400 500 600 700 800 900

Constant pressure - SCW

Constant temperature - Amorphous ices

INS experiments in Chapter 4 823 K733 K

663 K623 K

553 K

LDA

HDA

vHDA

ice Ih 271 K

liquid 285 K pseudo-critical line

Melting

h̄

400

420

440

460

480

500

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

Constant pressure - SCW

Constant temperature - Amorphous ices

INS experiments in Chapter 4823 K

733 K

663 K 623 K

553 K

LDA

HDA

vHDA

ice Ih 271 K

liquid 285 Kpseudo-critical line

Interstitial H

Melting

h̄

Figure 33. Vibrational energies associated with the OH-stretch mode in water as a function of temperature (top)
and density (bottom). Different symbols and colours represent different phases: SCW at constant pressure (red
squares); amorphous ices at a constant temperature of 80 K (blue circles) [143]; and liquid water and ice across
melting (green diamonds) [62]. Vertical dotted lines denote the presence of structural changes or phase transitions.
Reproduced from Ref. [63].
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Figure 34. Schematic diagram of a next-generation eV neutron spectrometer. Front and backscattering detector
banks are positioned along Debye-Scherrer cones. YAP detectors normal to the beam direction are used for the
analysis of γ-rays from the resonant capture of eV neutrons. The Ge detectors immediately below these can be
used for energy-resolved γ-ray analysis such as PGAA. A multiple-stage foil-changer in the incident beam is used
to effect further energy selection. The black arrow above the sample indicates the possibility of utilising other

experimental probes in situ. See also discussion in the main text.

ongoing developments in this direction, some of which can already be used on a routine
basis along with DINS, e.g., diffraction and transmission. The body of work reviewed
herein provides solid ground for the further development of a fully fledged experimental
station for Epithermal and Thermal Neutron Analysis, hereafter denoted as ETNA. Fig-
ure 34 offers some thoughts on what ETNA might look like in the foreseeable future to
tackle and move beyond the scientific drivers and challenges presented throughout this
review. A much-needed improvement involves significant changes to the geometry and
detector coverage of forward and backscattering banks for recoil scattering and diffrac-
tion, as these could be chosen to follow the natural symmetry of a neutron-scattering
experiment along Debye-Scherrer cones. This second-generation detector array would
represent a step-change relative to the current set-up, including the implementation of
multiplexing techniques via the use multiple resonant foils to enhance count rates even
further. In this situation, energy selection of incident neutrons could be implemented
either over a range of energies (e.g., to suppress the thermal region) or at specific inci-
dent energies in order to discriminate between purely elastic and inelastic events, or to
enhance mass selectivity and element specificity. As shown in the figure, this detector
geometry for recoil scattering is also relatively open, thereby allowing for the presence of
additional detector banks orthogonal to the neutron beam. The YAP-detector technol-
ogy developed for VESUVIO and described in Section 2.3.1 could be then used in this
configuration to perform elemental analysis and MANSE of much-heavier atomic species
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using neutron-capture resonances at eV energies. Also, novel Ge-based detectors [241]
in a similar geometry as the aforementioned YAP banks would enable the implementa-
tion of prompt-γ emission techniques for non-destructive elemental analysis across the
periodic table. These techniques include Prompt-Gamma Activation Analysis (PGAA),
extensively used at nuclear reactors [239]. Their use at short-pulse spallation neutron
sources has been recently explored with success in Ref. [240]. These developments would
increase the information content of a given experiment by at least two orders of magni-
tude relative to current figures. These enhancements can easily arise from improvements
in both the primary (source strength, optimisation of incident pulse widths), as well as
the secondary spectrometer (wider detector coverage using smaller detector elements,
as well as the implementation of additional background-suppression strategies). Further-
more, such an increase in both capacity and capability could always be complemented
via the use of additional in situ techniques. Raman spectroscopy is a natural choice to
go along DINS and MANSE, and its merits have already been demonstrated for thermal
and cold neutrons [242]. Further order-of-magnitude increases in flux can always come
from improvements to the neutron source per se, i.e., last-generation short-pulse spalla-
tion sources like SNS [113] at Oak Ridge National Laboratory (USA), or MLF [243] at
J-PARC in Japan. The addition of an ETNA-like instrument to these facilities would cer-
tainly be a timely addition to existing capabilities in the global landscape to meet increas-
ing demand. Likewise, a careful optimisation of target-moderator-reflector geometries to
maximise the flux and temporal characteristics of epithermal neutrons could also offer
additional and significant gains. The epithermal flux available on the CHIPIR irradiation
beamline at ISIS [34, 244] represents a good example of what judicious neutronics-design
efforts can achieve at a reasonable cost relative to major facility upgrades. Taking into
account all of these factors, ETNA would provide a quantum leap in both capacity and
capability, thereby transforming in a fundamental way how epithermal neutrons from
short-pulse spallation sources could be exploited to the full of their potential in the years
to come. As such, the future of the discipline looks brighter than ever.
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List of acronyms in alphabetical order

DFPT density functional perturbation theory
DFT density functional theory
DINS deep inelastic neutron scattering
DD double difference
FC foil cycling
FSE final-state effects
GIC graphite intercalation compound
GO graphite oxide
HB hydrogen bonding
IA impulse approximation
INS inelastic neutron scattering
MANSE mass-resolved neutron spectroscopy
NCS neutron Compton scattering
NCP neutron Compton profile
NMD nuclear momentum distribution
NQE nuclear quantum effect
PGAA prompt-gamma activation analysis
PI path-integral
PIMD path-integral molecular dynamics
PVDOS partial vibrational density of states
PW-DFT plane-wave density functional theory
QE quantum-energy excess
QENS quasielastic neutron scattering
RD resonance detector
RF resonance filter
SD single difference
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SCW supercritical water
SW supercooled water
TOF time of flight
VDOS vibrational density of states
YAP ittrium aluminium perovskite ZPE zero-point energy
1BZ first Brillouin zone
3D-HO three-dimensional harmonic oscillator
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