
PHYSICAL REVIEW B 89, 094412 (2014)

Electronic and magnetic properties of the interface between metal-quinoline molecules and cobalt
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It was recently established that spin injection from a ferromagnetic metal into an organic semiconductor depends

largely on the formation of hybrid interface states. Here we investigate whether the magnetic properties of the

interface between cobalt and tris(8-hydroxyquinolinato)-Al(III) (Alq3), the most prominent molecular candidate

for organic spin-valve devices, can be modified by substituting the aluminum atom with either gallium or indium.

The electronic structure of Alq3, Gaq3, and Inq3 and the properties of their interfaces with ferromagnetic cobalt

are probed experimentally, by using different photoemission spectroscopy methods, and theoretically, through

density functional theory calculations. For all cases, the results highlight the presence of spin-polarized interface

states. However no striking difference between the properties of the various molecules and interfaces is observed.

This is a consequence of the fact that the molecules frontier orbitals are mainly localized on the ligands and they

show only a negligible contribution coming from the metal ion.
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I. INTRODUCTION

Since the first report of magnetoresistence in organic semi-
conductors (OSCs) [1], the field of organic spintronics [2,3]
has grown quickly and has witnessed a rush towards the
fabrication of novel hybrid organic-inorganic (HOI) spin-valve
devices [4]. However, unfortunately, the interpretation of the
experimental results is often puzzling and the performances
of such devices are hardly reproducible. This can be par-
tially ascribed to the incomplete understanding of the main
mechanism, which governs spin and charge injection from
a ferromagnetic metal into an OSC and across the HOI
interfaces.

Charge transport through HOI interfaces has been widely

investigated due to its relevance for organic electronics

and photovoltaic technologies. It is now established that

the electron/hole transport across a HOI interface sets in

whenever an applied bias shifts the lowest unoccupied/highest

occupied molecular orbital (LUMO/HOMO) to the metal

Fermi energy, thus overcoming a potential barrier [5–7], which

is typically a few hundreds meV high [8,9]. Unfortunately

this picture, which has proven quite successful in elucidating

charge transport processes, does not describe spin-polarized

injection from a ferromagnetic electrode into an OSC. In

fact, because of the potential barrier, spin injection would not

be possible at very low bias voltages and low temperature,

which, instead, are the typical working conditions for large

magnetoresistance in HOI spin valves [4]. More drastically,

although spin injection was unequivocally demonstrated in

several experiments [10,11], neither theoretical models nor

phenomenological arguments are currently able to explain

what are the main parameters affecting its efficiency.
In this context, it was recently suggested that spin injection

is a process deeply related to the formation of hybrid interface
states [12,13], which can be spin polarized with the sign and

the absolute value of the spin polarization determined by the
strength and by the character of hybridization between the
OSCs molecular orbitals and the spin-polarized bands of
the ferromagnetic surface. Then, such hybrid states, which
have been clearly visualized through photoemission [14–16]
and scanning tunneling microscopy experiments [17–19], act
as a further spin filter [14] so that the spin polarization of the
current injected into an OSC can be very different from that of
the ferromagnetic electrodes and it may sometimes have even
opposite sign. On the one hand, the large dependence of the
magnetic and transport properties of the HOI interfaces on both
the strength and nature of the molecule-metal hybridization
may pose new challenges for a deep understanding of the
experimental results. On the other hand, the possibility to
modify OSCs through chemical functionalization [20] may
offer new unexpected routes for engineering the spin-transport
properties of HOI interfaces [21,22]. This intriguing idea
was investigated, for example, by Lach et al. [15], who
described how the spin selectivity of the cobalt surface can be
drastically tuned through the chemisorption of various metal
phthalocyanines.

We here investigate, both theoretically and experimen-
tally, the electronic structure of the interface between epi-
taxial Co thin films grown on Cu(001) and three tris(8-
hydroxyquinolinato)-metal molecules Mq3, which differ only
by the metal center M = Al, In, and Ga (Fig. 1). We then aim
at understanding whether and how the various metal ions affect
the magnetic properties of the interface.

Alq3 is one of the most popular OSCs used as an
active layer in organic light-emitting diodes and, moreover,
it represents the prototypical OSC employed in organic spin
valves. Gaq3 and Inq3 have recently been synthesized [23].
Although they have been previously studied and implemented
in light-emitting devices [24–26], they may also represent
interesting novel OSCs for spintronics. In fact, on the one
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FIG. 1. (Color online) Structure of the Mq3 molecule. Color

code: C (yellow), O (red), N (gray), H (blue), and M (Al, Ga, and In)

(black).

hand, the different relative atomic radius of the three metal
ions may affect their phononic properties, which, ultimately,
would reflect in the polaron transport mechanism and thus
in typical devices characteristic behavior. On the other hand,
the different atomic number of Al, Ga, and In modifies the
spin-orbit interaction strength, affecting the spin-relaxation
time [23]. Our present study extends a previous work [20],
in which the properties of Alq3 molecules were compared
to those of the related compound tris-(9-hydroxyphenalen-
1oate)-aluminum(III) [Al(OP)3]. Al(OP)3, while having the
same metal center as Alq3, is characterized by much bigger
ligands bounded to the Al3+ ion only via oxygen donor atoms.

By combining ultraviolet-photoemission spectroscopy
(UPS), spin-resolved near-threshold photoemission spec-
troscopy (NT-PS), spin-resolved two-photon photoemission
(2PPE) spectroscopy, and state-of-the-art density functional
theory (DFT) calculations, our study unequivocally shows
that all three Mq3 molecules bind so strongly to the surface
that spin-polarized interface states are formed. However, the
interface electronic structure is very similar in all cases, which
means that the spin-filtering properties of the interfaces cannot
be engineered by simply substituting Al with Ga or In.

The paper is organized as follows: First we describe both
the experimental and theoretical methods employed (Secs. II
and III). Then, after introducing the electronic structure of
Alq3, Gaq3, and Inq3 (Sec. IV), we discuss the properties of
their interfaces with Co providing a detailed analysis of the
magnetic properties (Secs. V and VI). Finally we summarize
the main results and conclude (Sec. VII).

II. EXPERIMENTAL METHODS

Spectroscopic measurements were performed in a UHV
system consisting of one spectrometer chamber and two
evaporator chambers. The base pressure in the spectrome-
ter chamber is 4 × 10−11 mbar. The evaporator chambers
enable one to produce the Co/Mq3 systems in situ, which
is crucial to obtain a clean surface and a high-quality

interface. The 3.5 nm thin Co films were deposited by
electron beam epitaxy with an Omicron EFM-3 evap-
orator on a Cu(001) single crystal at a pressure of
10−10 mbar. Afterwards the sample was annealed at 370 K.
This results in a metastable tetragonally distorted Co fcc
structure with an in-plane magnetic uniaxial anisotropy along
the (110) direction of copper [27]. Alq3 (99.995% pure) was
purchased from Sigma Aldrich. Gaq3 and Inq3 were synthe-
sized using a published method [28,29]. All three Mq3 were
purified using train sublimation, resulting in a polycrystalline
powder. After purification, the Mq3 are deposited on the freshly
prepared cobalt surface with a Knudsen cell from Kentax
GmbH at a pressure of 9 × 10−10 mbar. The deposition rates
are monitored by a quartz crystal balance calibrated with
ellipsometry.

To detect the occupied manifold of the Co/Mq3 system
we performed UPS and spin-resolved NT-PS [30]. UPS was
performed by using an Omicron HIS 13 vacuum ultraviolet
lamp, which operates at the He Iline (hν = 21.2 eV). The
excitation source for NT-PS is a Ti:sapphire laser system with
a central wavelength of 800 nm, 82 MHz repetition rate, a
pulse power of 1.5 W, and a pulse duration of 100 fs. The
output is frequency quadrupled by using two β-barium borate
crystals leading to the fourth harmonic of the fundamental
with a photon energy of hν = 5.95 eV. For both UPS and
NT-PS the light incident angle was 45◦. In order to detect
the unoccupied manifold of the Co/Mq3 system we performed
spin-resolved 2PPE. The setup for the 2PPE experiments is
reported in Ref. [14]; the photon energy used was 3.26 eV
and the pulse length was 63 fs. In the UPS, NT-PS, and
2PPE experiments the emitted photoelectrons are analyzed
in energy and spin by a Focus SPLEED detector mounted on
a cylindrical sector analyzer (Focus CSA). The acceptance
angle of the detector system is ±13◦ and the energy resolution
is 0.22 eV. All presented measurements were performed at
room temperature.

III. COMPUTATIONAL DETAILS

DFT calculations were performed by using a develop-
ment version of the SIESTA code [31]. Norm-conserving
Troullier-Martin pseudopotentials were employed together
with a basis set of double-ζ plus polarization quality. In the
case of Gaq3 and Inq3, the 3d-Ga and 4d-In states were
included as valence orbitals. The Perdew-Burke-Ernzerhof
(PBE) generalized gradient approximation (GGA) [32,33]
for the exchange-correlation functional was used. However,
the density of states (DOS) of the molecules was also
computed with the atomic self-interaction correction (ASIC)
scheme [34,35]. In fact, for the free Alq3 molecule, ASIC is
able to return a density of (occupied) states, which closely
matches both the UPS spectrum and the quasiparticle energies
obtained by many-body perturbation theory calculations [36].
Furthermore, ASIC appears to be a very suitable method to
study molecules on surfaces: while it corrects the (occupied)
molecular orbitals for the self-interaction error thus improving
the overall description of the (occupied) molecular spectrum,
it has only a minor effect on the delocalized metal states of
the surface, which are usually well described by local and
semilocal functionals.
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For the free molecules, cubic supercells with lateral
dimension equal to 30 Å were considered. For the fcc(001)
Co surface, we built a four-layer slab with a (4 × 4) square
unit cell and each slab was separated by 60 Å of vacuum
from its periodic image. As fcc Co is grown epitaxially on
a Cu substrate, the Co lattice constant was fixed to 3.61 Å,
the experimental lattice constant of Cu. Relaxations were
performed with standard conjugate gradients until the forces
were smaller than 0.04 eV/Å. The two bottom layers of the
Co slab were constrained and only the two top layers were
allowed to relax. All SIESTA calculations were performed at
the γ point only.

Further calculations were also performed by using the
FHI-AIMS all-electron code [37,38] in order to achieve a larger
accuracy, in particular concerning total energy calculations
(all energy values presented in this paper were computed
with FHI-AIMS according to the computational details provided
here). We considered the standard numerical atom-centered
orbitals basis set “tier2” for H, C, N, O, Al, Ga, and In
and “tier1” for Co. The atomic zeroth-order regular approx-
imation (ZORA) [37] was applied to treat relativistic effects
(for all the molecules the energy difference between the results
of “single-point” DFT calculations obtained with the atomic
ZORA and the scaled ZORA [39] were found to be negligible).
Like in the case of the SIESTA calculations, geometric relax-
ations were performed by using the PBE-GGA functional.
Furthermore we also used the PBE + vdWsurf method [40] in
order to investigate the effects of the van der Waals interactions
on the absorption geometry. The screened C6,LZK coefficient,
the polarizability αLZK , and the vdW radius RLZK of Co were
previously calculated [41] according to the scheme of Ruiz
et al. [40] and they are equal to C6,LZK = 52.7 hartree bohr3,
αLZK = 8.6 bohr3, and RLZK = 2.1 bohr (the experimental
dielectric constant for the hcp phase of Co [42] was used as
this is expected not to differ substantially from that of the fcc
phase). Although the PBE + vdWsurf method has been exten-
sively tested for molecules both physisorbed and chemisorbed
on metals [40,43,44], the performances for ferromagnetic
surfaces have never been assessed in detail. In fact no clear
notion on how the van der Waals interactions are affected by
the spin polarization has been established yet. Nevertheless
we expect that the PBE + vdWsurf may still represent an
improvement over standard PBE, when the concerned effect
of the van der Waals force cannot be neglected.

For the slab calculations, we tested various k-point meshes
with the largest being 8 × 8 × 1, but the results were well
converged already for the 4 × 4 × 1 mesh. The same supercell
employed in the calculations performed with SIESTA was
considered and atomic optimizations were carried out until
forces were smaller than 0.01 eV/Å. In order to compensate for
the potential dipole field of the slab containing the molecules,
we added an electrostatic potential step in the vacuum region.

Finally we remark that Alq3 has two isomers, commonly
called facial and meridional (respectively with C3 and C1

symmetry). In agreement with other studies [45], we found
the meridional isomer of Alq3 to be 0.175 eV more stable than
the facial one. This is also consistent with the fact that the
facial isomer has only been detected in the high-temperature
phase [46] and not in thin films [47]. Similarly, the meridional
isomers of Gaq3 and Inq3 are calculated, respectively, as 0.192

TABLE I. Metal-O (dM-O) and Metal-N (dM-N) bond lengths for

the meridional isomer of Alq3, Gaq3, and Inq3, as calculated from

GGA-PBE.

Molecule dM-O (Å) dM-N (Å)

Alq3 1.89, 1.85, 1.89 2.09, 2.05, 2.08

Gaq3 2.01, 1.97, 2.0 2.15, 2.12, 2.16

Inq3 2.18, 2.15, 2.18 2.32, 2.29, 2.32

and 0.165 eV more stable than the facial ones. We have then
decided to present the calculations only for this isomer. The
metal-N and metal-O bond lengths are listed in Table I and, in
the case of Alq3, they are within 1% of the results obtained in
previous studies [45] (the tiny differences can also be attributed
to the use of a different GGA functional as well as to a different
numerical implementation of DFT).

IV. ELECTRONIC STRUCTURE

OF THE Mq3 MOLECULES

We first discuss the electronic properties of the free Mq3

molecules. Figure 2 shows the UPS spectra of the Co/Mq3

system, recorded for a molecular coverage of four monolayers
(ML; 1 ML = 1.3 nm). The spectra in the right panel are
plotted after subtraction of the secondary electron background
using the procedure described in Ref. [48], while the left
panel shows the low-energy cutoff region. For coverages above
4 ML, electrons originating from the cobalt and from the
Co/Mq3 interface cannot be detected anymore, since in UPS
experiments the electron mean free path in Mq3 is considerably
smaller than 5 nm (0.6 nm for Alq3 [14]). This means that the
molecular orbitals determined by UPS on this system can be
compared to the occupied manifold of the free Mq3 molecules.
Inspection of Fig. 2 reveals that the UPS spectra are almost
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FIG. 2. (Color online) UPS spectrum for Alq3 (top panel), Gaq3

(middle), and Inq3 (bottom). Left panel: secondary electron cutoff;

right panel: UPS spectrum after subtraction of the secondary electron

background. The red ticks mark the position of the KS eigenvalues

calculated with the ASIC scheme (the HOMO was aligned with

experimental HOMO).
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identical for all three molecules. Moreover the spectrum of
Alq3 matches very well the results of previous studies [49].
Regarding the highest occupied molecular orbitals (HOMOs)
of the three molecules, we extract the following binding en-
ergies: HOMO(Alq3) = 2.8 eV, HOMO(Gaq3) = 2.7 eV, and
HOMO(Inq3) = 2.8 eV (note that the energies are determined
from the center of the HOMO peak and that the zero energy
value is set at the Fermi level of the Co substrate). Figure 2
also displays the Kohn-Sham (KS) eigenvalues calculated
with the ASIC functional (red ticks). Their position is in
good agreement with the main peaks in the UPS spectra thus
providing a further confirmation of the good performances
of ASIC. Moreover, Fig. 2 also shows that, for all three
compounds, the HOMO peaks are composed of three nearly
degenerate molecular orbitals (note that these orbitals are not
exactly degenerate because the molecule has no rotational
symmetry). Therefore the positions of the UPS HOMO peak
correspond to the center-of-mass position of these levels.

From the position of the low-energy cutoff in the UPS
spectra (left panel of Fig. 2) we extract the work function �:
�(Alq3) = 3.6 eV, �(Gaq3) = 3.7 eV, and �(Inq3) = 3.6 eV
(see also Fig. 6). By adding the work function to the binding
energy of the HOMO we obtain the experimental ionization
potentials (IPexpt) of the three Mq3 molecules. These are
reported in Table II and, in the case of Alq3, IPexpt compares
well with other estimates which give values between 6.3 and
6.5 eV (see Ref. [50], and references therein).

From the theoretical side, quite accurate estimates for the
IPs can usually be obtained by using the �SCF method [51].
The results are reported in Table II, together with the computed
electron affinity (EA), the absolute value of the total dipole
moment p, and the value of the transport (or quasiparticle)
gap �, defined as the difference between the IP and the
EA. Interestingly, IP, EA, and thus �, are very similar for
all three molecules, while the dipole moment changes along
the series, with the largest belonging to Alq3. This seems to
correlate to the increased metal-O(N) bond length as seen in
Table I. Furthermore, as a side comment, we note that the
theoretically determined IP is within 2% of the experimental
values. However, this observation must be taken with some
caveats. In fact, first, the experimental HOMO values represent
the center-of-mass position of the three almost degenerate
occupied states, and it is thus not exactly the energy position
of the real HOMO, which cannot be resolved because of
the too small separation from the other states. Secondly, the
computed values for IP refer to the molecule in the gas phase,
while IPexpt is for molecules on a molecular thin-film surface.
The gas-phase and the condensed-phase ionization potential

TABLE II. Experimental (IPexpt) and computed ionization poten-

tial (IP), electron affinity (EA), transport gap (�), and absolute value

of the dipole moment (p) of the three molecules investigated. The

computed ionization potential (electron affinity) is obtained by using

the relaxed geometry for the positive (negative) ion.

Molecule IPexpt (eV) IP (eV) EA (eV) � (eV) p (D)

Alq3 6.4 6.29 1.23 5.06 4.04

Gaq3 6.4 6.29 1.22 5.05 3.89

Inq3 6.4 6.26 1.23 5.03 3.56

FIG. 3. (Color online) Calculated DOS (black line) for Alq3 (top

panel), Gaq3 (middle), and Inq3 (bottom). The red lines represent the

3d-Ga and the 4d-In states. The spectrum was rigidly displaced in

order to align the HOMO at the energy corresponding to � − IP

(where IP is the computed ionization potential and � is the

experimental work function determined from the low-energy cutoff).

A Gaussian broadening was added to the computed DOS in order to

better compare the theoretical and the experimental spectra in Fig. 2.

generally differ for the polarization energy, which has been
estimated to be between 0.85 and 1 eV for an Alq3 molecule
on a crystal surface layer [52,53]. Therefore, it is fair to argue
that the agreement between IP and IPexpt in Table II comes from
a cancellation of errors and IP is likely to be underestimated
by about 0.9 eV in our calculations.

Finally we investigate why the UPS spectra of the three
molecules show very little differences. This can be better
understood by looking at the DOS projected over the 3d-Ga or-
bitals of Gaq3 and the 4d-In of Inq3 (Fig. 3). In fact, we note that
the orbitals of the metal centers contribute to the total DOS only
for large binding energies (about 16 eV for Gaq3 and 20 eV for
Inq3), while the states around the Fermi level are localized on
the quinoline ligands. This is more clearly illustrated by Fig. 4,
which shows the sum of the charge density associated with
the three HOMOs and LUMOs. For all three molecules, the
HOMOs (left panels of Fig. 4) are localized on the phenoxide
moiety of the ligands. The three LUMOs (right panels of
Fig. 4), in contrast, are localized on the pyridyl moiety.

V. ELECTRONIC STRUCTURE OF THE INTERFACES

We now move to investigate the electronic structure of the
Mq3/Co interfaces by NT-PS and 2PPE. In order to obtain
spectroscopic information about the interface, we have chosen
a molecular coverage of 1 ML. At this coverage, the Co/Mq3

interface is completely formed, while the Mq3 film is still thin
enough for the interface features to be detected. Moreover,
NT-PS has a deeper probing depth than UPS and is thus more
suitable for detecting the interfacial electronic structure [54].

094412-4



ELECTRONIC AND MAGNETIC PROPERTIES OF THE . . . PHYSICAL REVIEW B 89, 094412 (2014)

FIG. 4. (Color online) Isosurfaces for the sum of the total charge

densities of the quasidegenerate HOMO, HOMO-1, and HOMO-2

(left panels) and of the LUMO, LUMO+1, and LUMO+2 levels

(right panels) of Alq3 (a), Gaq3 (b), and Inq3 (c). Calculations are

reported for the ASIC functional.

Figure 5(b) shows the NT-PS spectra of the three Mq3/Co
interfaces. Note that in NT-PS experiments, we detect the
occupied electronic states down to approximately 2.5 eV below

the Fermi energy EF. Therefore only the onset of the HOMO
is visible in the spectra at the low-energy cutoff. From the
energetic position of the low-energy cutoff we also extract
the value of the shift of the vacuum level due to the interface
dipole. This is approximately 1.5 eV for all three molecules
and, in the case of Alq3, this is consistent with the value from a
previous report [9]. For completeness in Fig. 5(a) we also show
the UPS spectra in the HOMO region, recorded for the same
system (1 ML Mq3 on Co). The binding energy of the HOMO
at the three Co/Mq3 interfaces is HOMO(Co/Alq3) = 2.4 eV,
HOMO(Co/Gaq3) = 2.4 eV, and HOMO(Co/Inq3) = 2.5 eV.
Going back to the NT-PS spectra of Fig. 5(b), a second spectral
feature is present in the spectra for all three molecules at a
binding energy of 0.8 eV for Alq3, 0.9 eV for Gaq3, and 1.1 eV
for Inq3. As such spectral features disappear from the NT-PS
spectra for increasing Mq3 coverage, they are attributed to
occupied hybrid interface states (oHISs), in agreement with our
previous findings reported for Alq3 in Ref. [14]. In addition, we
note that these hybrid interface states disappear after oxidation
of the Co surface [55], thus demonstrating that they are related
to the coupling between the surface and the molecules.

The 2PPE spectra after secondary electron background
subtraction [14] are shown in Fig. 5(c). They are dominated
by a very pronounced spectral feature, which can be ascribed
to an unoccupied HIS (uHIS). The energetic position of the
uHIS for the three molecules is, respectively, uHIS(Alq3) =

1.5 eV, uHIS(Gaq3) = 1.4 eV, and uHIS(Inq3) = 1.3 eV. The
main results of the NT-PS and 2PPS experiments are further
summarized through the diagrams of Fig. 6, which illustrate
the energy level alignment at the Mq3/Co interfaces.

The origin of the observed hybrid interface states can
be better understood by performing DFT calculations. The
GGA lowest energy geometry for Alq3 on Co is displayed in
Fig. 7 (the results for Gaq3 and Inq3 are very similar and,
therefore, are not shown here). The molecule is adsorbed
with two O and one N atom pointing toward the Co surface
(a configuration sometimes referred to as “up” [56]). Then,
after the geometry optimization, the angle in between the two
quinoline ligands closer to the surface opens until these ligands
lay down on the surface, while the third ligand remains almost

FIG. 5. (Color online) (a) UPS, (b) NT-PS, and (c) 2PPE spectra (after background subtraction) of one monolayer of Mq3 on Co, from

which we extract the occupied and unoccupied electronic structure of the Co/Mq3 interface.
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Φ

Φ Φ
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∆ = ∆ = ∆ = 

FIG. 6. (Color online) Diagram of the energy level alignment for

the three Mq3/Co interfaces as extracted from the NT-PS, UPS, and

2PPE experiments for the Co/Mq3 interface (1 ML Mq3 on Co)

in Fig. 5.

perpendicular to the interface. As such the molecule becomes
strongly chemisorbed through the hybridization between the
d-Co states and the pz orbitals of the ligands. As an additional
test, we have also verified that the inclusion of the van der

FIG. 7. (Color online) Top view and lateral view of the Alq3/Co

interface after the DFT geometry optimization. Color code: C

(yellow), O (red), N (gray), H (blue), and Al (purple).

Waals interactions through the PBE + vdWsurf functional does
not affect the final geometry for such a strongly absorbed
system (although the binding energy is expected to change
significantly [43]).

In addition to the “up” geometry, we have also considered
a second configuration (sometimes called “down” [56]) with
two N atoms and one O atom pointing toward the Co surface.
However, our structural optimization was unable to reach a sta-
ble energy minimum and, ultimately, the two quinoline ligands
tended to be strongly bonded to the surface and to detach from
the central metal ion, namely, the molecule gets fragmented.

Notably, the optimized geometry presented in Fig. 7 is
very similar to the results of Zhan et al. [57] for Alq3 on
Fe. In that case the strong interaction between the molecule
and the surface was further demonstrated by angle-resolved
N(1s) x-ray photoelectron spectroscopy. In fact, in that paper
the presence of three peaks in the spectrum (two with lower
binding energies than the third one) suggests that two ligands
are located very close to the surface with the third being
relatively far and only weakly coupled to the surface.

Having obtained the optimized geometry, we have com-
puted the work function of the surface. This is evaluated as the
difference between the Fermi energy and the reference Hartree
potential in the vacuum region far away from the surface. We
find a value of 5.2 eV for Co and 3.7 eV for all three Co/Mq3

combined systems (note that at least ten layers of cobalt in
the supercell and the inclusion of an electrostatic potential
step in the vacuum region are required in order to obtain well
converged results). Thus the computed shifts of the vacuum
level due to the interface dipole (� = 1.5 eV) are virtually
identical to the experimental estimates and they have the same
value for all three cases, although the three molecules were
predicted to have slightly different dipole moments in the gas
phase (see Table II). Note that, after absorption, the molecules
are so strongly coupled to the surface, that they lose their
gas-phase molecular features and, therefore, a prediction of
the work-function shift based solely on the inspection of the
gas-phase Mq3 dipole is not appropriate. Furthermore, even
if it is not possible to disentangle the relative contribution of
the various effects determining the Co work-function shift,
we argue that the non-negligible molecule-Co charge transfer
plays an important role. As this charge transfer is the same for
all three molecules, it is reasonable to expect a similar change
for the work function.

Although the geometry in Fig. 7 accounts for the strong
chemisorption of Alq3 (as well as Gaq3 and Inq3) on Co, it
corresponds only to a partial surface coverage. Furthermore,
Mq3 molecules do not self-assemble in an ordered way on
Co so that a meaningful simulation of the UPS spectra can
only be carried out by performing an average over several
possible absorption configurations. In this respect and in order
to describe one full ML, we have embedded a second molecule
in the supercell (see Fig. 8). As this second molecule can be
placed in many different ways, we have considered a limited
representative ensemble of all possible two-molecule configu-
rations and we have then performed a careful optimization by
including the van der Waals interaction (according to what
was discussed by Egger et al. [58]). Then, while the first
quinoline is chemisorbed, the second is just physisorbed or
very weakly chemisorbed as not enough “clean” Co remains
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FIG. 8. (Color online) Top view of one of several supercells

containing two Alq3 molecules that have been investigated in this

work. The color code for the various atoms is the same as that

of Fig. 7.

available on the surface for the second molecules to bind.
Interestingly, we have verified that the inclusion of the second
weakly coupled molecule does not affect the computed change
in work function, in spite of the large dipole moment of the
three compounds. This confirms that the electronic structure
of the interface is entirely determined by the chemical bond of
the first molecule.

The DOS for the Co/Alq3 system computed with ASIC
is displayed in Fig. 9, together with the UPS spectrum
already presented in Fig. 5(a). The computed DOS has been
obtained by averaging over several two-molecule supercells
(after subtracting the contribution of all cobalt atoms) and
was convoluted with a Fermi function in order to simulate
the tailing off of the UPS spectrum at the Fermi level. We
observe a remarkably good agreement between the theoretical
calculations and the UPS spectrum (the results for Gaq3/Co and
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FIG. 9. (Color online) UPS spectrum and total DOS for one

monolayer of Alq3. The DOS is the result of the average over several

two-molecule configurations, such as that in Fig. 8, and with the

contribution from the cobalt atoms subtracted.

Inq3/Co are identical and therefore they are not shown here).
In particular, in the ASIC DOS, both the oHIS and the HOMO
are recognizable (note, however, that no renormalization of
the HOMO energy due to charge image effects [53,59–62]
has been considered so that a careful analysis of the HOMO
position shift is not possible). While the oHIS originates from
the hybridization between the chemisorbed molecules and
the surface, the HOMO of the weakly coupled molecules
dominates the spectrum below −2 eV. This explains why,
except for the oHIS and the shift of the HOMO to lower
energies, no marked differences between the UPS spectrum of
1 ML Co/Alq3 and 4 ML Co/Alq3 are observed.

Finally, although in the present work we limit ourselves
to computing occupied states only (thus leaving the quite
complex theoretical discussion of the unoccupied spectrum
for future studies), we must add a remark concerning the small
difference observed in the 2PPE spectrum of the three systems.
Although Inq3 is predicted to relax similarly to Alq3 and Gaq3,
the In ion ends up slightly closer to the surface than both the
Al and Ga ions. This leads the N atom, which points toward
the surface, to form a bond stronger for Inq3 than for Alq3 and
Ga3. As the unoccupied hybrid states are likely to originate
from the Mq3 LUMOs, which are localized on the pyridyl side
of the quinoline group, this stronger bond may be reflected in
the lower energy of the Inq3/Co uHIS than that of the Alq3/Co
and Gaq3/Co hybrid states.

VI. SPIN POLARIZATION AT THE INTERFACES

As the HISs originate from the coupling between the
molecules and the ferromagnetic Co surface, they present
a non-negligible spin polarization, which we detected by
spin-resolved (SR) NT-PS and SR-2PPE, for occupied
and unoccupied, respectively. In order to quantify the spin
properties of interface states, we define the relative spin
polarization as the ratio between the spin polarization of the
cobalt and the spin polarization of the Co/Mq3 interface. The
spin polarization is defined as

P =
N↑ − N↓

N↑ + N↓
, (1)

where N↑ and N↓ are, respectively, the spin-resolved majority
and minority electron spectra as detected by spin-resolved
photoemission (note that we measure the spin component
along the direction of the cobalt easy axis and that the definition
of majority and minority electrons is the same for the cobalt
substrate and the Co/Mq3 interfaces). The shape and absolute
value of the relative spin polarization gives thus direct infor-
mation about the changes in the spin polarization of the cobalt
film arising from the formation of hybrid interface states.

The relative spin polarization measured at the Co/Mq3

interface by SR-NT-PS and SR-2PPE is shown in Figs. 10(a)
and 10(b), respectively. Also here, we observe a virtually
identical behavior for the three molecules. In particular, the
relative spin polarization measured by NT-PS is enhanced
to 1.1 at the energetic position of the oHIS (around a
binding energy of 0.8 eV), which means that the oHIS has
a spin polarization larger than the underlying cobalt substrate.
This can be better understood by looking at the computed
magnetization density, i.e., the difference between the spin
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FIG. 10. (Color online) Relative spin polarization of the Co/Mq3

interface as measured by (a) spin-resolved NT-PS and (b) spin-

resolved 2PPE (b). Solid lines are a guide to the eyes obtained by

smoothing the experimental data (symbols).

up and spin down electron density (Fig. 11). In fact, the
hybridization induces a large magnetization on the molecule.
Specifically, after the absorption, the oxygen atoms acquire
a magnetic moment parallel to that of Co surface, while the
π -cojugated carbon atoms have an opposite (and smaller) spin
polarization, similar to that imaged by means of spin-polarized
scanning tunneling microscopy in the case of small aromatic
molecules [18]. Thus, since the oHIS is derived mainly from
the molecules’ HOMOs, which receive a large contribution
from the p-O states (see Sec. IV and Fig. 4), the magnetic
moment induced on the oxygen atoms accounts for the
observed enhanced relative spin- polarization at a binding
energy of about 0.8 eV.

In contrast, the relative spin polarization measured by
2PPE drops to a value of 0.6 at the energetic position of the
uHIS (around 1.5 eV intermediate state energy). This, once
again, can be partially understood by looking at the relative
magnetization reported in Fig. 11. In fact, the uHIS is expected
to be derived from the molecules’ LUMOs, which are localized

FIG. 11. (Color online) Computed magnetization density for

Co/Alq3. Red (purple) isosurfaces represent positive (negative) values

of the magnetization. The results for Co/Gaq3 and Co/Inq3 are

identical and not shown. The color code for the various atoms is

the same as that of Fig. 7.

on the pyridyl side of the ligands (see Fig. 4 and also Ref. [63]).
Then after absorption, the net spin polarization of the nitrogen
atoms, which are opposite to that of the cobalt surface, reduces
the relative spin polarization of the interface.

Although based on this argument we can provide a
qualitative explanation of the experimental results, we must
remark that, differently from the case of the oHIS, the
interpretation of the relative spin polarization of an unoccupied
state is not at all trivial. In Ref. [14] some of us have shown
that the uHIS of the Co/Alq3 interface has a spin-dependent
lifetime. More specifically, it was found that the lifetime of
the minority electrons (≈800 fs) is roughly twice the lifetime
of the majority electrons. This means that during the 2PPE
process (the pulse time length is 63 fs) majority electrons will
depopulate the uHIS faster than the minority electrons, thus
contributing to the measured effective reduction of the SP.
Furthermore, we may need to consider the disorder in the single
monolayer, which results in different absorption geometries
for the molecules (see Fig. 8 and related discussion about
the full coverage). Finally, there may be states originating
from molecules which are more strongly bounded to the
cobalt substrate than the uHIS: Such states would possess
much shorter lifetimes than those detected in Ref. [14] and
accordingly a much broader homogeneous linewidth. Such
states have not been addressed in Ref. [14] (as extracting their
lifetime is not trivial), but could possibly affect the relative
spin polarization reported in Fig. 10(b).

These considerations highlight how complex the task of
addressing the spin properties of unoccupied hybrid states
is, thus suggesting that spin-, time-, and lateral-resolved
spectroscopy experiments, as well as theoretical methods that
allow for a reliable quantitative description of unoccupied
states, are required in future studies in order to get a deeper
insight into the problem.

VII. CONCLUSION

In summary, the electronic properties of the interface
between cobalt and the three molecules Alq3, Gaq3, and Inq3,
have been investigated both experimentally and theoretically.
The strong hybridization between the molecules and the metal
surface induces occupied and unoccupied hybrid states, which
present a net spin polarization and thus spinterface properties.

A thorough analysis demonstrates that the three Co/Mq3

interfaces have very similar spin-dependent electronic proper-
ties. The small changes between the different interfaces can
be explained by the fact that the HOMOs and the LUMOs
of all three molecules are mainly localized on the quinoline
ligands. This establishes that, in contrast to the case of
other metal-organic complexes, the electronic and magnetic
properties of the interface between Mq3 molecules and cobalt
cannot be modified by chemically substituting the metal ion.
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