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The electronic defects in any semiconductor play a decisive role for the usability of this material in an

optoelectronic device. Electronic defects determine the doping level as well as the recombination centers of a

solar cell absorber. Cu(In, Ga)Se2 is used in thin-film solar cells with high and stable efficiencies. The electronic

defects in this class of materials have been studied experimentally by photoluminescence, admittance, and

photocurrent spectroscopies for many decades now. The literature results are summarized and compared to new

results by photoluminescence of deep defects. These observations are related to other experimental methods that

investigate the physicochemical structure of defects. To finally assign the electronic defect signatures to actual

physicochemical defects, a comparison with theoretical predictions is necessary. In recent years the accuracy

of these calculations has greatly improved by the use of hybrid functionals. A comprehensive model of the

electronic defects in Cu(In, Ga)Se2 is proposed based on experiments and theory. The consequences for solar

cell efficiency are discussed.
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I. INTRODUCTION

Solar cells based on the chalcopyrite Cu(In,Ga)Se2 have

seen dramatic efficiency improvements in the last years,

reaching 20.4% for flexible solar cells [1] and 23.3% for rigid

solar cells [2–4]. These record cells are based on the alloy of

CuInSe2 and CuGaSe2 with about 30% of the Ga compound.

Additionally, the ternary end compositions are interesting as

bottom [5,6] and top cells [7] in thin-film tandem applications

[8]. For further improvement of these solar cells, a detailed

knowledge of the electronic structure will be indispensable.

Electronic states in the band gap caused by defects, acting as

shallow donors and acceptors, are responsible for the doping

level and thus the band bending, as well as for the radiative

recombination in the solar cell. On the other hand, deep states

contribute to nonradiative recombination. In Cu(InGa)Se2,

these defect states are generally due to native defects. Al-

though the absorbers in the solar cells are doped by various

alkalis, these impurities do not form states in the band gap [9].

For an understanding of defects in the alloy Cu(In, Ga)Se2 it

is necessary to study the ternary end compositions CuInSe2

and CuGaSe2 to avoid the effects of alloy disorder. After

decades of experimental and theoretical research, a compre-

hensive model of the electronic defects is now emerging.
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We review new and previously published experimental

evidence for electronic defects and compare it to informa-

tion on structural defects, as well as to recent calculations,

based on hybrid functionals. We make use of the fundamental

differences in the electronic structure between stoichiometric

material grown under copper excess, labeled Cu-rich, and

material grown under copper deficiency, labeled Cu-poor,

which were first pointed out by Zott et al. [10] and explained

by Dirnstorfer et al. [11]. The pseudobinary phase diagram

between In2Se3 or Ga2Se3 and Cu2Se [12–14] already illus-

trates the difference: single-phase chalcopyrite exists on the

Cu-poor side with several percent Cu deficiency, whereas on

the Cu-rich side a two-phase system exists with stoichiometric

chalcopyrite and Cu2Se, which takes up the Cu excess. The

broad existence region on the Cu-poor range is possible

only by the formation of defects such as Cu vacancies VCu

or element III on copper antisites InCu or GaCu. While the

Cu-poor material is compensated [11], i.e., it contains high

concentrations of both acceptors and donors, the chalcopyrite

grown under Cu excess is stoichiometric with much lower

defect densities [15]. Interestingly, high-efficiency solar cells

are made from Cu-poor material [15].

Information on the energies of electronic defects can be

obtained by photoluminescence spectroscopy (PL) and by

the analysis of the temperature dependence of Hall or ca-

pacitance measurements, such as deep-level transient spec-

troscopy (DLTS) or admittance spectroscopy (AS), as well

as transient transport measurements such as modulated pho-

tocurrent (MPC) or photoinduced current transients (PICT). In

the following, we concentrate first on bulk methods such as PL

and Hall measurements and compare them later to the results

of other measurements. We concentrate on measurements that

result in definite defect energies and compare these energies to

the results obtained from a range of recent calculations based
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FIG. 1. Spectra of the near-band-edge luminescence of epitaxial

CuInSe2 and CuGaSe2 films on GaAs with varying Cu content,

measured at 10 K. The blue spectra in both cases are measured on

approximately stoichiometric material, red and black on Cu-rich,

green and olive on Cu-poor films. DA stands for donor-acceptor pair

transition, DA-LO for the phonon replica of a DA transition, and

EX for an excitonic transition. The spectra of Cu-poor chalcopyrites

are redshifted and broadened by potential fluctuations, whereas the

Cu-rich material shows narrow lines, which allow the detection

of shallow defects. The similarity between the sets of spectra is

remarkable and indicates that the shallow defects are very similar

in CuInSe2 and CuGaSe2. Adapted from [15].

on hybrid functionals to derive a comprehensive defect model.

Finally, we discuss the consequences for solar cells.

II. SHALLOW DONORS AND ACCEPTORS

A. Two acceptors and a donor

Information on shallow donors and acceptors comes from

near-band-edge PL spectra and their intensity and temper-

ature dependence. An overview of the low-temperature PL

spectra of CuInSe2 and CuGaSe2 with varying Cu content is

given in Fig. 1 [15]. The figure shows the spectra obtained

from epitaxial films grown by MOVPE (metallorganic vapor

phase epitaxy) on GaAs. The compositional dependence of

the near-band-edge luminescence of polycrystalline films on

Mo-covered glass shows exactly the same trends [11,16–18].

Both Cu-poor CuInSe2 and CuGaSe2 show broad asym-

metric luminescence which increasingly shifts to lower ener-

gies with decreasing Cu content. This behavior is explained

by fluctuating electrostatic potentials [11,19–21]. In a com-

pensated p-type semiconductor with high densities of donors

and acceptors, most of the acceptors and all of the donors

are charged, even at very low temperatures. In fact, an in-

creasing density of donor- and acceptor-type defects has been

observed by neutron scattering with increasing Cu deficiency

[22] (see Sec. IV B below). The majority of these defects can

be expected to be combined into neutral defect complexes

[22–24]. The density of remaining single defects is still high

enough to cause electrostatic potential fluctuations, since their

spatial distribution always shows some statistical fluctuations,

causing spatially separated areas with different charges. These

net charged areas in turn cause spatial fluctuations of the

electrostatic potential, particularly at low temperatures, since

then they are not screened by free carriers [25,26]. Although

some dielectric screening of these charges is possible, the

Debye screening length at low temperatures will be very long,

on the order of several 100 nm. With increasing copper deficit

the degree of compensation increases and shifts the PL peak

to lower energies. In the Cu-poor range of compositions,

the peak positions of the photoluminescence spectra are thus

determined by the degree of compensation [27] and are not

suitable for defect spectroscopy.

Cu-rich material, on the other hand, shows narrow peaks.

By detailed excitation and temperature-dependent studies

[19,20,28], the different peaks can be assigned to donor-

acceptor pair transitions (DA) and to excitonic transitions

(EX), as indicated in Fig. 1. We observe three transitions

that show DA character; the two high-energy ones are labeled

DA1 and DA2 and are discussed in this section. The highest

energy transition is an excitonic transition. This assignment

is in agreement with a wide range of earlier and later results

from the literature. The first PL studies on CuInSe2 were

performed on single crystals, and still the luminescence lines

were rather broad [29–31]. Among the first to observe narrow

donor-acceptor transitions was Abou-Elfotouh et al. [32],

albeit they interpret the DA transitions falsely as excitons. The

early work of Niki et al. [33–35] was based on high-quality

thin films and crystals and allowed pioneering investigation

of the temperature and intensity dependencies of the observed

PL spectra. Since then more agreement has been reached for

the attribution of the various PL peaks to specific electronic

transitions: for the excitons in CuInSe2 see, e.g., [20,35–40];

for those in CuGaSe2 see, e.g., [19,38,41–46]; for the DA or

the related free-to-bound (FB) transitions in CuInSe2 see, e.g.,

[18,20,33,37,47]; and in CuGaSe2 see, e.g., [19,42,47–49].

When investigating the temperature dependence of the lumi-

nescence spectra we observe the change from DA lumines-

cence to FB luminescence. The defect that becomes ionized

first with increasing temperature is the shallower one. It is

most likely that this is a donor and not an acceptor, because the

effective mass of electrons is smaller than that of holes in most

direct semiconductors, so in CuInSe2 [50–54] and in CuGaSe2

[46,54], which leads to shallower donor states than acceptor

states, as predicted by the hydrogen model (see, e.g., [55]).

The transition from DA luminescence to FB luminescence

is more clearly seen in CuGaSe2 [19] than in CuInSe2 [20].

The larger difference between DA and FB in CuGaSe2 is

expected for a hydrogenlike donor, since the donor would be

somewhat deeper in CuGaSe2 than in CuInSe2 because of the

higher effective electron mass and lower dielectric constant in

CuGaSe2. (For an overview of material parameters see [28]

or [56]; for a prediction on effective masses see [54]. From

these values the hydrogenlike donor in CuInSe2 is expected

at 7 meV and in CuGaSe2 at 13 meV from the conduction

band). Thus, the shallower donor in CuInSe2 (compared to

the donor in CuGaSe2) makes it more difficult to clearly

resolve the switch from the DA to an FB transition. This

change between different recombination mechanisms occurs

at the same temperature for the DA1 and DA2 transitions

[19,20,28], indicating that both transitions start from the

same shallow defect, which then becomes ionized as the
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FIG. 2. Spatially resolved maps of low-temperature PL of the DA2 transition (left) and the third transition, labeled DA2+LO (center),

in epitaxial CuInSe2. The corresponding energy ranges are marked on the spectrum (right). The third transition is spatially highly correlated

with the DA2 in all CuInSe2 and most CuGaSe2 samples, while in some CuGaSe2 it was found to anticorrelate with the DA2 transition. This

indicates that the third transition is in most cases a phonon replica of the DA2; in some CuGaSe2 samples it is an independent DA3 transition.

temperature increases. Thus we conclude that the DA1 and

DA2 transitions involve the same shallow donor (D1) with an

ionization energy of about 10 meV in CuInSe2 and CuGaSe2.

This estimate is based on the energy difference between the

DA and FB transition plus an estimation of the Coulomb

energy involved in the DA transition. This ionization energy is

of the order of the Urbach energy of the band tails in epitaxial

and polycrystalline ternary films [15]. It can therefore be

considered questionable to attribute this energy to a distinct

defect. However, in CuGaSe2 we observe clearly separate

peaks for the DA transition and the corresponding free-to-

bound transition between the conduction band and the A1

and A2 acceptor [19]. We therefore argue that a model with

a well-defined defect level is appropriate.

The energetic difference between all three DA-related

peaks is in both materials close to the LO phonon energy:

about 34 meV in CuGaSe2 [57–59] and 29 meV in CuInSe2

[59,60]. Therefore, it has to be verified whether the observed

transitions are independent of each other or whether one is

a phonon replica of the other. The ratio between DA1 and

DA2 depends on the amount of Cu excess during growth, with

DA2 always dominating with higher Cu excess (see Fig. 1). If

DA2 was a phonon replica of DA1, the fact that the intensity

ratio of the two peaks depends on the amount of Cu excess

could only be explained by a change in the Huang-Rhys

factor with Cu excess. (The Huang-Rhys factor describes the

electron-phonon coupling; for a discussion see Appendix A

or the review in, e.g., Ref. [61].) Since the result of a Cu-rich

growth process is always stoichiometric chalcopyrite (plus

a Cu selenide secondary phase) [12,14], a dramatic change

in the electron-phonon coupling with different Cu excess

seems highly unlikely, and we identify DA1 and DA2 as two

independent transitions.

To obtain information on the energies of these defects, we

analyze energies of the FB transitions [19] and the quenching

behavior of the DA transitions [20] in combination with the

energies of the DA transitions [28]. We can derive the approx-

imate defect ionization energies: about 10 meV for the donor

in CuInSe2 and CuGaSe2, 40 and 60 meV for the acceptors

A1 and A2 in CuInSe2, and 60 and 100 meV for A1 and A2

in CuGaSe2. The defects in CuGaSe2 are somewhat deeper

than in CuInSe2, as one would expect from the hydrogen

model taking the larger effective mass of CuGaSe2 [54] into

account. Since these are still shallow defects, they are likely

hydrogenlike defects [55] or perturbed host states [62] which

do not show significant lattice relaxation, and thus the PL peak

maxima are zero-phonon lines and the defect energies derived

from them are the same as the thermal ionization energies.

This is supported by fitting the observed transitions with a

phonon-coupling model (see Fig. 3 and discussion below),

which indicates the DA2 transition as the zero-phonon line.

The hydrogenlike nature of the shallow defects was addi-

tionally confirmed by pressure [63] and polarization [64,65]

dependent measurements. The DA1 and the DA2 transitions

are observed to shift continuously in Cu(In, Ga)Se2 with

increasing Ga content [16,66,67]. It is thus likely that the

shallow levels in CuInSe2 and in CuGaSe2 are caused by the

same defects. We observe these two transitions DA1 and DA2

in all epitaxial and polycrystalline CuInSe2 and CuGaSe2

films grown under Cu excess. Also, the dependence of the

relative intensities on the amount of Cu excess is always

observed: higher DA1 at low Cu excess and dominating DA2

at Cu excess above about Cu/III = 1.2. We conclude that Cu-

rich CuInSe2 and CuGaSe2 contain the same shallow donor

D1 and at least two shallow acceptors A1 and A2. The defects

and their energies are summarized in Fig. 8 and Table I. These

two shallow acceptors are the ones which are responsible for

the p-type character observed in CuInSe2, when it’s Cu rich,

and in CuGaSe2 of any composition [68].

B. A third shallow acceptor

In both CuInSe2 and CuGaSe2 a third near-band-edge

PL transition is observed with a DA-like behavior, which

is always lower in intensity than the DA2 and could thus

potentially represent a phonon replica of the DA2 transition.

If this is the case, then the spatial correlation between these

two transitions should be very high. This is in fact observed

in most cases, as seen in Fig. 2 for epitaxial CuInSe2 films

and in Ref. [67] for polycrystalline CuInSe2. The correlation

is already obvious by looking at the PL maps. The cross-

correlation coefficient is calculated according to Eq. (B1)

in Appendix B and is 0.97. A high correlation between

DA2 and the third transition was found in all investigated
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FIG. 3. Low-temperature PL of an epitaxial CuGaSe2 (a) and a polycrystalline CuInSe2 film (b). The CuGaSe2 film (a) was grown under

high Cu excess and low Se supply. The third peak at 1.58 eV can be fitted in this case as a phonon replica with a phonon energy of 33 meV, a

Huang-Rhys factor of 0.3, and a Gaussian broadening of 22 meV. The CuInSe2 film (b) was grown under high Cu excess and under high Se

supply and shows both the DA2 and the DA3 transition with their phonon replicas. The transition at about 0.94 eV is clearly a phonon replica

of the DA2. Fits are with a phonon energy of 28 meV, a Huang-Rhys factor of 0.75 for the DA3 transition and of 0.35 for the DA2 transition,

and a Gaussian broadening of 19 meV for DA3 and of 16 meV for DA2. This indicates that we do observe a third acceptor in CuInSe2 under

Se-rich conditions.

CuInSe2 samples, independent of their Cu content or their

polycrystalline or epitaxial nature [67]. Furthermore, in case

the third transition is a phonon replica of the DA2 transition,

the peak positions and intensities of the transition and its

phonon replica should be well modeled by a spectrum of

Poisson-distributed amplitudes of phonon replicas according

to Eq. (A1) in Appendix A. This is achieved in most CuInSe2

and CuGaSe2 samples with very similar Huang-Rhys factors

of around 0.3, as shown in Fig. 3. The low Huang-Rhys factor

confirms again that the structural relaxation of A2 upon charge

change is low and that A2 is in fact a hydrogenlike defect.

Furthermore, these fits show that the third near-edge transition

(DA3 or DA2-LO) is, in most cases, a phonon replica of

DA2. However, in the case of epitaxial CuGaSe2, grown

under rather low Se supply and under low Cu excess, it was

observed by spatially resolved cathodoluminescence [69] and

photoluminescence [70] that the DA3 transition and the DA2

transition are almost anticorrelated. Thus, it can be concluded

that the DA3 transition in CuGaSe2 grown under low Cu

excess and under a low Se supply represents an independent

transition. It should be noted that the CuInSe2 film in Fig. 2

is grown under very similar conditions and shows a strong

spatial correlation between the DA2 and the third transition.

Thus, in most CuInSe2 and CuGaSe2 films the third transi-

tion is a phonon replica of the DA2. However, in CuGaSe2

grown under low Cu excess and low Se supply this third

transition is independent. Since it shows the same energy shift

with temperature and a similar shift with intensity as the DA2

[28] it was concluded that this third luminescence transition

starts from the same shallow donor and thus introduces a third

acceptor at about 130 meV above the valence band. In the

past we had attributed the third transition in CuInSe2 at around

0.94 eV also to an independent DA3 transition [28,66]. This

was purely based on the similarity of the PL spectra and their

compositional dependence between CuInSe2 and CuGaSe2.

This attribution cannot be held up in view of the results shown

in Ref. [67] and Fig. 2. In fact, it has been argued that it

is difficult to attribute the third acceptor in CuInSe2 based

on defect calculations [24]. It should be noted that in those

CuGaSe2 films where the third transition is observed as a

spatially independent DA3 transition [69,70], it occurs only in

very limited and separated spots about 1 μm across. Because

of its unusual behavior we label it A3x (see Fig. 8 and Table I).

In the literature on CuInSe2, another PL transition has been

observed at an energy of 0.90 eV, which has been attributed

to a DA transition in thin films [18,33,71] or to an FB in

single crystals [72,73]. We never observe this transition in

our epitaxial films grown by MOVPE under a rather low Se

supply (see Fig. 1); we will discuss the reasons below in

Sec. V. However, in polycrystalline films grown by thermal

coevaporation under high Se supply on Mo-covered glass we

do observe this transition [Fig. 3(b)] [67]. Again, the phonon

replica of this transition is clearly visible. The fit to a Huang-

Rhys model indicates that the transition at 0.90 eV is, in fact,

the zero-phonon line. The Huang-Rhys factor is higher for

the transition at 0.9 eV than for the DA2 transition, which

is expected for a deeper defect. With increasing excitation

intensity at low temperatures, the transition at 0.9 eV shows a

small but clear blueshift of 0.5 meV/decade, identifying it as a

DA transition in these thin films. With increasing temperature

this transition shows a slight blueshift that is completely

parallel to the blueshift of the DA2 transition [67]. This

blueshift is more than the expected blueshift of a DA transition

of the order of kT; we therefore interpret this blueshift as the

switch from a DA to an FB transition, the same as previously

observed for the DA1 and DA2 transition in CuInSe2 [20].

Since this change happens at the same temperature, the donor

which becomes empty at this temperature is likely the same.

From the energy distance between FB2 and FB3, as well as

from analyzing the quenching behavior, we find an energy of

around 135 meV for the third acceptor (A3) in CuInSe2 [67].

Because of the unusual behavior of the A3x in CuGaSe2, we

would not like to claim that the two defects in CuInSe2 and

CuGaSe2 are the same.
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C. A second shallow donor

Information about majority defect energies can also

come from the temperature-dependent carrier concentra-

tion obtained by Hall measurements. Measurements of the

temperature-dependent carrier concentration by the Hall ef-

fect on epitaxial CuGaSe2 films give support for a deeper

acceptor with energies similar to the A3x defect [17,69].

While CuGaSe2 is p type in any composition, Cu-poor

CuInSe2 was observed to be n type, when there is no Na

doping present [68,74] as confirmed by Hall measurements

on epitaxial Cu-poor, Na-free CuInSe2 [75]. It is possible

to obtain donor energies from the fitting of the temperature-

dependent carrier concentrations. These fits indicate that in

all Cu-poor CuInSe2 samples the n-type character is mostly

due to a shallow donor, which appears to be the same as

observed in PL (D1). The donor is strongly compensated by

acceptors, which is again in agreement with the interpretation

of the PL measurements in Cu-poor CuInSe2. However, to

fit the temperature dependence of the carrier concentration

in the Hall measurements, the presence of a second, deeper

donor (D2) is needed with an activation energy of about 100

meV. Similar conclusions have been made in the past [76–78].

It seems that this donor is not observed in PL. The reason

could be that it is a metastable defect that upon illumination

disappears or changes its character or energy level [79]. It is

not possible to observe this defect by Hall measurements in

CuGaSe2, since CuGaSe2 is always p type and we can only

extract information about acceptor energies, not about donor

energies, from Hall measurements on p-type samples.

III. DEEP DEFECTS

Most PL investigations in the literature on CuInSe2 and

CuGaSe2 concentrate on near-band-edge emissions. But in

addition to shallow defects, photoluminescence spectroscopy

allows us to study deep defects as well. By measuring the

PL spectra, like those in Fig. 1, towards lower energies, deep

defects can be analyzed.

A. Deep donors in high-Ga Cu(In,Ga)Se2

Most prominently, a broad double peak at 1.1 and 1.25 eV

has been observed in Cu-rich CuGaSe2 [80], also shown by

the black spectrum in Fig. 4. The near-band-gap emission

shows the excitonic luminescence and the DA2 transition,

plus several phonon replicas, i.e., the same spectral struc-

ture as the Cu-rich CuGaSe2 in Fig. 1 (black curve). The

intensity-dependent investigation [80] of the low-temperature

PL indicates that the DA2 and both deep transitions involve

the same defect that saturates at a certain excitation density.

Additionally, from the shift of the peak position with excita-

tion intensity, we can discern the Coulomb energy involved

in these donor-acceptor pair transitions, which in turn allows

us to discern the defect size [81]. These measurements imply

that the shallow defects in both deep transitions have to be

acceptors [80]. Therefore the common defect in those three

transitions is the A2 acceptor and the two deep transitions

involve two deep donor states (labeled DD1 and DD2 in

the following). From Fig. 4 we can see that the observed

transitions are rather broad. This could be due to a broad

FIG. 4. PL spectra, normalized at 1.1 eV, measured at 10 K

for a set of Cu-rich Cu(In, Ga)Se2 epitaxial films on GaAs, with

Ga/Ga+In (GGI) ratio varying between 0.45 (red) and 1.0 (black).

The highest energy peak in all spectra is the near-band-edge transi-

tion, which shifts to lower energies with lower Ga/Ga+In ratio. All

films show a deep transition (DD2-A) around 1.1 eV (vertical arrow)

that shifts only very little with varying composition and indicates

a deep defect at an energy independent of the Ga/Ga+In ratio.

Additionally, both high-Ga films also show the DD1-A transition

at around 1.25 eV. A similar series with Cu-poor films is shown in

Appendix C.

density of states or due to electron-phonon coupling with a

rather large Huang-Rhys factor (see Fig. 12 in Appendix A

for the relationship between spectral shape and Huang-Rhys

factor). In general, deeper defects show a stronger electron-

phonon coupling and thus higher Huang-Rhys factor. This is

due to the fact that deep defects are more localized, and any

change in their charge state thus leads to a significant lattice

relaxation (see Appendix A, or, e.g., [82] or [83]). Thus it

is expected that the broadening stems from electron-phonon

coupling. Since a strong electron-phonon coupling leads to

a Franck-Condon shift, it is not possible to derive the defect

energy directly from the peak maximum, as we did for shallow

defects (We also showed by fitting to Eq. (A1) that the line is

in fact the zero phonon line). To determine the defect energy

nonetheless, it is necessary to find the zero-phonon line energy

from a fit using the Huang-Rhys factor and a one-dimensional

configuration coordinate. For a recent summary on phonon

coupling of deep defects, see [61] or [84], where also a

numerical proof based on ab initio calculations is provided

that shows that the one-dimensional configuration coordinate

is correct, at least under realistic conditions. Unfortunately,

the fit is hampered in the case of DD1 and DD2 in CuGaSe2

by the fact that the two transitions overlap. However, upon

adding indium to the films, the intensity of the DD1 transition

decreases (gray curve in Fig. 4 with only 2% In, which

resulted from residuals in the MOVPE reactor). With about

20% In, i.e., with a Ga/Ga+In ratio of ∼80% (blue curve in

Fig. 4), the DD1 transition disappears completely while the

DD2 transition remains essentially unchanged. This transition

can then be fitted with a Huang-Rhys model (see, e.g., [61]
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FIG. 5. Linear (left) and logarithmic (right) plot of the measured PL spectrum of the DD2 transition around 1.1 eV (blue curve) at 10 K

for an epitaxial Cu(In, Ga)Se2 film with a Ga/Ga+In ratio of 0.8. The linear PL spectrum is shown together with a fit (red) to the Huang-Rhys

model of electron-phonon coupling [Eq. (A1)] and a plot (gray) of Eq. (A1) with a reduced Gaussian broadening σ of the individual transitions

to demonstrate individual phonon lines. The log plot clearly shows the asymmetric shape typical for lines broadened by electron-phonon

interaction (red line), compared to a Gaussian fit (cyan line), indicating that the broadening is, in fact, due to electron-phonon coupling and not

to a broad density of states. From the fit the zero-phonon line can be extracted at 1.23 eV, indicated by the black arrow in the left graph.

and Appendix A). Figure 5 shows the experimental curve,

together with a fit to Eq. (A1) (in Appendix A) with a phonon

energy of 33 meV, a Huang-Rhys factor of 4.6, and a Gaussian

broadening of 31 meV. We also present the logarithmic plot

in Fig. 5, which clearly shows the asymmetric shape, typical

for broadening by the electron-phonon interaction. In contrast,

if the broadening of the transition was caused by a broad

density of states, a symmetric Gaussian broadening would

be expected. Thus, we take the asymmetric shape and the

excellent fit to Eq. (A1) as proof that the broadening is due

to electron-phonon coupling and not due to a broad density of

states. From the fit we can determine the zero-phonon line at

1.23 eV, significantly above the energy of the peak maximum.

Taking into account that the transition is between DD2 and the

100-meV-deep A2 and taking into account that the fit in Fig. 5

is done at the lowest excitation intensity possible to minimize

the influence of the Coulomb shift indicates that the DD2 has

an energy of 1.33 eV above the valence band or about 400

meV below the conduction band. Assuming the same phonon

coupling for the DD1 defect, the energetic difference in the

peak maximum would correspond to the energetic difference

between the zero-phonon lines. This places the DD1 150 meV

above DD2, i.e., at 250 meV below the conduction band.

It is interesting to investigate how the two deep de-

fects change when changing the band-gap energy of the

Cu(In, Ga)Se2 compound by adding indium. Figure 4 shows

the low-temperature PL spectra measured for a series of

Cu(In, Ga)Se2 epitaxial films, starting with the pure CuGaSe2

film discussed above, which shows a double peak indicative of

the two deep defects DD1 and DD2. When gradually adding

indium, the near-band-edge luminescence shifts to lower en-

ergies, as expected for the decreasing band gap. The deep

defect luminescence, however, stays at an energy of around

1.1 eV, as indicated by the black vertical arrow in Fig. 4.

This behavior has been observed for Cu-rich and Cu-poor

films. The double character of the peak disappears as soon

as more than a few percent of indium is added to CuGaSe2.

The reason for the disappearance of the DD1-related transition

with addition of indium is not clear. A potential explanation

is discussed below in Sec. V. The remaining luminescence

peak has been attributed to the transition between the DD2

defect and the A2 defect. Previous studies [16,67] of the

near-band-edge luminescence of Cu(In, Ga)Se2 have shown

that the A1 and the A2 defects shift continually in energy

between CuInSe2 and CuGaSe2, i.e., the energy of the A2

acceptor involved in the observed deep transition will change

by only a few 10 meV, whereas the band gap decreases by

about 400 meV, as seen by the luminescence spectra in Fig. 4.

Since the luminescence attributed to the DD2-A2 transition

stays essentially at the same energy, we can conclude that the

DD2 defect stays at the same energy with respect to the A2

defect, i.e., with respect to the valence band. The lumines-

cence merges almost with the near-band-gap luminescence at

a Ga/Ga+In ratio of around 0.45 and a band gap near 1.3

eV. In this spectrum, the “deep” transition is visible only as

a shoulder (red curve in Fig. 4), indicating that the involved

defect is close to the band edge. The band-gap difference

between CuInSe2 and CuGaSe2 is almost exclusively due to

a shift in the conduction band [85,86]. Thus, when the defect

energy with respect to the valence band remains unchanged

upon addition of indium to CuGaSe2, as observed for the DD2

defect, it will eventually become shallow and merge with the

conduction band at a band edge energy of about 1.3 eV, as

depicted in Fig. 6. It has been observed many times that solar

cells made from Cu(In, Ga)Se2 exhibit a strong increase in

the open-circuit voltage loss when increasing the band gap

of the absorber beyond about 1.25 eV [87], approximately

coinciding with the band-gap energy below which the deep

defect DD2 is shallow. We consider this a strong hint that DD2

is at least partly responsible for the efficiency loss in wide-gap

Cu(In, Ga)Se2 solar cells.

B. The “0.8-eV defect”

In the literature, a broad defect at about 800 meV above

the valence band has been detected by photocapacitance spec-

troscopy in Cu-poor Cu(In, Ga)Se2 films with varying Ga

content [88]. A corresponding PL emission was observed at
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FIG. 6. A schematic diagram of the changes of band and defect

energies when moving from CuInSe2 to CuGaSe2. We neglect any

change in the energy of the valence-band maximum. The two shal-

low acceptors A1 and A2 become slightly deeper with increasing

gallium. There is always a shallow donor with nearly constant energy

distance to the conduction band. The DD2 defect disappears into the

conduction band with decreasing Ga content and becomes shallow at

a band-gap energy of about 1.3 eV.

low temperatures but not discussed in Ref. [89]. A broad PL

emission centered at about 0.8 eV is clearly visible in Fig. 3

of Ref. [89] in CuInSe2 films grown under Cu excess. In

Cu-poor CuInSe2 films it was visible only after annealing in

air. A similar deep defect transition has been observed [90] by

low-temperature PL in standard Cu-poor Cu(In, Ga)Se2 with

a Ga/Ga+In ratio of around 30%, albeit with a much narrower

luminescence peak width.

We also observe a broad transition with peak energies be-

tween 0.7 and 0.8 eV in low-temperature and room tempera-

ture PL spectra of epitaxial and polycrystalline Cu(In, Ga)Se2

films. Examples are shown in Fig. 14 in Appendix D. As

a trend we observe the transition rather around 0.7 eV in

samples with a high Ga/Ga+In ratio and around 0.8 eV in

samples with a low Ga/Ga+In ratio. Furthermore, we observe

this transition generally in Cu-rich samples and much less

in Cu-poor samples. Often, this transition appears simply as

an increased background at low energies. This background is

seen in all our Cu-rich films and is much lower in Cu-poor

samples, see Fig. 7(a). We therefore conclude that the corre-

sponding defect is more prominent in Cu-rich Cu(In, Ga)Se2,

as also observed in Ref. [89].

The transition is rather broad in all cases (see Appendix D,

Fig. 14). If the broadening was due to electron-phonon inter-

action, the zero-phonon line would occur at higher energies.

The zero-phonon lines can be obtained from a simplified peak

fit which describes the peak width, according to Ref. [91];

it would appear 100 meV higher than the peak maximum in

this case. However, the peak can be well fitted by a Gaussian

shape and shows little asymmetry, which could be a hint that

the broadening is actually caused by a broad density of states.

This interpretation is supported by the unusual temperature

and excitation dependence depicted in Figs. 7(b) and 7(c),

which shows the behavior of a Cu-rich epitaxial CuInSe2 film

+++. We discuss it in detail in the next paragraph. In the

temperature-dependent series [Fig. 7(b)] the peak at around

0.8 eV is clearly seen between 80 and 140 K, shifting to

lower energies with increasing temperature: from 0.83 eV

at 60 K to 0.76 eV at 140 K. Since the transition shifts

red with increasing temperature, it can be excluded that we

observe the change from a donor-acceptor pair transition to a

free-to-bound transition. We therefore interpret this transition

as a free-to-bound transition, originating from a broad deep

defect. Whether this defect state is donorlike or acceptorlike

cannot be decided based on these measurements. We propose

an interpretation in Sec. V based on the correlation with

calculated defect levels.

As already observed by photocapacitance spectroscopy

measurements in the literature [88], the transition energy in

PL remains around 0.8 eV independent of the Ga content

of the sample (see Fig. 14, Appendix D). If this energy

would be observed with respect to the conduction band, the

defect state would be a state close to the valence band in

CuInSe2 but would shift higher into the gap as the Ga content

increases. It is unlikely that a defect close in energy to the

valence band shifts with the conduction band. It is much

more likely that the transition is between the defect and the

valence band. This would place the defect at 200 meV from

the conduction band in CuInSe2 and would move it further

away from the conduction band with increasing Ga content.

The defect would thus stay at a constant energy with respect to

the valence band, very much like the DD2 defect (see Fig. 6).

We thus believe this to be the most likely interpretation of

the observed transition: a defect with a broad density of states

centered at around 0.8 eV from the valence band.

The free-to-bound transition in CuInSe2 is broad and shifts

in an unusual way with temperature and intensity [Figs. 7(b)

and 7(c), summarized in Fig. 7(d). It blueshifts with increasing

intensity with a very high rate of 20 meV/decade [Fig. 7(c)].

Such shifts are observed for transitions in compensated semi-

conductors, but this sample is not compensated, as can be

seen from the narrow near-band-edge emissions at low tem-

perature in Fig. 7(b). The redshift with increasing temperature

is unusual for a free-to-bound (or a donor-acceptor) pair

transition. The most natural explanation of these shifts is a

broad density of states or a collection of different states [92].

Both with increasing temperature or with decreasing intensity,

the minority quasi-Fermi level will move to lower energies

within or near the defect distribution. Thus the average energy

of occupied states, which are available for the radiative tran-

sition, will shift to lower values and thus the luminescence

maximum. With a lower quasi-Fermi level also the intensity

of the transition should be lower. This is exactly what we

observe, see Fig. 7(d): for both the intensity dependence and

the temperature dependence, the energy of the transition shifts

higher with higher PL flux, i.e., higher quasi-Fermi level.

The shift would only be observed when states are available

at different energies, i.e., with a broad density of states for

this defect. This interpretation agrees with the interpretation

of the previous photocapacitance measurements, which were

fitted with a Gaussian-shaped defect density of states with a

FWHM of about 200 meV [88]. We thus attribute the broad

transition at around 0.8 eV to a broad deep state, which we

label DS.
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FIG. 7. The 0.8-eV transition in PL. (a) Typical room temperature PL spectra of a Cu-rich and a Cu-poor epitaxial CuInSe2 sample

indicating the deep luminescence in Cu-rich samples that is not present in the Cu-poor sample (measured at 20 mW excitation). (b) Temperature

dependence of the PL of a Cu-rich epitaxial CuInSe2 sample at 1 mW excitation, clearly indicating the transition at around 0.8 eV but only at

intermediate temperatures. (c) Excitation dependence of the PL spectra of the same sample at 90 K. (d) Correlation between PL flux and energy

position from parts (b) and (c). With increasing excitation intensity or decreasing temperature, the quasi-Fermi-level shifts higher within the

broad density of states, increasing both intensity and maximum energy of the transition. Thus these measurements indicate a broad density of

states centered at around 800 meV, likely above the valence band.

TABLE I. Summary of defect energies obtained from our PL and Hall measurements. Shallow donors and acceptors are labeled D and A,

respectively, deep donors are labeled DD, and deep gap states, which are not identified as a donor or acceptor, are labeled DS. To compare

with electrical measurements from the literature, we add the labels used in Ref. [93]. The assignment is based on comparison with five recent

theoretical studies as described in Sec. V. We are less confident with the assignments marked with a “?”

CuInSe2 CuGaSe2

Defect Energy (meV) wrta Energy (meV) wrta Label in Ref. [93] Assignment

A1 40 VB 60 VB VCu

A2 60 VB 100 VB E6 CuIII
0/−1

A3 135 VB VIn
0/−1?

A3x 130 VB E7

D1 10 CB 10 CB Cui, InCu

D2 100 CB Likely similar, but not detectable VSe-VCu?

DD2 Shallow 400 CB E1(CuGaSe2), E3 GaCu

DD1 – 250 CB GaCu
0/+1 or +2?

DS ∼800 VB ∼700 VB E2, E8 CuIII
−1/−2?

broad broad

awith respect to (wrt).
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FIG. 8. Summary of defect levels for which experimental evi-

dence has been discussed here. Shallow donors and acceptors are

labeled D and A, respectively, deep donors are labeled DD, and

deep gap states, which are not identified as a donor or acceptor, are

labeled DS. See also Table I. It should be noted that all defects are

deduced from PL measurements, besides D2 which is deduced from

Hall measurements.

This defect appears to be ubiquitous: it was first observed

by photocapacitance spectroscopy in Cu-poor films, indepen-

dent of the Ga content [88]. In our PL investigations, as well

as in previous PL measurements [89], we find it more strongly

in Cu-rich films than in Cu-poor films, also independent of

the Ga content. The question then arises as to why it was

hardly ever observed in PL spectra [90]. A possible answer

becomes obvious from the temperature dependence of this

transition, depicted in Fig. 7(b). The peak appears only as

a flat background at low temperatures, becomes visible at

intermediate temperatures, and then shifts to lower energies

(and out of the measurement range of many setups) at higher

temperatures.

Summarizing, we observe two different types of deep

defects (see also Fig. 8 and Table I): (i) The deep double

donor DD2 and DD1 at 1.33 and about 1.5 eV above the

valence band, which are only visible for high Ga contents.

DD1 disappears upon indium addition and DD2 becomes

shallow for Ga/Ga+In smaller than 0.45. (ii) The broad defect

state DS at about 800 meV above the valence band. They are

summarized in Fig. 8 and Table I.

IV. COMPARISON WITH OTHER EXPERIMENTAL

METHODS

Besides the PL and Hall measurements discussed here,

a range of other methods have been applied to study de-

fects in Cu(In, Ga)Se2. We first discuss capacitance- and

photocurrent-based methods, which indicate the electronic en-

ergy levels of defects. Next, we discuss experimental methods

that reveal the physicochemical nature of defects, such as

neutron and x-ray diffraction and positron annihilation, which

we summarize as structural methods below.

A. Capacitance and transport measurements

The energy of defect states is also determined from electri-

cal measurements. These methods are based on capacitance

measurements, like admittance spectroscopy (AS) or deep-

level transient spectroscopy (DLTS), or on transient trans-

port measurements, like photoinduced current transient spec-

troscopy (PICT) and modulated photocurrent spectroscopy

(MPC). These methods all rely on the temperature dependence

of their responses to extract defect energies. In the case

of deep defects that experience a Franck-Condon shift, the

extracted defect energies would correspond to the thermal

energies, i.e., the energetic difference E0 between the minima

in the configuration diagram (see Fig. 11 in Appendix A

or, e.g., [61]). Since capacitance measurements have to be

done on finished devices which consist of many layers and

interfaces, their interpretation can be difficult. Many effects

can contribute to the measured capacitance that are not related

to bulk defect energies: interfaces [94–96], the presence of the

buffer layer [97], interface defects [98], or transport freezeout

[99]. MPC and PICT are not hampered by interface and

buffer influences, but there is some disagreement on how to

correctly analyze MPC measurements [100], which would

have some influence on the determined defect energies. A

recurring observation in these thermal methods is that the

defect energies differ between samples. To decide whether

the various energies originate from the same defect, usually

a Meyer-Neldel plot [101] is made of the data obtained from

the Arrhenius fit of the response frequency, which relates

essentially the prefactor, dependent on the capture cross sec-

tion, to the activation energy. Signals originating from the

same defect are supposed to lie on a straight line, because

the activation can be considered a multiphonon process,

the entropy of which has to be taken into account in the free

energy of the excitation process [102]. Thus, why the same

defect should lie on a Meyer-Neldel line can be explained.

However, the question remains open why the same defect

occurs at different energies in different samples, particularly

since in PL the scatter of the energies between different

samples is smaller than the peak width. A possible explanation

for the observation of differences in the defect energy in

capacitance methods could be a Poole-Frenkel effect because

of the high electric field within the space-charge region, which

can easily be different between different samples. However,

in the transient transport methods, the applied fields are much

lower and cannot cause any significant energy reduction by

the Poole-Frenkel effect and thus cannot explain the scatter

in emission energies observed. But a Meyer-Neldel behavior

is also observed when two thermally activated processes

contribute to the measured quantity [103,104]. In the case of

capacitance or transport methods discussed above, this could

be, e.g., the emission from the defect and the transport over

grain boundaries. The measured activation energy in each case

would lie between the activation energies of the two processes

and closer to that which contributes more to the measured

quantity [103]. The band bending at grain boundaries can be

very different, even within one sample [105]. If we assume a
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small contribution of the transport across the grain boundaries

on the measured activation energies, the measured activation

energies would still be close to the defect emission energy

but could, in fact, vary from sample to sample. This could be

another explanation of the observed Meyer-Neldel behavior.

One of the first investigations of capacitance spectroscopy

in Cu(In, Ga)Se2 solar cells [98] found two defects, labeled

N1 and N2 at 120- and 280-meV activation energy, respec-

tively. The N2 was identified as a bulk defect and is still

today considered a bulk defect by most authors. The N1 was

identified with an interface defect in this early paper [98].

Meanwhile, admittance signals in the energy range around

100 meV have been attributed to a bulk defect [106], to

mobility freezeout [99], to a barrier at the back contact [95],

or to a barrier at the front side [96]. It is likely that signals

observed in the energy range of the N1 defect can originate

from a variety of causes [107]. For sure, from our PL measure-

ments we can conclude that acceptor-type bulk defects exist in

Cu(In, Ga)Se2 in the energy range between 40 and 130 meV.

Thus, a certain contribution of a bulk defect to the N1 appears

necessary.

The ambiguity between interface and bulk effects can be

solved by applying photocurrent methods. A summary of

a comprehensive investigation of defects in Cu(In, Ga)Se2

based on capacitance as well as on transient transport methods

can be found in Ref. [93]. The observed energy range of some

of these defects clearly correlates with the energies observed

in PL and Hall. In Table I we relate the defects found in PL

and Hall to the labels given in Ref. [93]. A discussion on why

we do not see certain defects is given in Appendix E.

While we believe that those defects mentioned in Table I

can be correlated with our PL and Hall results, it should

be noted that it is sometimes even difficult to correlate ca-

pacitance and/or electric transport measurements on different

samples. The difficulties are discussed, e.g., in Refs. [108]

and [109], which attempt to correlate the defects found in

their studies with those found in previous publications. Be-

cause of the difficulties correlating different defect signatures

between different samples and particularly because of the

difficulties to determine an exact defect energy, for our de-

fect model we concentrate on the results from PL and Hall

measurements.

B. Structural measurements

The optical and electrical measurements discussed so far

give insight into the electronic states associated with defects

in these crystals. To gain insight into the physicochemical

structure of these defects, other methods are needed. A classic

tool to learn about the local symmetry and the charge state

of defects is electron paramagnetic (or spin) resonance EPR

or ESR [110,111]. However, no EPR signal in Cu(In, Ga)Se2

could so far be surely identified with a native defect [112].

One narrow, but isotropic signal with a g value close to

that of the free electron is sometimes assigned to the Se

vacancy [112,113]. Other studies attribute the signals rather

to impurities or oxidized Cu [114,115] or to aggregates of

defects, which cannot be clearly defined [116,117]. Thus

EPR measurements so far cannot be used to identify defect

structures.

Vacancy-type defects can be studied by positron anni-

hilation. Stoichiometric single crystals of CuInSe2 showed

double-vacancy defects, but only after irradiation [118]. Mea-

surements on Cu-poor Cu(In, Ga)Se2 polycrystalline films

indicate the Cu vacancy as the main vacancy defect based on

the Doppler broadening, i.e., on the energy spectrum of the

emitted photons [119]. An analysis of positron annihilation in

epitaxial CuInSe2 films based on positron lifetimes concluded

Cu vacancy as the main vacancy defect in CuInSe2 grown

under Cu excess and the Cu-Se double vacancy as the main

vacancy defect in Cu-poor films [89]. Similar results were

obtained on epitaxial CuInSe2 and CuGaSe2 films based on

the energy spectrum of the emitted photons [120]: in Cu-poor

CuInSe2 the double vacancy dominates, whereas in stoichio-

metric CuInSe2 and CuInSe2 grown under Cu excess the Cu

vacancy dominates. In contrast, in CuGaSe2 the double va-

cancy was observed for all compositions. The double vacancy

was also found in polycrystalline CuInSe2 [121] and CuGaSe2

films [122]. Mono- and double vacancies were found in

polycrystalline Cu(In, Ga)Se2 films [123], particularly under

low Se pressure [124]. In several polycrystalline film studies

[121,123], large vacancy clusters were also found. Concerning

point defects, it can be concluded that there is ample evidence

for Cu vacancies and Cu-Se double vacancies from positron

annihilation.

Cation-related point defects have been studied by neutron

diffraction on CuInSe2 powders [22]. High concentrations of

several 1020 cm−3 were found for the Cu vacancy and both

antisite defects CuIn and InCu in Cu-poor material. In material

grown under Cu excess, only the CuIn antisite was found in

high concentration. This defect was observed in very similar

concentrations in Cu-poor and Cu-rich material. In Cu-poor

material the two antisite defects are expected to almost cancel

out in terms of composition and in terms of electrical activity.

The powders were crystallized over weeks, meaning that this

material is as close to thermal equilibrium as possible. It is un-

likely that films grown over hours, like the polycrystalline and

epitaxial films investigated by PL and discussed above, would

have lower defect concentrations. Cu-poor CuGaSe2 powders

were studied by neutron and anomalous x-ray diffraction

[125]. Since the neutron scattering lengths of Cu and Ga are

rather similar, model structures have to be assumed for the

point defects. As the most likely scenario, a situation emerged

with a high concentration (in the 10% range) of Cu vacancies

and Ga interstitial sites, together with about 5% of antisites.

However, the models considered for the analysis were only

those, where a balance between the Cu vacancy concentration

and the Ga intersitial concentration was assumed, together

with a balance between the antisites. Furthermore, density

functional theory (DFT) calculations show that the GaCu

antisite can form a DX center, where the Ga moves towards

an interstitial site [126,127]. Since the formation energy of

the III interstitial defect is very comparable in CuInSe2 and

CuGaSe2, according to hybrid functional calculations [127],

and since no In interstitials were observed in CuInSe2 [22], it

appears unlikely that the high concentration of Ga interstitials

is the only explanation for the observed diffraction patterns.

Thus, in both CIS and CuGaSe2 Cu vacancies were found

in Cu-poor material, together with both antisites. Cu-rich

CuInSe2 contains only the CuIn antisite in high concentrations.
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V. COMPARISON WITH THEORY

Finally, we would like to correlate the observed electronic

levels with physicochemical defect structures. Since, in gen-

eral, the low-temperature PL spectra are very similar between

epitaxial and polycrystalline samples (see, e.g., [16]) grown

on very different substrates, with and without alkali content

and using very different growth methods, it is safe to assume

that the defect signatures listed in Table I are due to native

defects. A clue to the defect nature can be obtained from

the composition dependence of a specific defect, e.g., it is

highly unlikely that the density of Cu vacancies VCu increases

with increasing Cu pressure during growth. However, such

considerations have to be used with great care, since in ternary

compounds, controlling only one of the constituents is not

enough [128], as has been observed in CuInSe2, where a

change in Se flux led to a change in Cu/In ratio in the

films although the Cu and In fluxes were not changed [129].

Thus, to obtain insight into the physicochemical nature of the

observed energy levels it is indispensable to compare with

defect predictions from theory. The first comprehensive defect

studies were based on density functional theory in the LDA

(local density approximation) approach [130–132]. These

early theoretical calculations showed no obvious correlation

of the obtained defect energies with the experimental findings,

but they paved the way for further investigations. Since then

theoretical methods have been greatly improved and, since the

development of hybrid functionals [133], much more precise

predictions of the electronic structure of semiconductors are

possible [134].

In recent years a number of new defect calculations have

been performed for CuInSe2 based on hybrid functionals

[24,127,135–137]. An overview of the predicted defect ener-

gies is given in Fig. 9. These defect energies are obtained from

the crossover points of the formation energies of different

charge states of the defects in dependence on the Fermi en-

ergy, i.e., the Fermi energy positions where the defect changes

its charge state. They relate thus to the thermal energies E0

(see Appendix A, Fig. 11). Since the calculated band-gap en-

ergies are not the same in these studies, we present the defects

at energies relative to the closest band edge. Shallow defects,

which are resonant with the band in the calculations, are

depicted 30 meV away from the valence band for acceptors

and 10 meV away from the conduction band for donors, close

to the levels of hydrogenlike defects in CuInSe2. It should be

noted that not all authors calculated all possible defects. The

figure shows for each study all calculated defects. Compared

to CuInSe2, very few defect calculations with hybrid function-

als are available for CuGaSe2; Pohl et al. consider CuGaSe2

in the same study as CuInSe2 [127]. Another study of both

materials considered all defects in the metal sublattice [138]

and found them all to be resonant with the bands, i.e., they

would appear as shallow defects. However, a later study by

the same authors for CuInSe2 only [137] discussed an “er-

roneous charge correction” in the previous paper. The defect

energies for CuInSe2 were corrected and are used in Fig. 9.

Since no corrections are available for the earlier CuGaSe2

results [138], we do not consider them here. A recent paper

[139] uses an improved hybrid functional that determines the

parameters of the functional (mixing parameter and screening

FIG. 9. Defect energies in CuInSe2 obtained from hybrid func-

tional DFT calculations. Acceptors are depicted in blue, donors in

red. Shallow defects are shown with a green outline. Light color

is used for those defects with a high formation energy (see text

for a discussion). The data is from Pohl and Albe [127], Oikkonen

et al. [135], Yee et al. [136], Malitckaya et al. [24], and Saniz

et al. [137]. The error of the calculated energies is about one minor

tick distance. Comparing the accumulated theoretical defect energies

with the experimental defects in Fig. 8 leads to the attributions given

in Table I.

parameter) not only by fitting to the experimental band gaps,

but also observing Koopmans’ theorem, i.e., requiring a linear

behavior of the total energy with fractional occupation [140].

On the other hand, a smaller supercell was used. The energies

of the metal antisites were calculated. The energy level for

the first charge transition of GaCu is found to be similar to

the results of Pohl et al. But the first charge state of CuGa

is found to be considerably deeper in the gap than in the

study by Pohl et al. However, the calculated energy of this

level is particularly dependent on the supercell size [141]. We

therefore rely mostly on the results by Pohl et al. to compare

with our experimental results in CuGaSe2.

Pohl et al. [127] are the only ones who consider a selenium

interstitial Sei. Its formation energy is around 3 eV or higher,

even for Se-rich compositions. The indium interstitial Ini is

calculated by Pohl and Albe [127], Oikkonen et al. [135], and

Malitckaya et al. [24]. Although they report quite different

energy levels for this defect, they all find high formation

energies, similar to those of Sei. It is therefore unlikely

that these defects are formed, except under some extreme

nonequilibrium conditions; they will thus be neglected in

the following discussion. Considering the defects with lower

formation energies, an amazing agreement concerning the

defect levels can be seen from Fig. 9, although all these studies

used somewhat different parameters for the functional and

different charge correction schemes. It should be noted that

the accuracy of the calculated energy of a defect level is about

0.1 eV [24,135].

A. Shallow defects

All five studies find two more or less shallow acceptors,

with low formation energy (around 1 eV or below): VCu and

CuIn. The results for CuGaSe2 are similar for VCu and CuGa
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[127]. It can thus be concluded that these two are the two

acceptors always observed in near-band-edge photolumines-

cence: A1 and A2. The PL transition related to A1 is visible

only for low Cu excess, see Fig. 1. We therefore attribute A1

to the Cu vacancy. The DA2 transition becomes dominant in

all samples with increasing Cu excess. Therefore we assign

the A2 to the CuIII antisite (III = In or Ga). This is also

in agreement with the fact that the CuIn antisite was found

to be the dominating defect in Cu-rich CuInSe2 by neutron

scattering [22].

All five theory studies find a third shallow acceptor: VIn or

VGa (collectively labeled VIII). However, the formation energy

of this defect is rather high, 2–2.5 eV in the best case. It can be

noted from [127] that the lowest formation energy of the VIII

defects is found under Se-rich conditions. We detect the A3

only in CuInSe2 and low-Ga Cu(In, Ga)Se2 polycrystalline

films grown under Se-rich conditions [Fig. 3(b)] [67]. In epi-

taxial CuInSe2 samples grown by MOVPE with a rather low

Se supply, there is no DA3 at all; the third peak, previously

erroneously labeled DA3, is a phonon replica of the DA2, as

we have shown above in Sec. II B. Our epitaxial samples are

grown by MOVPE, where the Se is available only after the

precursor is decomposed at growth temperature. In particular,

during cooldown Se can be supplied in the coevaporation

process but not in the MOVPE process. It is therefore very

likely that the equivalent Se pressure is much lower in the

MOVPE than in the coevaporation process used for growth

of the polycrystalline films. This assumption agrees with the

observation that the DA3 transition appears also in polycrys-

talline samples only when grown with a high Se supply. We

therefore attribute the A3 acceptor in CuInSe2 to the indium

vacancy. The A3x acceptor in CuGaSe2 behaves differently:

the corresponding DA3 transition occurs only for slightly Cu-

rich films. In films with higher Cu excess, this transition is a

phonon replica of the DA2 [Fig. 3(a)]. Furthermore, it appears

only in small spots [69]. Therefore we do not propose that

the A3x defect in CuGaSe2 is the gallium vacancy. It could

possibly be a defect complex, but theoretical predictions on

energy levels of defect complexes based on hybrid functionals

exist only for CuInSe2 [24] and not for CuGaSe2. Therefore

we leave the A3x unattributed for the time being. However, the

Hall studies on epitaxial and polycrystalline CuGaSe2 films

[17] indicate that an acceptor with an ionization energy of

120–140 meV exists in CuGaSe2 as well.

At low temperatures all these shallow acceptors are ob-

served in photoluminescence in the form of DA transitions,

starting from a shallow donor D1 in CuInSe2 and CuGaSe2.

All five theoretical studies find the InCu antisite as a shallow

donor. Those who investigated the Cui interstitial find also this

defect as a shallow donor. Thus we attribute the D1 defect

in CuInSe2 to these two defects. InCu has lower formation

energies in Cu-poor material [127]. This defect is therefore

expected to be the dominant donor in the Cu-poor composition

range and is responsible for the compensation of defects

observed for Cu-poor CuInSe2 [11,20]. The Cui interstitial, on

the other hand, was calculated with the lowest formation en-

ergies in the Cu-rich composition range [127] and is therefore

expected to be the dominant donor in material grown under

Cu excess. A shallow (artificial) InCu antisite was found in

CuGaSe2 as well [127]. This result implies that both Cui and

InCu act as shallow donors in CuInSe2 and Cu(In, Ga)Se2. In

pure CuGaSe2 the InCu does not exist and the GaCu antisite

has been predicted as a deep donor, which is discussed in the

next section. Therefore in CuGaSe2 the shallow donor D1 is

attributed to the Cui interstitial alone.

B. Deep defects

A major difference between CuInSe2 and CuGaSe2 is that

all theoretical studies on CuInSe2 find the InCu antisite to be

a shallow donor, whereas in CuGaSe2 the GaCu antisite is

found to be a deep donor with several charge states around

0.4 eV below the conduction band [127,139]. This agrees

well with the deep donor DD2 found in the PL of CuGaSe2,

which becomes more and more shallow when adding In and

merges with the conduction band for Ga/Ga+In ratios below

0.5 (Fig. 6). This defect shows strong phonon coupling with

a Huang-Rhys factor of nearly 5 (Fig. 5), indicating that a

change in charge state leads to a strong lattice distortion. The

IIICu defect has been discussed in the context of a DX center,

where the Ga or In shifts to an interstitial site, leaving a Cu

vacancy behind [126]. Recent calculations [127] confirm a

DX behavior only for the GaCu antisite, but this is the defect

we are considering here. It is therefore likely that the strong

phonon coupling is caused by a shift of the Ga atom away

from the Cu site upon charging with one or two electrons.

We therefore attribute the DD2 defect to the GaCu antisite.

The corresponding transition at 1.1 eV has been observed

in CuGaSe2 previously [141], albeit much broader, and has

been assigned to a DA transition between the GaCu and the

CuGa antisite defects. Since we attribute the A2 acceptor to the

CuGa antisite, we are in complete agreement with this previous

interpretation.

The transition related to the DD1 defect (at around 1.25 eV,

see Fig. 4) decreases strongly in intensity as soon as a small

amount of In is added. With 20% of In, it is no longer

visible. Recent DFT calculations [139] propose this transi-

tion to be to a bound-to-free transition from the same GaCu

defect. However, the peak energy shift with excitation in-

tensity clearly shows that both transitions are donor-acceptor

transitions, with the same shallow acceptor involved [80].

Also, this attribution could not explain why this transition

disappears with the addition of In. There is only one other

DFT calculation on defects in CuGaSe2 [127]. Pohl and Albe

propose several charge states of the GaCu antisite with slightly

different energies in this energy range, which could be the

DD1 and DD2 defects that were observed in CuGaSe2. By

adding In, another antisite becomes possible—InCu, which has

been calculated as a shallow donor, even in CuGaSe2 [127]. It

is conceivable that this additional state near the conduction

band edge would change the charge balance between the

0/+1 state and the +1/+2 state in favor of the deeper (the

latter) one. Thus we conclude that the DD2 donor is due to

the GaCu antisite defect and propose the DD1 as the lower

charge state of this defect. The DD1 at about 250 meV below

the conduction band is then the 0/+1 level and the DD2 the

+1/+2 level.

The comparison between energy levels obtained from

PL peak energies and those obtained from the theoretical

charge transition levels can be quite problematic due to the

090302-12



REVIEW ARTICLES PHYSICAL REVIEW MATERIALS 3, 090302 (2019)

Franck-Condon shift (see Fig. 11 in Appendix A), in partic-

ular for deep defects where the electron-phonon coupling is

strong. However, we would like to stress that all experimental

defect energies discussed so far in Secs. V A and V B are

based on zero-phonon line energies. Zero-phonon line ener-

gies are by definition equal to the energy difference between

the equilibrium positions (E0 in Fig. 11), and this is equal to

the transition energies calculated from the crossover points in

formation energy vs Fermi-level plots. We argue, therefore,

that our comparison between defect energies extracted from

zero-phonon lines and those determined from transition points

is correct.

Another deep-level DS was found to consist of a broad

density of states at around 0.8 eV above the valence band in

CuInSe2 and CuGaSe2. If we assume that this level is due to

a point defect, the theoretical prediction in Fig. 9 reveals two

options that could explain the energy position of this defect

in CuInSe2: the third charge state of the VIn vacancy or the

second charge state of the CuIn antisite. Both explanations

would agree with the observation that this transition is more

often observed in Cu-rich Cu(In, Ga)Se2. VIn has been as-

signed to the A3 defect, which is observed only in CuInSe2

films grown under high Se supply. However, the DS-related

transition is present in films without the DA3 transition as

well. Furthermore, the In vacancy has been calculated to

have a high formation energy, already making the first charge

state improbable under most growth conditions, which is why

the third charge state must be even more improbable. We

therefore propose the second charge state of the CuIn antisite

as the defect of the DS state, in agreement with the proposed

attribution in the literature [127]. In CuGaSe2 the CuGa anti-

site is predicted at a very similar energy. In Cu(In, Ga)Se2 the

defect should therefore be labeled as the CuIII antisite. It has

been observed in Cu-rich and in Cu-poor samples, which is

in agreement with neutron scattering data, which found this

antisite in both compositional regions [22]. However, by PL

we find it mostly in Cu-rich films [Fig. 7(a)], which supports

the assignment to a defect that is more likely with higher

Cu. However, this attribution cannot explain why the density

of states should be broad. An alternative explanation, which

might explain the broad density of states, is structural defects,

such as grain boundaries or dislocations. Grain boundaries ex-

ist obviously only in polycrystalline films. Dislocations have

been found with a higher density in epitaxial films [142] than

in polycrystalline films [143]. To explain the observed defect

transition, which appears very similarly in epitaxial and in

polycrystalline films, grain boundaries and dislocations would

have to show very similar electronic states. This appears to

be very unlikely, taking into account that grain boundaries

appear as active recombination centers whereas dislocations

do not quench the luminescence [144]. Deep defects have

been predicted to form in dislocations around an energy of

about 0.5 eV above the valence band [145], which is not in

agreement with the defect energy of the DS state. We therefore

assign the DS state tentatively to a point defect, namely, the

CuIII
−1/−2 state, keeping in mind that this assignment does

not provide a good explanation as to why the density of states

should be so broad.

This leaves only the D2 defect unassigned, which was

observed in Hall measurements of epitaxial Cu-poor CuInSe2.

We found it to be about 100 meV below the conduction band.

The only states around this value in the studies summarized in

Fig. 9 are attributed to the VSe vacancy and the Ini interstitial.

The In interstitial has a formation energy above 5 eV [24],

which excludes this defect. A defect related to the VSe vacancy

would agree with the fact that these films were grown by

MOVPE with a rather low Se supply. However, the VSe state

predicted by theory in Fig. 9 near the conduction band is the

0/-1 transition and not a donor state. Furthermore, the VSe

vacancy was found by positron annihilation to exist primarily

in the VSe-VCu vacancy complex in Cu-poor CuInSe2 epitaxial

films [120]. This double vacancy has been predicted to present

a shallow donor state [146]. This donor state was confirmed by

recent GW calculations [147]. The defects related to the VSe

vacancy are metastable, however [79,148]. The Hall measure-

ments were performed on n-type material with a rather high

carrier concentration. In this case the VSe-VCu double vacancy

could be rather in its acceptor state [146]. If we, however,

assume that the observed donor is caused by those double va-

cancies that remain in the donor state, the metastable behavior

of the double vacancy could also explain why we never see the

D2 donor in PL measurements: upon illumination, the double

vacancy captures electrons and changes from a donorlike state

to an acceptorlike state. Thus the donorlike state of the double

vacancy is not observable under illumination, i.e., in PL.

Therefore we attribute the D2 donor tentatively to the donor

state of the VSe-VCu double vacancy.

In summary, using the recent defect calculations based on

hybrid and on GW functionals we could assign all experi-

mentally observed defects, at least tentatively, to a specific

point defect. The assignments are summarized in Table I. We

would like to point out that we are very confident with the

assignments of A1, A2, D1, and DD2—and less so with the

other assignments, as discussed earlier in this section.

VI. CONSEQUENCES FOR SOLAR CELLS

Cu(In, Ga)Se2 solar cells are based on p-type absorbers.

Devices are typically grown on soda-lime glass, which sup-

plies sodium into the film by diffusion from the substrate. It

has been known for a long time that Na increases the p-type

doping in Cu(In, Ga)Se2 [149]. However, there is no evidence

that Na introduces additional electronic states, which is con-

firmed by the similarity of the PL spectra between epitaxial

and polycrystalline films, discussed in this contribution. A

theoretical study of the effect of various alkalis on CuInSe2

indicates that none of the alkalis introduces extra defect states

in the gap [9]. A recent review and discussion of the doping

mechanisms of Na can be found in Ref. [150], where the

Na incorporation at higher temperatures during growth or

postdeposition treatment led to NaCu defects. But at lower

temperatures the Na diffuses out and leaves Cu vacancies

behind. Other explanations invoke a removal of compensating

InCu antisites [151]. Thus, we can conclude that the p-type

doping originates from native defects. This doping is caused

by the two acceptors found in PL in Cu-rich CuInSe2 and

CuGaSe2: the Cu vacancy VCu and the CuIII antisite. Both

defects have been confirmed by neutron scattering in Cu-poor

material as well [22]. These acceptors are partly compensated

by one, possibly two donors: the Cu interstitial and the InCu
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FIG. 10. Quasi-Fermi-level splitting of Cu-rich and Cu-poor

Cu(In, Ga)Se2. Higher Ga content leads to a higher band gap. The

lines are a guide to the eye. It is seen that Cu-poor material has

always a higher quasi-Fermi-level splitting, i.e., less nonradiative

recombination. The triangles indicate the result of a previous inves-

tigation of pure CuInSe2 [156]. The difference between Cu-rich and

Cu-poor material increases with increasing Ga content. This behavior

is attributed to the fact that the DS state becomes deeper and thus

more recombination active with increasing Ga content.

antisite. The compensation is stronger in Cu-poor material

than in Cu-rich material (see the discussion of Fig. 1 and

Refs. [19] and [20]).

Deep defects are very critical for the performance of a

solar cell, since they provide recombination centers which

decrease the quasi-Fermi-level splitting and thus the open-

circuit voltage. According to the experimental and theoretical

results reviewed here, two defects form deep states: The GaCu

antisite (DD2) forms a deep donor. Another deep defect DS

could be related to the second charge state of the CuIII anti-

site. The DD2 defect (GaCu antisite) becomes shallower and

thus less critical for recombination [152] when adding In to

CuGaSe2 and finally merges with the conduction band below

a Ga/Ga+In ratio of 0.5 (Fig. 6). DD2 is thus an effective

recombination center only for Cu(In, Ga)Se2 with high Ga

content. It has been known that the open-circuit voltage loss

in Cu(In, Ga)Se2 solar cells increases for high Ga contents,

particularly for Ga ratios higher than 0.3 [87]. While a range

of effects will play a role in this increased loss behavior, the

turning of the DD2 into a recombination center will certainly

play an important role.

The DS state is more obvious in Cu-rich than in Cu-poor

materials [Fig. 7(a)]. It could thus be at least partly responsible

for the lower performance of Cu-rich Cu(In, Ga)Se2 solar

cells. It is well known that Cu-rich Cu(In, Ga)Se2 solar cells

suffer from recombination at or near the interface [153], which

can be attributed to the formation of a defect near the surface

due to the necessary etching process [154]. However, it was

recently shown that also the bulk of Cu-rich Cu(In, Ga)Se2

suffers from a higher degree of recombination, as evidenced

by a lower quasi-Fermi-level splitting in Cu-rich absorbers

FIG. 11. Energy schematics of a PL transition involving a defect

with a Franck-Condon shift.

than in Cu-poor ones [155]. An update of this observation

over a wider range of compositions and band gaps is shown

in Fig. 10. In a previous investigation, we had found almost

the same quasi-Fermi-level splitting in Cu-rich and Cu-poor

CuInSe2 [156]. However, in that study we did not take into

account the lower band gap of Cu-poor material compared

to Cu-rich material [157]. Those previous measurements of

pure CuInSe2 are shown as triangles in Fig. 10 and confirm

the trend of lower quasi-Fermi-level splitting in Cu-rich mate-

rial, when we take the difference in band gap into account.

What becomes obvious from Fig. 10 is that the difference

between the quasi-Fermi-level splitting in Cu-poor and Cu-

rich Cu(InGa)Se2 increases with increasing band gap, i.e.,

with increasing Ga content. This behavior can be explained

by the properties of the DS state: it is more present in Cu-

rich Cu(In, Ga)Se2 than in Cu-poor material, and it becomes

deeper and more recombination active with increasing Ga

content. Thus, while the DS center already acts as a re-

combination center in Cu-rich CuInSe2, it becomes deeper

with increasing Ga content and consequently increases the

difference between Cu-rich and Cu-poor Cu(In, Ga)Se2.

Concerning the deep states, we can thus say that the

DD2 defect, attributed to the GaCu antisite, explains, at least

partly, the problematic behavior of high-Ga Cu(In, Ga)Se2

absorbers. And the DS, possibly due to the second charge

state of the CuIII antisite, explains the higher recombination

in the bulk of Cu-rich Cu(In, Ga)Se2. It should be noted that

in high-efficiency Cu(In, Ga)Se2 absorbers, which results in

solar cells with 20% efficiency and above, no deep defects are

observed by PL, even without any heavy alkali postdeposition

treatment [96]. Thus, both the DD2 and the DS defect have to

be avoided to obtain high-efficiency solar cells.

VII. CONCLUSIONS

We present new results on deep defects in Cu(In, Ga)Se2

studied by photoluminescence and combine them with re-

sults from the literature and obtained by other experimental

methods. We compare the observed defect energies to the
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FIG. 12. (a) Equation (A1) with negligible Gaussian broadening and with increasing Huang-Rhys factor S, and (b) the same but with a

Gaussian broadening of 50 meV.

results of a number of recent calculations based on hybrid and

GW functionals. The experimental results are summarized in

Fig. 8, and the assignments with the help of the calculated

defects are given in Table I. We confirm two shallow acceptors

in CuInSe2 and CuGaSe2: the VCu vacancy and the CuIII

antisite. Furthermore, in CuInSe2 and low-Ga Cu(In, Ga)Se2,

grown with a high Se supply, we identify a third acceptor,

likely the VIn vacancy. These acceptors are compensated by

one, possibly two shallow donors: the InCu antisite and the

Cui interstitial, plus a further deeper donor, which is possibly

due to the VSe-VCu double vacancy. Two different deep defects

are critical for solar cell performance: the GaCu antisite forms

a deep donor in high-Ga Cu(In, Ga)Se2 and plays a role in

the stronger open-circuit voltage loss of these wider-band-gap

solar cells. A deep defect at about 0.8 eV above the valence

is more prominent in Cu-rich material. This recombination

center limits the open-circuit voltage of Cu-rich solar cells,

more so with higher Ga/Ga+In ratio. While the intrinsic

shallow point defects control the doping and are thus essential

for the solar cells, the deep defects are detrimental for the

performance of Cu(In, Ga)Se2-based solar cells and have to

be avoided.

ACKNOWLEDGMENTS

This work was supported by the Luxembourgish Fond

National de la Recherche within the framework of the ODD,

CURI-K, SeVac, and SURPASS projects, as well as by the

European Union’s Horizon 2020 Research and Innovation

Program under Grant Agreement No. 641004 (Sharc25).

APPENDIX A: PHONON COUPLING OF DEEP DEFECTS

Charge changes in deep defects very often lead to a lattice

relaxation, leading to a Franck-Condon shift. The emission

from such a defect can be described by a model first proposed

by Huang and Rhys [158]. The equilibrium lattice configura-

tion around such a defect is different for the different charge

states. Thus, upon an electronic transition the lattice will relax

to the new equilibrium configuration, involving the movement

of atoms, which invokes the emission of phonons. The atomic

positions are generally summarized in the configuration co-

ordinate, and the energetics are described in a configuration

diagram as in Fig. 11. A tutorial description can be found, for

example, in Ref. [61].

The spectral shape is determined by a Poisson distribution

of Gaussian transitions, shifted by the phonon energy:

I (h̄ω) ∼

∑

n

exp(−S)
Sn

n!
exp

[

−
1

2

(

E0 − nh̄� − h̄ω

σ

)2
]

,

(A1)
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where I is the intensity at a photon energy of h̄ω, S is the

Huang-Rhys factor, which equals the ratio of the phonon

energy h̄� to the Franck-Condon shift �EFC, E0 the zero-

phonon line, and σ a Gaussian broadening of the transitions.

For an explanation of the different quantities see Fig. 11.

It should be noted that in experiments that rely on thermal

activation and determine an activation energy, such as Hall

measurements or admittance spectroscopy, the energy differ-

ence between the equilibrium positions is measured, i.e., the

zero phonon energy E0.

To better understand the influence of the different parame-

ters, we show in Fig. 12 a plot of the intensity according to

Eq. (A1). The left panel shows the effect of an increasing

Franck-Condon shift. The phonon energy is kept constant at

30 meV, and thus an increasing Franck-Condon shift corre-

sponds to an increasing Huang-Rhys factor S. With S = 0 (no

shift), we see only the zero-phonon line, which is assumed

at 1 eV. With a small S, we see the zero-phonon line plus

phonon replicas with decreasing intensity. When S becomes

>1, the maximum or the emission spectrum shifts away from

the zero-phonon line, more so with higher S. With a Gaussian

broadening (right panel in Fig. 12) we see the peak shape

obtained experimentally; see. Fig. 3 of the paper.

APPENDIX B: CROSS-CORRELATION COEFFICIENT

The calculation of the cross-correlation coefficient

CC(A, B) between two maps A and B is

CC(A, B) =
1

n

∑

i, j

[A(i, j) − A(i, j)][B(i, j) − B(i, j)]

σ [A(i, j)]σ [B(i, j)]

(B1)

with n the number of pixels in each map, A(i, j) the mean

value of the map A, and σ [A(i, j)] the standard deviation of

map A. The cross-correlation coefficient can vary between -1

(totally anticorrelated) to 1 (totally correlated).

APPENDIX C: Ga/Ga+In DEPENDENCE OF THE DD2

DEFECT LUMINESCENCE IN Cu-Poor Cu(In, Ga)Se2

Figure 13 shows the PL of a series of Cu-poor epitaxial

Cu(In,Ga)Se2 films, indicating again the deep defect transition

at 1.1 eV.

APPENDIX D: THE 0.8-eV DEFECT IN PL

Figure 14 shows a number of PL measurements on various

epitaxial and polycrystalline Cu(In,Ga)Se2 samples, indicat-

ing that the peak 0.7 or 0.8 eV is rather ubiquitous, but

considerably weaker in Cu-poor samples.

APPENDIX E: COMPARISON BETWEEN PL

MEASUREMENTS AND DEFECTS FROM CAPACITANCE

AND TRANSPORT MEASUREMENTS

Here we discuss defects that have been observed in elec-

trical measurements but not in PL measurements. We refer to

the labels in Ref. [93].

FIG. 13. PL spectra measured at 10 K for a set of Cu-poor

Cu(In, Ga)Se2 epitaxial films on GaAs with varying In/In+Ga ra-

tio. The highest energy peak in all spectra is the near-band-edge

transition, which shifts to lower energies with higher In/In+Ga

ratio. All films show a deep transition (DD2-A2) at around 1.1 eV

(hashed area) that shifts only very little with varying composition

and indicates a deep defect at an energy independent of the In/In+Ga

ratio.

A defect we cannot relate to our PL (or Hall) measurements

is the E1 defect in CuInSe2. In CuGaSe2 the E1 is in the

energy range of the DD2 deep donor, but as we discuss above,

DD2 merges into the conduction band below a Ga/Ga+In

ratio of about 0.5. E3 is mentioned in Refs. [93] and [159]

as being likely the same as E1. E4 and PC1 have also no

equivalent in the PL/Hall measurements. They are particular

defects, as their emission rate is strongly dependent on the

hole concentration. This has been attributed [93,126] to a

metastable behavior similar to a DX defect. It is conceivable

that this is why they are not detected in PL with its rather

strong illumination. The E4 is generally identified with the

N2 defect [107] as well as with defects labeled A2 and A4 in

CuGaSe2 [159,160]. It has been shown to exhibit metastable

behavior, which could explain why we do not detect it in PL.

We also do not detect E5, which appeared only in the most

Cu-poor sample. It is possible that this defect occurs in a

Cu-poor phase such as CuGa3Se5 [161] or CuGa5Se8 [162],

which have wider band gaps and likely a lower valence-band

maximum [163]. Another defect which we do not observe

in PL and Hall measurements is the PC2, which was found

to show metastable behavior by a time dependence of the

observed density of states at elevated temperatures [164],

which could explain why we do not see it in PL measurements.

Furthermore, since its density of states increases with time at
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FIG. 14. PL spectra showing the transition at around 0.7 or 0.8 eV. (a) Room temperature PL of an epitaxial CuInSe2 and an epitaxial

Cu(In,Ga)Se2 sample with Ga/Ga+In ratio of 0.5, both are Cu-rich. (b) Low temperature PL of a polycrystalline Cu-rich CuInSe2 film,

indicating that the deep luminescence peak can only be distinguished from a background signal with the extended set-up, measureing at low

enough energies. (c) Low temperature PL of an epitaxial CuGaSe2 and an epitaxial Cu(In,Ga)Se2 sample with Ga/Ga+In ratio of 0.8, both

are Cu-rich. It should be noted that the room temperature spectra of high Ga Cu(In,Ga)Se2 are dominated by the broad DD2 transition, which

covers any weaker transition in the energy region around 0.8 eV. (d) Room temperature PL of a slightly Cu-poor epitaxial Cu(In,Ga)Se2 sample

with Ga/Ga+In of 0.3. Note the log-scale. The 0.8 eV defect luminescence is very weak.

elevated temperature and since it is only observed in samples

on glass, one might suspect that it is related to oxidation or

diffusion of elements from the glass and it might not be a

native defect.
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