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Electrophysiological evidence for parallel and
serial processing during visual search

STEVEN J. LUCK and STEVEN A. HILLYARD
Uniuersity of California, San Diego, La Jolla, California

Event-related potentials were recorded from young adults during a visual search task in order
to evaluate parallel and serial models of visual processing in the context of Treisman's feature
integration theory. Parallel and serial search strategies were produced by the use offeature-present
and feature-absent targets, respectively. In the feature-absent condition, the slopes of the func­
tions relating reaction time and latency of the P3 component to set size were essentially identi­
cal, indicating that the longer reaction times observed for larger set sizes can be accounted for
solely by changes in stimulus identification and classification time, rather than changes in post­
perceptual processing stages. In addition, the amplitude of the P3 wave on target-present trials
in this condition increased with set size and was greater when the preceding trial contained a
target, whereas P3 activity was minimal on target-absent trials. These effects are consistent with
the serial self-terminating search model and appear to contradict parallel processing accounts
of attention-demanding visual search performance, at least for a subset of search paradigms. Differ­
ences in ERP scalp distributions further suggested that different physiological processes are uti­
lized for the detection of feature presence and absence.

Several recent theories of visual perception have pro­

posed the existence of two distinct processing stages-an

early stage that extracts simple features, and a later stage

that identifies objects or conjunctions of features (see,

e.g., lulesz, 1984; Marr, 1982; Neisser, 1967; Ullman,

1984). In aseries ofpapers, Treisman and her colleagues

have presented a detailed feature integration theory in­

corporating this dichotomy (Treisman, 1985; Treisman

& Gelade, 1980; Treisman & Gormican, 1988). Feature

integration theory proposes that the early, preattentive

stage of processing can discriminate the identity of sim­

ple features in parallel, and that aserial, attentive process

is required to localize features and conjoin them together

to form objects.

Much of the evidence for this theory comes from visual

search tasks, in which subjects must decide whether or

not a target item is present in an array of distractor items.

According to feature integration theory, a target possess­

ing a simple feature that is absent from the distractors can

be detected preattentively, and detection latency for such

a target will therefore be independent of the number of

items in the array (the set size). If no elementary feature
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differentiates the target and distractors, however, then the

items must be scanned individually in serial by the atten­

tive processing stage, such that target detection latency

increases linearly with set size. Since the search terminates

upon detection of a target, only half of the items need to

be scanned on the average for positive (target-present)

trials; thus, the ratio of the slopes for negative versus posi­

tive trials should approximate 2: 1. It has indeed been

found in numerous studies that the search for the presence

of a simple feature is independent of set size, whereas

the search for a conjunction of features is not (see, e.g.,

Bergen & lulesz, 1983; Egeth, Virzi, & Garbart, 1984;

Nakayama & Silverman, 1986; Treisman & Gelade, 1980;

Wolfe & Franzel, 1988).

The interpretation of these visual search results remains

controversial, however. For example, feature integration

theory states that the effect of set size on detection latency

for conjunction targets is due to the serial repetition of

a perceptual process. However, this effect could also be

explained by postperceptual processes or capacity limi­

tations within a parallel processing system (Farell, 1984;

Pashler & Badgio, 1987). In the case of simple feature

targets, Treisman and her colleagues have proposed that

set size has no effect on reaction time because features

can be detected in parallel without the use of focal attention

(Treisman, 1985; Treisman & Gelade, 1980; Treisman

& Souther, 1985). Other theories, however, maintain that

attention is necessary for feature targets, and postulate

that reaction time is unaffected by set size because atten­

tion can be directed to a feature target's location immedi­

ately by a process that is unaffected by the distractor items

(Duncan, 1985; 1. C. lohnston & Pashler, 1988; lulesz,

1984). Although these theories propose different proeess-
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ing mechanisms, they make similar predictions about
reaction time and accuracy, thereby leaving these basic

issues unresolved.

In the present study, we attempted to distinguish be­
tween these competing explanations of visual search per­

formance by recording event-related potentials (ERPs)

simultaneously with reaction time (RT) measures. ERPs

are scalp-recorded electrical potentialsgenerated by neural
activity associated with specific sensory, cognitive, and

motor processes (see Donchin, Karis, Bashore, Coles, &
Gratton, 1986; Hillyard & Kutas, 1983). Unlike behavioral

measures, ERPs provide a continuous index of process­

ing between the stimulus and response, and they can

differentiate activity produced in separate brain regions.
As a result, ERP data can be used to isolate different

processing stages and processing structures (e.g., Coles,

Gratton, Bashore, Eriksen, & Donchin, 1985; Hillyard
& Münte, 1984; Osman, Bashore, Coles, Donchin, &

Meyer, 1988; Wijers et al., 1987).
The latency of the P3 (or P3(0) component has been

shown to index the duration of stimulus recognition and

classification processes, independently of subsequent

stages such as response selection and execution (Duncan­
Johnson, 1981; Kutas& Donchin, 1978; Kutas, McCarthy,

& Donchin, 1977). For example, P31atency and RT both

increase when noise elements are introduced around a to­
be-identified stimulus, but only RT increases when the

stimulus and response are made incompatible (Magliero,

Bashore, Coles, & Donchin, 1984; McCarthy & Donchin,

1981). P3 latency can therefore be used to determine

which processing stages are affected by set size during

visual search: If the effects ofset size on RT for conjunc­
tion targets are due to an increase in the duration of stimu­

lus evaluation, then the slopes relating P31atency and RT

to set size should be identical. A similar logic has been
used to interpret ERPs recorded during memory search

tasks (see, e.g., Adam & Collins, 1978; Ford, Roth,

Mohs, Hopkins, & Kopell, 1979; Gomer, Spicuzza, &
O'Donnell, 1976; Michalewski, Patterson, Pratt, Barret,

& Starr, 1988). In these experiments, P31atency increased

linearly as a function of memory set size, but the slope

was shallower for P3 latency than for RT, suggesting that

part of the effect of memory set size on RT was due to

postrecognition processes.
While P3 latency can be used to determine whether the

effects of set size are confined to stimulus evaluation

processes, in the present study we also used P3 ampli­

tude data to test the proposition that the detection of con­

junction targets requires aserial search process rather than
a limited capacity , parallel process. The amplitude of the

P3 is highly sensitive to target probability, both global
(over an entire block) and local (over the immediately

preceding stimuli). Specifically, P3 amplitude increases

as global target probability decreases and is larger for

events that differ from the immediately preceding events
(Duncan-Johnson & Donchin, 1977; Squires, Petuchowski,

Wickens, & Donchin, 1977; Squires, Wickens, Squires,

& Donchin, 1976).

By definition, aserial search represents a sequence of

decisions regarding stimulus identity, one for each item
in the array. Since a positive (target-present) decision oc­

curs for at most one item per stimulus array while all other
items require a negative decision, the negative decisions

are much more probable than the search-terminating posi­
tive decision. In addition, the final negative decision on

a negative trial is preceded by several negative decisions,

resulting in a high local probability . This combination of

high global and local probabilities should result in a very

small P3 amplitude for the finaldecision on negative trials

in aserial search. In contrast, the final decision on a posi­

tive trial should elicit a large P3, because it is an improb­
able positive decision preceded by several negative deci­

sions. Moreover, if the search is serial, P3 amplitude for

positive trials should increase as a function of set size,

because the number of negative decisions preceding the

search-terminating positive decision increases as the set

size increases.
The hypothesis of a limited capacity, parallel process

makes very different predictions about P3 amplitude dur­

ing the search for conjunction targets. With a parallel
search process, one would not expect P3 amplitude to in­

crease as a function of set size on positive trials, since

the number of negative decisions preceding a positive de­
cision would not be affected by set size unless the search

were serial. Indeed, a reduction in P3 amplitude would

be predicted for larger set sizes, on the grounds that tar­

get detections would be made with decreased levels of con­

fidence due to capacity limitations; previous research has

shown that P3 amplitude decreases sharply for less con­

fident perceptual decisions (Johnson, 1984, 1986; Johnson

& Donchin, 1978; Paul & Sutton, 1972; Squires, Squires,

& Hillyard, 1975).
The serial search model makes additional predictions

concerning the effects of stimulus sequence on P3 ampli­
tude. All negative trials and most positive trials begin with

several negative decisions, which should elicit very little

P3 activity due to their high global and local probabili­

ties. However, ifthe preceding stimulus array contained
a target, then the final decision on the preceding trial will

have been positive, thereby decreasing the local prob­

ability of the first few negative decisions on the current
trial. This decreased local probability should in turn

produce greater P3 amplitude for the initial negative de­

cisions. Since positive trials also typically begin with a
few negative decisions, this sequential effect should be

present for both positive and negative trials.
We are explicitly assuming here that each decision

within the perceptual analysis of a single stimulus array

will produce a P3 wave, the amplitude of which will vary
according to the global and local probabilities of the de­

cision. While it may seem unusual to posit the occurrence

of more than one P3 wave for a single trial, several other

studies have provided evidence that single stimuli can elicit
multiple P3 waves (e.g., Johnson and Donchin, 1985;
V. S. Johnston, Miller, & Burleson, 1986; Stuss &

Picton, 1978) and that many P3 waves can occur within
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Stimuli

The stimuli in this experiment consisted of arrays of 4, 8, or 12

items placed at random locations on a black and white computer

monitor. The screen was 100 cm from the subject and the items

were located within an imaginary reetangle 9.8 0 wide and 7.5 0 high,

centered on a white fixation point. There were two types of items:

a triangle with one vertical side (the left side) and two oblique sides

(pointing toward the right), and the same triangle with an additional

feature, a horizontal line extending leftward from the vertical side

(see Figure 1). There were two conditions: a feature-absent condi­

tion, in which the plain triangle was the target and the triangle­

with-line was the distraetor, and a feature-present condition, in which

the triangle-with-Iine was the target and the plain triangle was the

distractor. On negative trials (p = .5), all items were distractors.

On positive trials (p = .5), one of the items was the target and

the others were distractors. The positions of the target and distrac­

tor items were randomized from trial to trial. Stimulus arrays com­

posed of the three different set sizes were presented in unpredict­

able order with equal probability . Each stimulus was presented for

a duration of 1.5 sec, and the interval between successive stimulus

onsets varied randomly between 3.0 and 3.5 sec.

Procedure

The feature-present and feature-absent search conditions were TUn

in separate blocks of trials, each consisting of 60 stimulus arrays

presented in random order. There were 10 blocks of stimuli in each

condition, and the order ofblocks was randomized across subjects.

Subjects were instructed to respond with one hand if the target was

present and with the other hand if the target was absent, taking ex­

actly as much time as was necessary to make an accurate response.

Half of the subjects used the right hand to signal target presence

and half used the left. The subjeets were instrueted to suppress blinks

and eye movements as much as possible. Before the recording be­

gan, the subjects performed two practice blocks in each condition.

Recording

The EEG was recorded from standard left and right hemisphere

scalp sites overlying frontal, central, parietal, occipital, and tem­

poral cortex (International 10/20 System names: F3, F4, C3, C4,

a short period oftime (Woods, Courchesne, Hillyard, &

Galambos, 1980).

If the search is parallel rather than serial, the most ob­
vious prediction is that the local probability of adecision

will be smaller, and the associated P3 amplitude larger,

when the preceding trial is the opposite ofthe current trial.

For negative trials, therefore, both the serial and parallel

models predict greater P3 amplitude when the preceding
trial is positive. For positive trials, however, the serial

model predicts greater P3 amplitude (during the first few

hundred milliseconds after stimulus onset) when the

preceding trial is also positive, whereas the parallel model

predicts greater P3 amplitude when the preceding trial

is negative.

As discussed above, feature integration theory posits
the existence of different target detection processes for

feature targets versus conjunction targets, whereas alter­

native hypotheses propose a single, attention-demanding

detection process for both target types. ERP recordings

may help adjudicate this dispute by testing whether qualita­
tively different ERP components accompany the detec­

tion offeature and conjunction targets, thus indicating the

presence of different processes.

In the present experiment, we used a method described
by Treisman and Souther (1985) to induce parallel and

serial processing. These authors reasoned that an item con­

taining a feature that is absent from the distractors could

be detected in parallel, whereas an item that was distin­

guished from the distractors only by the absence of a fea­
ture could not. Therefore, if two items are identical ex­

cept that one contains a feature that is absent in the other,

then aserial search will be required when the feature­

absent item is the target among feature-present distractors,

but a parallel search will be possible when the feature­

present item is the target among feature-absent distractors.

In one experiment, for example, a cirele was the target
and a cirele with an intersecting line was the distractor.

The detection of the plain cirele target appeared to re­

quire aserial self-terminating search; when the cirele with

the line was the target and the plain cirele was the dis­
tractor, however, the search appeared to be parallel, pre­

sumably because the line could be detected preattentively.

A similar paradigm was used in the present experiment. 1

ERPs were recorded simultaneously with behavioral mea­

sures to test the proposition that the search for feature ab­
sence requires the serial repetition of a perceptual process,

whereas the search for feature presence can be accom­

plished by a qualitatively different parallel system. The

results indicated that aserial self-terminating search is in­

deed utilized for feature-absent targets and that different

processes are engaged during the detection of feature­
present targets.

METHOD

Subjects

Twelve college studenls (7 male) were paid to participate in this

experiment. The subjects were between 18 and 24 years old, were

right-handed, and had normal or corrected-to-normal vision. Four

Figure 1. Examples of positive (target-present) stimuli in the

feature-absent Oeft) and feature-present (right) conditions. Tbe set

size for tbese examples is 12 items. Tbe fixation point is represented

here by a plus symbol. Tbe dimensions of an individual feature­

present item are given at the top.
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P3, P4, 01, 02, T5, T6). The ERPs were algebraically re­

referenced to the average of the left and right mastoids after aver­

aging. The horizontal EOG was recorded between the left and right
external canthi to monitor lateral eye position, and the vertical EOG

was recorded from beneath the left eye, referenced to the left

mastoid, to monitor blink activity. The recordings were made
through AglAgCI electrodes attached to the skin with collodion or

adhesive collars. The potentials were amplified with an 8-sec time

constant and a 6O-Hz low-pass filter (frontal and central sites) or
a 9.2-sec time constant and a lOO-Hz low-pass filter (allother sites).

The voltages were digitized at 256 Hz by a minicomputer and stored

with stimulusand response codes on digital tape for off-line analysis.

Data Analysis
The EEG was averaged off-line, using an automatie artifact de­

tection system that rejected trials with blinks or large eye move­

ments. Most subjects reported being unable to perform the task in
the feature-absent condition without some eye movement, so a strict

rejection criterion could not be employed. However, a separate anal­

ysis assessed the number of eye movements by counting the num­
ber of trials on whieh the peak-to-peak voltage in the horizontal

eye movement channel exceeded 30 p.V (note that this is a strict

criterion that occasionally included artifacts from other sources ,
such as blinks). Trials with incorrect behavioral responses were

also excluded from the averages.

Since the time elapsing between stimulus onset and the subject's

final decision is highly variable in aserial self-terrninating search,
the ERP components related to search-terrninating decisions in the

feature-absent condition were expected to be poorly time-locked
to stimulus onset. However, much less variance was expected in

the time-Iocking between these ERP waves and the behavioral
response. Therefore, two types of averages were calculated, one

in whieh stimulus onset was the time-Iocking event (producing

stimulus-locked averages) and one in which the behavioral response

was the time-Iocking event (producing response-locked averages).
Adaptive filtering (Glaser & Ruchkin, 1976; Woody, 1967) was

attempted, but it produced poor results because of the extreme1y
long search window required (300-2,500 msec) and the small P3

waves elicited by some stimulus types.

The amplitudeand latency ofthe PI, NI, and P2 peaks were mea­
sured at the amplitude peak in the intervals from 50 to 150 msec

(PI), 125 to 225 msec (NI), and 150 to 250 msec (P2). The PI
and NI were measured at occipital, temporal, and parietal sites,

and the P2 was measured at frontal and central sites. These mea­

sures were derived from the stimulus-Iocked averages. Amplitude
was measured as the difference between peak amplitude and the

mean voltage during a lOO-msec prestimulus baseline; latency was
measured relative to stimulus onset. An additional set of stimulus­

locked averages was constructed to test for the existence of an N2

wave that has been observed in previous studies at posterior scalp
sites contralateral to the position of the target (Heinze, Luck,

Mangun, & Hillyard, 1990; Luck, Heinze, Mangun, & Hillyard,
1990; Luck & Hillyard, 1988). The data for positive trials were
averaged separatelyon the basis of stimulus position (left or right),

and the N2 was quantified as the mean amplitude between 250 and
350 rnsec at parietal, occipital, and temporal sites.

The amplitude and latency of the P3 wave were measured at all

scalp sites in both the stimulus-Iockedandthe response-Iockedaver­
ages. In the stimulus-Iocked averages, latency was measured as the

time between stimulus onset and the maximum positive peak oc­
curring between 400 and 1,600 msec poststimulus, and amplitude
was measured as the mean voltage in this range. This broad mea­

surement window was required because the P3 wave typically peaked

just before the response, and responses were made throughout the
duration of this window. Mean rather than peak amplitude was used
for the P3, because the greater latency variation expected for larger

set sizes can distort peak amplitude measures. Since the P3 waves

were often very broad, lacking a clear peak, P3 latency was also
measured as the time required for the component to reach 50% of

its mean amplitude over the measurement window (cf. Hansen &

Hillyard, 1988). For this measure, the mean voltage of each ERP
waveform was measured between 300 and 1,600 msec, and the time

point that divided this voltage X time "area" into equal halves was
used as the P3 latency estimate. This "50% area" measure was

more stable than the peak latency measure, but the overall effects
of the experimental manipulations were nearly identical for the
two measures.

In the response-Iocked averages, P3 latency was measured as the

time between the motor response and the maximum positive peak
occurring in the window between 300 msec preresponse and

100 msec postresponse; P3 amplitude was measured as the mean
voltage within this latency range. There was no unambiguous ampli­

tude baseline in the response-Iocked averages, so the meanamplitude
of the entire period between 9OO-msec preresponse and 9OO-msec

postresponse was employed (other base1ining methods produced
sirnilar results).

Stimulus- and response-Iocked averages were also computed in

a sequential analysis, in which trials were sorted on the basis of
whether the preceding stimulus array was positive or negative. In

order to retain an adequate signal-to-noise ratio, the trials were col­

lapsed across set sizes for this analysis. Because the serial search
model predicts that the occurrence of a positive decision on the

preceding trial should affect the first few negative decisions within
the current trial, the stimulus-locked P3s from this analysis were

measured as the mean amplitude during the initial interval of P3

activity, from 300 to 600 msec poststimulus. In addition, this anal­

ysis excluded Set Size 4, for whieh positive decisions in the early
P3 latency range were highly probable on positive trials (a similar

analysis that included Set Size 4 produced slightly smaller effects,
but the levels of statistical significance were approximately equiva­

lent due to the larger number of trials). The response-Iocked P3s
for this sequential analysis included all set sizes, and were mea­

sured in the same manner as described for response-Iocked aver­
ages above.

All electrophysiological and behavioral measures were analyzed

with repeated measures analyses of variance (ANOVAs), adjusting
for nonsphericity with the Greenhouse-Geisser epsilon coefficient

(Jennings &Wood, 1976). For the initial data analyses, each ERP
measure was analyzed with five factors: search task (feature-present

vs. feature-absent); trial type (positive vs. negative); set size (4,

8,or 12); electrode site (frontal, central, parietal, occipital, or tem­

poral, depending on which sites were measured for a particular
peak); and hernisphere (Ieft electrodes vs. right e1ectrodes). When­

ever significant interactions involving the search task factor oc­
curred, the feature-present and feature-absent conditions were ana­

Iyzed separately to deterrnine the nature of the interaction (pooled

error estimates were not used in these analyses, thereby avoiding

the inflated Type I and Type 11 error rates that may occur if the
variance/covariance matrix is nonspherical). For the sequentialanal­

ysis, the set size factor was replaced with a factor representing
whether the preceding trial was positive or negative; for the anal­

ysis of the N2 wave as a function of stimulus location, the target
presence factor was replaced with a target position factor.

RESULTS

Behavioral Measures
The mean reaction times are plotted in Figure 2. In the

feature-absent condition, the functions relating set size to
RT were highly linear, with linearity accounting for over

97% of the variance in regression analyses of the mean

RTs. The slope for negative trials (51.8 msec per item)
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Figure 2. Mean reaction times (±SEM) as a function of set size. Positive trials are indi­
cated by a plus sign in the symbol key and negative trials are indicated by a minus. Regres­
sion Iines are plotted for each condition, and their slopes are listed at the right.

P3 Latency
Stimulus-locked ERP averages from the parietal sites

are shown for the feature-present condition in Figure 3.

In this condition, P3 peak latency did not vary as a func­

tion of set size for either positive or negative trials. How­

ever, the 50% area latency measure increased slightly as

a function of set size for negative trials, probably due to
the continued presence of ERP activity late in the record­

ing epoch for the larger set sizes. On both positive and

negative trials, P3 amplitude reached slightly higher peak
values for the smallest set size.

The ERPs in the feature-absent condition, shown in

Figure 4, differed markedly from those in the feature­

present condition. For positive trials in the feature-absent

condition, the P3 peaked later and became broader as set

size increased, consistent with the increasing RTs for these

stimuli. For negative trials, however, the P3 was consider­

ably smaller, and its latency was not strongly affected by
set size. This contrasts with a large effect of set size on

RT for these stimuli (cf. Figure 2).

Table 1

Target-Detection Accuracy Measures for Each Set Size
in Each Search Condition

was almost exactly twice as large as the slope for posi­
tive trials (25.4 msec per item), consistent with aserial,

self-terminating search. In the- feature-present condition,
the slopes of the functions relating RT to set size were

shallow and did not follow a 2: 1 ratio for positive versus

negative trials (2.6 and 9.2 msec per item, respectively).

These shallow slopes are consistent with a parallel search
strategy.

An ANOVA was conducted on the RTs with three fac­
tors: search task (feature-present vs. feature-absent), trial

type (positive vs. negative), and set size (4, 8, or 12

items). All main effects and interactions were highly sig­
nificant (p < .001). When the feature-present and feature­

absent conditions were analyzed separately, the trial type,

set size, and trial type X set size interactions were still

highly significant for both conditions (p < .(05). Thus,

set size and trial type affected RT for both the feature­

present and feature-absent conditions, but the effects were

much larger for the latter.
Target detection accuracy, shown in Table 1, was also

differentially affected by set size in the feature-present

and feature-absent conditions. Sensitivity (percent bits and

d') decreased and criterion (ß) increased as set size in­

creased in the feature-absent condition, but not in the
feature-present condition. This resulted in a highly sig­

nificant set size X search task interaction for each of the

three detection parameters (p < .005 or lower). In
separate comparisons, set size significantly affected all

of the detection measures in the feature-absent condition

(p < .005 or lower) and none in the feature-present con­
dition (p > .50 or higher).

Search Type

Feature-present

Feature-absent

Set Size % Hits

4 98.0
8 98.4

12 98.6

4 97.7
8 89.6

12 79.6

d'

4.48
4.47
4.50

4.13
3.43

2.89

ß

2.04
1.45
1.52

1.67
5.20

7.04
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Feature-Present Condition

Positive Negative
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8 Items

12 Items
1500

I I I[
3 .0 J.1-V P3
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Figure 3. Grand average stimulus-locked ERPs in the feature-present condition,

averaged over the P3 and P4 electrode sites. Each plot contains aseparate ERP wave­
form for each set size. The left plot contains ERPs for positive trials and the right

plot contains ERPs for negative trials.

The observation that set size strongly affected P3 latency

only for the positive trials in the feature-absent condition

was corroborated by a significant search task X trial type
X set size interaction for both latency measures [50%

area: F(2,22) = l6.05,p < .001; peak: F(2,22) = 5.53,

p < .02]. An analysis ofthe feature-absent condition

alone yielded a significant interaction between trial type

and set size [50% area: F(2,22) = 6.25, p < .01; peak:

F(2,22) = 3.49, p < .05], but there were no significant
effects involving set size for the feature-present condi­

tion when it was analyzed separately.
The effects of set size on RT and P3 latency (50% area

measure from the stimulus-locked averages) are compared

for the feature-present condition in Figure 5 and for the
feature-absent condition in Figure 6. In the feature-present

condition, neither P3latency nor RT was strongly affected

by set size for positive trials, but both RT and P3 latency

increased slightly as a function of set size on negative

trials. In the feature-absent condition, the slopes of the

functions relating set size to RT and P3 latency were

almost identical for positive trials. On negative trials, how­
ever, there was no reliable effect of set size on P3 latency,

whereas RT increased sharply as set size increased. 2.

P3 Amplitude
The effects of set size on P3 latency and RT were es­

sentially identical in every case except for the negative

trials in the feature-absent condition, suggesting that sub­

stantial P3 activity was time-locked to the response for

the other trial types. The response-locked averages, shown

Feature-Absent Condition

Positive Negative

4 Items

8 Items

12 Items

P3

500 1000 1500

(Msec)

[3.0 J.LV
I I I 11

+ 0

Figure 4. Grand average stimulus-locked ERPs in the feature-absent condition, aver­
aged over the P3 and P4 electrode sites. Each plot contains aseparate ERP wave­
form for each set slze, The left plot contains ERPs for positive trials and the right

plot contains ERPs for negative trials.
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aged over P3 and P4 electrode sltes from the stimulus-Iocked aver­

ages. Note that the vertical scale Is expanded relative to Flgure S.
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in Figure 7, support this interpretation: well-defined

response-locked activity occurred in every case except for

the negative, feature-absent trials. This wave also had the
same scalp distribution as the stimulus-locked P3 wave

and will therefore be considered the same component. As

in the stimulus-locked averages, the response-locked P3
in the feature-present condition was larger for positive

trials than for negative trials at posterior scalp sites and

was somewhat larger for the smallest set size. In contrast,
response-locked P3 amplitude in the feature-absent con­

dition increased with increasing set size for positive trials,

and there was essentially no P3 activity for negative trials.
Instead, there was a gradual transition from negative to

positive that was largest at frontal sites, perhaps due to
the offset of a prior slow potential such as the contingent

negative variation (Desmedt & Debecker, 1979) or search

negativity (Wijers, Mulder, Okita, Mulder, & Scheffers,
1989).

Mean amplitude in the P3 latency range is presented

for the stimulus- and response-Iocked averages in Table 2.

In both types of averages, P3 amplitude increased with

set size for positive feature-absent trials; this effect was

not seen in the feature-present condition. The different
effects of set size in the feature-absent and feature-present

conditions resulted in a significant search task x trial type

x set size interaction for the stimulus-Iocked averages

[F(2,22) = 11.35, p < .001] and for the response-locked
averages [F(2,22) = 10.95, p < .02]. For both types of

........ Reaction Time

.--. P3 Latency

Figure s. Mean reaction time and P3 SO% area lateney (±SEM)
as a function of set size for positive (top) and negative (bottom) triaIs

in the feature-present condition. The P3 Iateney measure was aver­
aged over P3 and P4 electrode sites.

averages, the trial type X set size interaction was highly

significant in analyses of the feature-absent condition alone

(p < .005 or lower). In analyses of the feature-present
condition, this interaction was not significant in the

stimulus-locked averages, but it reached significance in

the response-locked averages [F(2,22) = 4.46, p < .05].

Note that in the feature-present condition, this interaction

was due to increased P3 amplitudes for smaller set sizes

on negative trials, whereas the same interaction in the

feature-absent condition was a result of increased P3 am­
plitudes for larger set sizes on positive trials.

Sequential Analysis
The stimulus-Iocked averages from the sequential anal­

ysis are displayed in Figure 8. For the feature-present con­
dition, P3 amplitude was slightly larger when the preced­

ing stimulus was opposite to the current stimulus. In other

words, for positive trials the P3 was larger when the

preceding trial was negative, and for negative trials the

P3 was larger when the preceding trial was positive. In

the feature-absent condition, however, P3 amplitude was
larger when the preceding trial was positive, regardless

of whether the current trial was positive or negative.

The differential sequential effects for the feature-present

versus feature-absent conditions were largest at the parietal

sites, resulting in a significant search task x preceding
trial type X electrode site interaction [F(4,44) = 4.91,

P < .005]. When the feature-absent condition was ana­
lyzed separately, the sequential effect was highly signifi-

16
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Figure 7. Grand average response-Iocked ERPs, averaged over P3 and P4 electrode sites,
for the reature-present (top row) and reature-absent (bottom row) eonditions. Each plot eon­
tains aseparate ERP waverorm for each set size. The left eolumn eontains ERPs ror positive
trials and the right eolumn eontains ERPs for negative trials. Time zero represents response
oceurrence. The average voltage aeross the entire epoch was used as the amplitude baseline.

Table 2
P3 Amplitude (in Mierovolts) Measured

as the Average Amplitude between 400 and 1,600 msec Poststimulus
for the Stimulus-Locked Averages and between 300 msec Preresponse

and 100 msec Postresponse for the Response-Locked Averages,
Averaged over Parietal Electrode Sites

cant [interacting with electrode site: F(4,44) = 14.37,

P < .001], but it was not significantly different for posi­

tive versus negative trials. A separate analysis of the

feature-present condition indicated that the small sequen­

tial effects did not reach significance in that condition.

According to the serial search model, the effects of

stimulus sequence on the P3 for positive trials were due

to an effect of loeal probability on negative decisions oe­
curring at the beginning of most trials. These negative

decisions can bedifferentiated from the search-terrninating

positive decision by exarnining the effects of sequential

order on the response-loeked averages, which should

Search Type

Trial Set Stimulus-

Type Size Locked P3

Response­

Locked P3

primarily contain P3 activity related to the terminal deci­

sion. As can be seen in Figure 9, the effect of sequential

order on the P3 for positive, feature-absent trials was
reversed in the response-loeked averages relative to the

stimulus-loeked averages. Whereas the stimulus-loeked

P3 was larger when the preceding trial was positive, the

response-loeked P3 was larger when the preceding trial

was negative, indicating that the sequential effects evi­

dent in the stimulus-loeked averages were not due to

changes in the search-terrninating positive decision.
In both the feature-present and the feature-absent con­

ditions, the response-loeked P3s were larger when the

preceding trial was opposite to the current trial, and this

effect was largest at parietal sites, resulting in a signifi­
cant trial type X preceding trial type x electrode site

interaction [F(4,44) = 3.98, p < .01]. The sequential

effects were essentially identical in the feature-present and

feature-absent conditions, and none of the interactions in­
volving search task and preceding trial type approached

significance.

Positive

Negative

Negative

Feature-present

Feature-present

Feature-absent

Feature-absent

Positive 4 2.86

8 2.74

12 2.91

4 2.72

8 2.01
12 2.02

4 2.94
8 3.77

12 4.59

4 1.99

8 2.01
12 1.86

4.37

4.19
4.28

3.19

2.33

1.96

4.12

4.75

5.25

0.79

0.02

0.17

P3 Scalp Distribution
Figure 10 shows the scalp distribution of the stimulus­

loeked ERPs for positive and negative trials, collapsed

over set sizes. These scalp distributions are surnrnarized

in Figure 11, in which the difference between positive­

trial and negative-trial P3 amplitudes is plotted as a func­

tion of scalp site. In the feature-absent condition, the
difference between positive and negative trials was max­

imal at parietal sites and had a sirnilar scalp distribution

to the P3 for positive or negative trials considered

separately. In the feature-present condition, however, this
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Figure 8. Grand average stimulus-IockedERPs from tbe sequential analysis, averaged over
P3 and P4 electrode sites. These ERPs were elicited by positive or negative trials, sorted

on tbe basis of wbetber tbe preceding trial was positive (solid line) or negative (dotted line),
and coUapsed over Set Sizes 8 and 12. Time zero represents stimulus onset.

difference was maximal at the occipital sites and had a
different scalp distribution from the overall P3 on posi­

tive or negative trials. This resulted in a significant inter­

action between search task, trial type, and electrode site

[F(l,l1) = 8.67, p < .02], and suggests the presence of

different target-sensitive ERP components in the feature­

present and feature-absent conditions.

The presence of this occipitally maximal component in

the feature-present condition does not imply that the typi­

cal parietal P3 component was absent. Despite the occip­
ital maximum of the difference between positive and nega­

tive trials, the overall ERP activity in the P3 measurement

window was largest at the parietal electrodes, and

Feature-Absent
Positive

Figure 7 shows that this activity was well tirne-locked to

the behavioral response. These results suggest that the oc­

cipitally maximal component overlapped a parietally max­

imal P3, rather than replacing it altogether.

Other Peaks
The PI, NI, P2, and N2 peaks tended to increase in

amplitude and decrease in latency as set size increased
(see Figures 3 and 4), probably because of changes in

physical stimulus parameters rather than decision pro­

cesses. The set size main effect was significant for PI arn­

plitude [F(2,22) = 8.01, p < .02], Nllatency [F(2,22) =

27.74,p< .001],andP2latency[F(2,22) = l2.27,p <

.001]. The interaction of set size and scalp site was sig­

nificant for NI amplitude [F(4,44) = 5.85, p < .02] and

for the 250-350-msec mean amplitude measure of the N2

[F(8,88) = 5.77, p < .005].

In both the feature-present and the feature-absent con­

ditions, the N2 measure was more negative at posterior
scalp sites contralateral to the position of the target, result­

ing in a significant target position x hemisphere inter­

action [F(l,ll) = 23.74, p < .001] and an interaction
of these factors with electrode site [F(4,44) = 5.28,

p < .005]. This N2 was much longer in duration and was
more broadly distributed in the feature-absent condition,

but the presence of eye movements toward the target in
this condition may have confounded these results.

500o
(Msec)

[ 3.0 IJ-V
I I I I I

+ -500

Figure 9. Grand average response-Iocked ERPs for positive trials
in tbe feature-absent condition, averaged over P3 and P4 electrode
sites. These ERPs were sorted on tbe basis of wbetber tbe preced­
ing trial was positive (solid line) or negative (dotted line), and col­
lapsed over a11 set sizes. Time zero represents response occurrence.

Eye Movements

The percentages of trials containing eye movements (or
other artifacts in the horizontal EOG channel) for each
condition are presented in Table 3. The percentage of eye



612 LUCK AND HILLYARD

Positive

Negative500 1000 1500
(Msec)

+ 0

Feature-Present Feature-Absent

Frontel ~ ' <-I c,d ~

Centrot ~ ) _ l ' d ~

Porieto! ~ < j ) - I ~

Occipitol ......]fI~_,_ .. d ~~
P3

Tempa'ai ~ ~ _ L U ' ~
[ ~ ' 9 fi I
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Figure 11. DitTerence between positive-trial and negative-trial P3 amplitude as a function of scalp

site for tbe feature-present and feature-absent conditions. Tbe differences were derived from the stimulus­
locked averages and were averaged over left/right electrode palrs. The scores are expressed as a per­

centage of the maximum amplitude ditTerence for each condition.



Table 3

Mean Percentage of Trials with Eye Movements or Other Horizontal

EOG Activity Exceeding 30 fAV in Peak-te-Peak Amplitude

Search Type Trial Type 4 Items 8 Items 12 Items

Feature-absent Positive 15.8 21.2 25.8

Negative 33.0 45.2 44.1

Feature-present Positive 11.1 11.3 11.8

Negative 14.0 16.0 18.4

movements generally paralleled the mean RTs. There

were more eye movements in the feature-absent condi­

tion than in the feature-present condition; there were more
on negative thanon positive trials; and the number of eye

movements increased with set size in the feature-absent

condition. In a search type X trials type X set size

ANOVA, all main effects and interactions were signifi­

cant (p < .05) except for the three-way interaction.

DISCUSSION

Is the Set Size Effect Perceptual
or Postperceptual?

One of the issues addressed in this experiment was
whether the effects of set size on RT for feature-absent

targets are due to changes in the duration of a perceptual

process or, alternatively, some postperceptual process.

For example, target detection accuracy decreased as set

size increased, and this may have caused subjects to divert

processing resources away from response selection and
execution, thus slowing RT without affecting the dura­

tion of perceptual processing. The slopes relating set size

to P3 latency and RT were essentially identical for posi­
tive trials in the feature-absent condition, however, in­

dicating that the effects of set size on RT were due to

processes occurring before the stimulus was categorized

as a target. This inference is based on considerable evi­

dence that P3 latency in decision tasks is an index of the

duration of the perceptual processing leading to stimulus

classification (see the introduction). The ERP results are
therefore in accord with the proposal that set size affects

the duration of perceptual processing.!

Serial Versus ParaDei Models
The existence of a linear relationship between set size

and the duration of perceptual processing does not neces­
sarily entail that the items are being searched serially. As

has been noted by Pashler and Badgio (1985, 1987), such

results are also compatible with limited capacity , parallel

processing models. The 2: 1 slope ratio observed in the
present experiment also constituted a strong prediction of

the serial self-terminating search model, but smaller ratios
have been found in many sirnilar experiments (pashler,

1987; Pashler & Badgio, 1985; Treisman & Gelade, 1980).
In addition, a 2: 1 slope ratio would be produced with a

parallel processor if subjects were more confident in target­
present decisions than in target-absent decisions and sim­
ply "double-checked" the stimuli on negative trials.
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However, the serial and parallel models make very

different predictions about P3 amplitude during the search

for feature absence, as was noted in the introduction.

Briefly, the serial search model predicts that the final de­

cision on negative trials will have a very high probability
and thus elicit very little P3 activity, whereas the prob­

ability of the final decision on positive trials will be low

and will decrease as set size increases, thereby increas­

ing P3 amplitude. Different predictions are made by the

parallel model, on the basis of the assumption that target

deteetion confidence decreases as set size increases, result­

ing in decreased P3 amplitude. Since accuracy did indeed
decrease as set size increased (Table 1), the assumption

of decreased confidence seems likely to be true. Despite
the reduction in accuracy, however, P3 amplitude actu­

ally increased with increasing set size on positive trials

in the feature-absent condition, as predicted by the serial
model. In addition, there was essentially no response­

locked P3 activity on negative feature-absent trials, again

consistent with the serial model. These results therefore

support the serial search hypothesis proposed by feature

integration theory and argue against a limited capacity

parallel process.

A very different pattern of results was observed in the

feature-present condition. Both positive and negative trials

produced large P3 waves, and P3 amplitude decreased
as set size increased. This set size effect, along with the

small positive RT and P3 latency slopes observed in this

condition, suggests that a parallel process with some ca­

pacity limitations may have been responsible for the de­

tection of feature targets.

Additional predictions of the serial search model were
tested by considering the effects of stimulus order on the

local probabilities of positive and negative decisions. In
aserial search, both positive and negative trials will

usually begin with one or more negative decisions, and

these decisions should produce larger P3 waves when the

previous trial is positive rather than negative. In a parallel
search, however, there are no negative decisions inter­

posed between successive search-terminating decisions,

and the P3 elicited by a positive trial should therefore be
smaller, not larger, when the preceding trial is negative.

The predictions of the serial model were corroborated in

the feature-absent condition, in which P3 amplitude was

larger for both positive and negative trials when preceded

by a positive trial, whereas the predictions ofthe parallel

model were corroborated in the feature-present condition,
in which P3 amplitude was larger when the preceding trial

was the opposite of the current trial.

The time course of the sequential effects in the feature­
absent condition provided further evidence for the serial

search model. Because the serial interpretation posits that
the sequential effects for positive trials are due to a modu­

lation of P3 amplitude for the first few negative decisions

that typically begin a positive trial, the effects should be
present early in the P3 latency range. The sequential ef­
fect was indeed evident by 300 msec poststimulus in the

feature-absent condition. In addition, if stimulus order af-
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feets the first few negative deeisions rather than the search­

terrninating positive decision, then the sequential effects

should be time-locked to the stimulus rather than the

response. This prediction was also verified; the sequen­

tial effect for positive trials was reversed in the response­

locked averages." Thus, the time course ofthe sequential

effects also supports the serial search model for the

feature-absent condition.

Alternative Models

Four predictions of the serial search model concerning

P3 amplitude were verified in the feature-absent condi­

tion: (1) P3 amplitude increased with set size for posi­

tive trials; (2) there was little P3 activity on negative trials,

especially time-locked to the response; (3) for both posi­

tive and negative trials, P3 amplitude was larger when

the preceding trial was positive; and (4) the sequential

effects were present early in the P3 latency range and

were time-locked to the stimulus rather than the response.

We will now consider some alternative explanations for

these results that would be consistent with parallel search

mechanisms.

One possibility is that the mere passage of time is

responsible for the effect of set size on P3 amplitude. As

time passes on a given trial without the detection of a tar­

get, the subjective probability of deteeting a target may

decrease. Since larger set sizes are correlated with in­

creased target detection latency, this would result in

smaller subjective probabilities and larger P3 amplitudes

for larger set sizes. However, ifthe probability of a posi­

tive decision decreases as time passes, then the probabil­

ity of a negative decision must increase in a complemen­

tary fashion. This "time passage" hypothesis therefore

predicts that longer latency negative decisions would be

considered more probable, and would thus generate

smaller P3 waves for larger set sizes. Since P3 ampli­

tude was small for all negative trials in the feature-absent

condition and was not significantly affected by set size,

the present data do not support this alternative explanation.

A second alternative explanation is that subjeets devote

more attention and processing resources to the task for

larger set sizes, thereby producing larger P3 waves (cf.

Isreal, Wickens, Chesney, & Donchin, 1980). However,

this would predict similar set size effects for both positive

and negative trials, whereas P3 amplitude increased with

set size only for positive trials in the present experiment.

Additional evidence against these alternative explana­

tions can be adduced from studies in which ERPs were

recorded during memory search tasks. For example, if

subjects utilize more processing resources for larger set

sizes, thus producing larger P3 amplitudes, one would ex­

pect that this effect would appear in both memory search

and visual search tasks. However, several experiments

have shown that P3 amplitude deereases or remains con­

stant as set size increases during memory search (e.g.,

Ford, Pfefferbaum, Tinlenberg, & Kopell, 1982; Ford

et al., 1979). This result also shows that the mere pas-

sage of time does not necessarily lead to larger P3 ampli­

tudes, as discussed above.

The ERP results typically observed during memory

search tasks are generally quite different from the present

results, and they actually fit quite nicely with the parallel

search predictions discussed above. In particular, P3 am­

plitude is constant or decreases as set size increases dur­

ing memory search, and it is almost as large for negative

trials as for positive trials-a striking contrast to the vir­

tual elimination of the P3 on negative trials found in the

present visual search experiment. These results suggest

that memory search is accomplished by a parallel process,

a proposal that is consistent with a large body of be­

havioral data (Hockley, 1984; Ratcliff, 1978; Sternberg,

1975).

Although alternative explanations may be proposed for

any one of the P3 effeets that were observed in the feature­

absent condition, it seems unlikely that a purely parallel

search mechanism could account for all of them and also

account for the differences between these results and

previous studies of memory search. However, all of the

results described above were clearly predicted by the serial

search model. Thus, although it is impossible to rule out

all conceivable parallel models, this experiment provides

strong converging evidence for aserial search meehanism.

In addition to supporting feature integration theory,

these ERP results are also consistent with several other

models of visual perception that incorporate some sort of

serial processing. For example, Duncan (1980, 1985) has

proposed a model in which each item in the stimulus ar­

ray is identified in parallel, but in which the preidentified

items must pass through a lirnited capacity serial processor

in order to reach the response exeeution stage. The present

data cannot distinguish whether the integration of features

occurs before or after attention has been focused on an

item, and they are therefore compatible with Duncan's

model. According to another model (pashler, 1987), items

within small groups are processed in parallel, but only

one group is processed at a time (see also Treisman &

Gorrnican, 1988). Ifthe size ofthe groups is assumed to

be four items or less, then this model is also compatible

with the present results (pashler found that a group size

of eight items accounted for his results, but his stimuli

consisted of alphanumeric symbols, for which a larger

group size might be expected on the basis of familiarity).

Previous ERP Studies of Visual Search

It seems unlikely that the results of the present experi­

ment would generalize to all visual search tasks. For

example, there is significant evidence that alphanumeric

stimuli may be identified in parallel (Duncan, 1980;

Eriksen&Spencer, 1969; McClelland&Rumelhart, 1981;

Miller, 1988; Pashler & Badgio, 1987; Shiffrin & Gardner,

1972), and the search for such stimuli rnay produce a very

different pattern of P3 amplitude effects." Indeed, the

results of previous ERP studies of visual search that

utilized alphanumeric stimuli did not accord with the



predictions ofthe serial search model outlined above. For
example, Hoffman, Simons, and Houck (1983) found that

both positive and negative trials produced large P3 waves,

and that P3 amplitude did not increase with set size on

positive trials (see also Brookhuis, Mulder, Mulder, &

Gloerich, 1983; Brookhuis et al., 1981; Wijers et al.,

1987).
These results, which differ sharply from those of the

present experiment, would be expected if a lirnited ca­

pacity parallel mechanism was used to search the alpha­

numeric stimuli utilized by Hoffman et al. (1983). A
parallel search interpretation of their results is also sup­

ported by the slope ratio observed for negative as opposed

to positive trials, which was 1.4: I rather than the 2: 1 ra­
tio expected for aserial self-terminating search. A related

possibility is that, independently of the fact that Hoffman
et al. used alphanumeric stimuli, their set sizes were small

enough (2-4 items) to be searched in parallel, in accor­
dance with the molar search model of Pashler (1987).

The different ERP effects rnight also be related to the

fact that Hoffman et al. (1983) used short stimulus dura­

tions, which would have disallowed the eye movements

that were possible in the present study. There are two ways
in which eye movements rnight have affected the observed

pattern of ERP results. First, different search mechanisms
may be used when eye movements are present. However,

Klein and Farrel (1989) have shown that eye movements

have very little effect on visual search performance, which

suggests that the present paradigm did not produce a
different search strategy simply by allowing eye move­

ments. Second,electrical fields produced by eye move­

ments may be conducted to the EEG electrodes and con­

tarninate the ERP recordings. This would not explain the

pattern of results obtained in the present experiment,

however: eye movements increased as set size increased,
but this effect was observed for both positive and nega­

tive trials, and more eye movements occurred on nega­
tive trials than on positive trials. Therefore, it seems

unlikely that the discrepancy between the present results

and those of Hoffman et al. (1983) were a result of eye

movements.

Identification of Feature Targets
According to feature integration theory, the detection

of feature-present targets does not require focal attention

or target localization (Treisman, 1985; Treisman &

Gelade, 1980). Some other mechanism must therefore be

postulated to allow the detection of such targets. In the
feature-present condition of the present study, there was

an occipitally maximal difference between ERPs elicited
by positive as opposed to negative trials, whereas this

difference was maximal at parietal sites in the feature­

absent condition. This scalp topography difference indi­
cates the existence of separate ERP components with
different neuronal generator sources . These generators

were active in different proportions for the feature-present
and feature-absent conditions, indicating that qualitatively

PARALLEL AND SERIAL VISUAL SEARCH 615

different modes of processing accompany the detection

ofthe two types oftargets. Moreover, while the anatorn­

ical origin of these components has not yet been deter­
mined, the occipital maximum of the target detection wave

for the feature-present condition suggests that this corn­

ponent may be generated in the occipital cortex, anatorn­

ically prior to the inferotemporal regions that accomplish

the identification of complex objects (Haxby et al. 1988;

Ungerleider & Mishkin, 1982). These electrophysiolog­
ical results are therefore consistent with the claim that fea­

ture targets and conjunction targets are detected by differ­
ent mechanisms.
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NOTES

I. This paradigmwas chosen instead of the more common conjunction­
search versus feature-search paradigm, for two reasons. First, serial
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and parallel search modes can be produced with identical stimulus items
by simply reversing target and distractor identities, and this partiall y
controls for changes in the ERPs due to physical stimulus differences.
Second, if conjunction targets are used to produce serial search, sub­
jects may learn to utilize feature-specific filter mechanisms, thereby ac­
complishing aparallel search (Egethet al., 1984; Wolfe, Cave, & Franzel,
1989). Whether conjunction targets or feature-absent targets are used,
however, feature integration theory predicts the same sort of serial, self­
terminating search process.

2. Since there was little P3 activity on the negative, feature-absent
trials, the flat slope of the set size function for this measure should be
viewed as indicating a lack of measurable P3 activity, rather thana lack
of change in the duration of the cognitive processes indexed by P3.

3. It is conceivable, however, that additional processes may be inter­
posed between the identification of a target item and the categorization
of the entire stimulus array as a member of the target dass. Since P3
latency might be sensitive to variations in the duration of such processes,
we cannot completely rule out the possibility that the effects of set size
are mediated in part by postperceptual, but precategorization, processes.
Nonetheless, it is difficult to imagine a process occurring between tar­
get identification and stimulus categorization that would increase in du­
ration linearly with the number of distractor items and produce a pre­
eise 2: I ratio of slopes for negative as opposed to positive trials.

4. The reversed sequential effect for the response-locked averages can
also be explained by local probabilities: The response-locked P3 activity
on positive trials was due to the final, positive decision, and it was there­
fore smaller when the preceding trial also contained a positive decision.

5. It should be noted that a parallel search for alphanumeric stimuli
is not necessarily inconsistent with feature integration theory. Treisman
and her colleagues have proposed that iterns such as alphanumeric charac­
ters may be processed as features after extensive experience (cf. Treisman
& Paterson, 1984; Vieira & Treisman, 1988).

(Manuscript received April 28, 1989;
revision accepted for publication June 9, 1990.)

Erratum

F. L. Kitterle, S. Christman, & J. B. Hellige. Hernispheric differences are found in the iden­
tification, but not the detection, oflow versus high spatial frequencies. Perception & Psychophysics,

1990, 48(4), 297-306-(1) On page 300, the last phrase of the third sentence under the heading
"Reaction time data" should read " ... aIthough there is some suggestion that there are slightly
faster RTs with LVF [rather than RVF] stimuli." (2) On page 305, in the Methods section of Ex­
periment 5, the second sentence under "Stimuli" should read "The contrast of the gratings was
.1, and the.... "


