
SPECIAL SECTION ON INTELLIGENT BIG DATA
ANALYTICS FOR INTERNET OF THINGS, SERVICES AND PEOPLE

Received April 12, 2021, accepted April 25, 2021, date of publication April 28, 2021, date of current version May 10, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3076264

ElStream: An Ensemble Learning Approach for
Concept Drift Detection in Dynamic Social Big
Data Stream Learning

AHMAD ABBASI1, ABDUL REHMAN JAVED 2, CHINMAY CHAKRABORTY 3,
JAMEL NEBHEN 4, WISHA ZEHRA1, AND ZUNERA JALIL 2, (Member, IEEE)
1Faculty of Computing and AI, Air University, Islamabad 44000, Pakistan
2Department of Cyber Security, Air University, Islamabad 44000, Pakistan
3Department of Electronics and Communication Engineering, Birla Institute of Technology, Mesra, Ranchi 835215, India
4College of Computer Science and Engineering, Prince Sattam Bin Abdulaziz University, Al-Kharj 11942, Saudi Arabia

Corresponding author: Abdul Rehman Javed (abdulrehman.cs@au.edu.pk)

ABSTRACT With the rapid increase in communication technologies and smart devices, an enormous surge in

data traffic has been observed. A huge amount of data gets generated every second by different applications,

users, and devices. This rapid generation of data has created the need for solutions to analyze the change

in data over time in unforeseen ways despite resource constraints. These unforeseeable changes in the

underlying distribution of streaming data over time are identified as concept drifts. This paper presents

a novel approach named ElStream that detects concept drift using ensemble and conventional machine

learning techniques using both real and artificial data.ElStream utilizes themajority voting techniquemaking

only optimum classifier to vote for decision. Experiments were conducted to evaluate the performance of

the proposed approach. According to experimental analysis, the ensemble learning approach provides a

consistent performance for both artificial and real-world data sets. Experiments prove that the ElStream

provides better accuracy of 12.49%, 11.98%, 10.06%, 1.2%, and 0.33% for PokerHand, LED, Random RBF,

Electricity, and SEA dataset respectively, which is better as compared to previous state-of-the-art studies and

conventional machine learning algorithms.

INDEX TERMS Internet of Things, big data, smart concept drift, social data, online learning, ensemble

learning.

I. INTRODUCTION

Big data has received an enormous amount of attention during

the last decade. Themain reason for this attention is that every

organization generates data and Big data promises insights

that can help an organization grow in a way that was not

possible before. Big data enables growth in every industry

like banking, healthcare [1]–[3], food [4], manufacturing and

consumers [5]. Data extracted from using social media plat-

forms alone can help to perform various types of analysis

[6]. Big data analytics offers cost reduction, faster decision-

making, innovation in new products, and many other advan-

tages. While big data provides invaluable insights, the fact

that this data is often in the form of continuous streams and
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approving it for publication was Muhammad Khurram Khan .

the volume and the velocity with which the data is streamed

makes it challenging to implement in real-life scenarios [7].

Due to the complexity of big data, the traditional approach

to data analysis cannot be utilized, and instead, Machine

learning approaches enable a system to identify patterns and

learn without being programmed to perform those specific

tasks. Machine Learning models thrive on big datasets. The

bigger the dataset for training a machine learning model,

the better the performance of that model [8]. However,

the velocity and volume at which the data is streaming

arise memory storage issues, and the typical offline approach

where the prediction is made by learning the complete train-

ing dataset at once becomes impossible. The online learning

approach embraces the fact that data changes from second

to second and that predictions must be made before seeing the

entire data. Online learning takes a ’learn-as-you-go approach

and thus enables our model to learn one instance at a time,
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therefore not requiring entire data to be held in memory [7].

As the model is learning continuously, it can remedy the

hurdle of concept drift.

One main challenge when dealing with constantly stream-

ing big data is the evolution of online stream data distribution,

a.k.a concept drift. Concept drift occurs due to the dynamic

behavior of network activities. We cannot train a model once

and use it for new constantly streaming data due to concept

drift. Ensemble learning has proved to be an effective solu-

tion as combining the effect of multiple classifiers leads to

enhanced predictive power, more efficient drift handling [9]

and are comparatively easy to deploy in real-world applica-

tions [10]. Existing studies [9], [11] have used various tech-

niques and have tried assigning weights or thresholds to each

classifier but have failed to deliver competent performance to

detect concept drift.

To effectively and efficiently detect concept drift by

addressing the above-explained limitations, this paper makes

the following contributions:

• We propose an effective ensemble learning approach

named ElStream to detect concept drift in the online

streaming data comprising distinct classifiers to par-

ticipate in the voting-based decision. A classifier can

only assign a vote to the input data streams when the

confidence level has passed a certain threshold.

• Evaluate the effectiveness of the proposed ElStream

technique by performing a comparative analysis of

ElStream with conventional machine learning tech-

niques: Random Forest (RF), K-Nearest Neighbour

(KNN), Extreme Gradient Boosting (XGB), and

Multi-layer Perceptron (MLP) and State-of-the-art stud-

ies.

• Experiments demonstrate that the ElStream provides

better accuracy of 12.49%, 11.98%, 10.06%, 1.2%, and

0.33% for PokerHand, LED, Random RBF, Electricity,

and SEA dataset respectively as compared to previous

state-of-the-art studies and conventional machine learn-

ing algorithms.

Table 1 presents the notation used in the entire paper. The

rest of the paper is organized as follows. Section II gives a

brief review of the state-of-the-art related work. The details

of the dataset are provided in Section III. Section IV describes

the proposed approach. The evaluation criteria and results of

the proposed methods are presented in Section V. Section VI

provides a discussion on the experimentation results. Finally,

Section VII concludes along with directions for future work.

II. RELATED WORK

Due to the magnitude of the impact that big data analyt-

ics have, much research has been conducted over the past

decade. The authors in [12] performed experiments to check

the effect of dimensionality reduction on big data and found

that ML algorithms with principle component analysis (PCA)

work better when the dimensionality of data is high. In [13],

the authors conducted an extensive survey and concluded

TABLE 1. Key notations.

that to handle the dimension and velocity of big data and

its security, blockchain can be used. The authors in [14]

used spiked neural networks for online stream learning and

found that they perform well in drift situations. The authors

in [15] proposed a class-based ensemble that updates the

base learner for each class as an instance arrives. They found

that the focus on evolved classes may damage the results

for non-evolved classes. The authors in [16] assigned higher

weights to new instances for faster detection of concept

drifts. In [17], the authors introduced the Fast Hoeffding Drift

DetectionMethod that uses a sliding window andHoeffding’s

inequality which enables the detection of drifts with a shorter

delay. In [18] the authors contemplated using historical drift

trends to predict the occurrence of future drifts.

The authors in [9] assigned dynamic threshold to clas-

sifiers in the ensemble, and only classifiers that cross that

threshold are allowed to contribute to the prediction. This

exploits the diversity of classifiers and increased robustness.

In [19] the authors proposed an Evolving Fuzzy System (EFS)

with self-learning thresholds that adjust the speed of evolv-

ing based on the relationship between overfitting, underfit-

ting, training error, and testing error. The authors in [20]

used random re-sampling and heterogeneous classifiers in

the ensemble to improve the classification performance and

found it achieves better generalization performance. In [21]

the authors proposed a Heterogeneous Dynamic Weighted

Majority (HDWM) that uses learners of various types to

maintain ensemble heterogeneity, overcoming problems of

existing dynamic ensembles that may undergo loss of diver-

sity due to the exclusion of base learners. The authors in [22]

proposed a framework that dynamically assigns weights to

each classifier’s vote in the ensemble and found it compet-

itive while giving a faster performance. The authors in [23]

used random projection and Naïve Bayes classifiers in the

ensemble for classification. The authors in [24] proposed an

online ensemble that determines the block size dynamically

to capture concept drifts promptly. In [11] the authors used

the online bagging ensemble method that uses the online

re-sampling method and robust coding method for big data

stream learning.

III. NETWORK MODEL, DATASET AND PRELIMINARIES

In this paper, We use three real-world datasets and four syn-

thetic datasets for experimental analysis. The experiments are

implemented in Python using Google Colab. Three datasets
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consist of binary class labels, and four datasets consist of

multi-class labels. The real dataset is obtained through The

University of California Irvine (UCI)machine learning repos-

itory [25] to evaluate the classification performance of the

data stream classifier. TABLE 2 presents an overview of the

data sets used in this work.

A. ARTIFICIAL DATASETS

Artificial datasets’ primary purpose is to be versatile and

robust enough to be useful for training machine learning

models. Artificial datasets bear a low cost of storage and

transmission and provide an advantage of knowing where

specifically concept drift happens and the type of that drift.

Hyperplane: is utilized in many stream classification exper-

iments over the past years. Hyperplane is generally used to

produce data streams with concept drift. It is a binary-class

dataset and in a d-dimensional space. We set the hyperplane

generator to create a dataset where the set of points y that

satisfy equation (1).

d∑

i=1

αiyi = w (1)

where y0, y1 . . . yi is the i
th coordinate of y. When

d∑

i=1

αiyi >= w (2)

the instances are labeled positive otherwise negative. In this

work, the hyperplane generator is set to create a dataset

comprising 10,000 instances described by 10 features with

gradual drifts by the modification weight wi changing by

0.001 with each instance with 5% noise to streams.

1) SEA

dataset consists of three attributes in which all the attributes

of the dataset have values between 0 to 10, but only two

attributes are relevant. The points of the dataset belong to one

of the two possible decision classes. The SEA generator is

utilized to produce a Sea dataset with abrupt concept drifts.

Every concept is the aggregate of two functions. If f1 + f2 ≤ θ

then data point belongs to class 1. The first two attributes are

represented by f1 and f2 where θ is a threshold value between

the two class labels. The threshold values are 9, 8, 7, and 9.5.

Finally, We have 2,500 instances with sudden drifts and 10%

class noise.

2) LED

is a popular synthetic dataset. The objective of this dataset

is to foretell the next digit on a seven-segment LED display.

The chance of being displayed for every digit is 10%. LED

dataset consists of a stream of 24 binary features, 17 of

which are irrelevant. Concept drift is generated by inter-

changing 7 class relevant attributes. This work generates a

stream of 100,000 instances, where concept drift occurs at

every 25,000 instances. To produce gradual concept drifts,

TABLE 2. Overview of the datasets.

a transition length of w = 500 is set. 10% noise may also

be inserted into each data stream.

3) RANDOM RBF

The Radial Basis Function generator is used to create a

user-specified number of drifting centroids. Each drifting

centroid is defined by the number of class labels, position,

weight, and standard deviation. The random Available at:

https://www.win.tue.nl/~mpechen/data/DriftSets/

positions, weights, and standard deviations are moved

with constant speed v in d-dimensional space with the

parametrization as 10 dimensions, 50 Gaussians, 5 classes,

and v= 0.001. We havemade this synthetic dataset ourselves

which contains 500,000 instances described by 10 features

and 5 class labels.

B. REAL DATASETS

When using real-world datasets, it is impossible to detect

when drift occurs and to identify the drift. The real dataset

is used with the artificial dataset to analyze if the proposed

approach works well even when the drift will occur unknown.

The real-world datasets employed in this series of experi-

ments can be obtained through The University of Califor-

nia Irvine’s (UCI) Machine Learning Repository [25] or

can be obtained at https://github.com/alipsgh/data_streams,

https://moa.cms.waikato.ac.nz/datasets/2013/. for evaluating

machine learning techniques.

1) COVERTYPE

dataset contains 54 features that describe possible forest cover

types. It has 581,012 instances, which describe 7 forest cover

types for cells of 30× 30meters, obtained from the US Forest

Service (USFS) Resource Information System (RIS). It also

has been used in [16].

2) ELECTRICITY

consists of 45,312 instances, each defined by 8 input

attributes. The classification task predicts whether the cost

of electricity will grow or decline in the Australian New

South Wales Electricity Market. This dataset was collected

through successive measurements every half an hour for

two years from 1996 to 1998. A class label identifies the

change in electricity price at a specified time, where the

price is higher or lower than the moving average of the last

24 hours.
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3) PokerHand

dataset signifies the problem of identifying the hand in a

Poker game. It contains 1,025,010 instances representing all

the possible poker hands, where each instance depicts a hand

consisting of five cards pulled from a regular set of 52 cards.

Each card in hand is represented by two attributes (suit and

rank). Ten features are used for describing each hand.

IV. METHODOLOGY

FIGURE 1 demonstrate the proposed model of this study,

divided into two major phases: pre-processing and the selec-

tion of classificationmodels. First of all, the dataset is divided

into two sets for training and testing purposes. Then We

handle the different aspects of the dataset such as small, large,

noisy datasets, overfitting, and class imbalance. We have

different concept drift types and different noise levels in

our datasets. Another problem is that there are some rel-

evant and irrelevant attributes to the class in our datasets.

To address these issues with the dataset, We proposed an

Algorithm named ElStream that uses predefined features.

This proposed ElStream approach performs competently to

detects concept drifts, new class detection, feature drifts, and

it classifies the data with better accuracy.

A. DATA PRE-PROCESSING

The experiments performed in this work are implemented

in Python using Google Colab to evaluate the data stream’s

performance. Before training the classifiers, pre-processing

techniques are applied that handle missing values and remove

outliers and noise. In this study, We used two normalization

methods, robust scaler, and standard scaler. Robust scaler is

robust to outliers in the sense that it uses the interquartile

range. This scaler removes the median and scales the data

according to the interquartile range. The IQR is the range

between the 1st quartile (Q1) and the 3rd quartile (Q3). Robust

scaler can be defined as in equation (3), where X is standard-

ized form of xi and Q1 is first quartile, Q3 is third quartile.

Arbitrary scaling is performed to normalize the data within

a predefined range using a standard scaler. Standard scaler

works by rescaling features to be approximately standard

normally distributed. To achieve this, we have used standard-

ization to transform the data such that it has a mean of 0 and

a standard deviation of 1. Standard scaler can be defined as

in equation (4), where Z is our standardized form of xi.

X =
xi − Q1

Q3 − Q1
(3)

Z =
(xi − mean)

standard_deviation
(4)

B. ENSEMBLE CLASSIFIERS

Ensemble learning has emerged to be a popular technique

among researchers for several different ML enigmas [26]–

[29]. Each dataset contains different drifts, with different

levels of severity and speed, so an ensemble learning algo-

rithm is used which explicitly detects different types of drifts

and handles data classification accordingly. The idea behind

Ensemble learning methods is to combine multiple machine

learning classifiers and use various voting mechanisms to

achieve better performances [30].

In a majority voting scheme, whenever a new instance

arrives, each classifier in the ensemble predicts a class label,

and then the class label which most of the classifiers pre-

dictor, in other words, has the most votes is assigned as the

class label of that instance. These methods are helpful to

achieve better generalization performance than the traditional

single learning approach. In this study, the proposed approach

ElStream aggregates the predictions of themultiple classifiers

and outputs the results on the basis of the majority voting

mechanism. The best results are presented after fine-tuning

each classifier. The majority of votes are collected using the

approach in equation (5).

∼
y = argmax(Nc(y

1
t ),Nc(y

2
t ), . . . .,Nc(y

n
t )) (5)

In equation (5) Nc(yt ) represents the class with the high-

est number of votes. Different classification models such

as Random Forest (RF), XGBoost, and Multilayer Percep-

tron (MLP) are used in the ensemble.

1) RANDOM FOREST

is an ensemble learning method used for classification,

regression, and other tasks. It is a machine learning ensemble

model that creates several trees to execute a classification

[31]. By using the ensemble method, the classification tree

becomes more precise than an individual member. Random

forest is often used to handle complex data, unlike tradi-

tional classifiers. The Random Forest (RF) is a classifica-

tion algorithm consisting of many decision trees, and each

decision tree votes for the best target label. The prediction is

made based on the majority voting strategy. The parametriza-

tion for our ensemble method are: n-estimators = 100,

bootstrap = True, criterion = Gini, min-samples-leaf = 1,

min-samples-split = 2, random-state = 0.

2) EXTREME GRADIENT BOOSTING

is a boosting technique that incorporates efficiency and

memory resources. This ensemble classification model is

using XGBoost to improve the performance of classification.

XGBoost classifier is used to achieve better classification

accuracy. XGBoost is a scalable machine learning model that

produces a prediction in the form of a boosting ensemble of

weak classification trees by a gradient descent that optimizes

the loss function [32]. Gradient boosting is the unique model

of XGBoost by combining weak base learning models into

a stronger learner in an iterative model. At every iteration of

gradient boosting, the residual error is used to correct the pre-

vious predictor to optimize the loss function. Regularization

is added to lose function so that objective function can be

established in XGBoost measuring the model performance,

which is defined by

J (2) = L(2)+�(2). (6)
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FIGURE 1. Graphical representation of proposed approach for the detection of concept drift in the online data stream classification.

TABLE 3. Computing environment.

In equation (6), 2 shows the parameters trained from

given data. L is the training Loss function, and ω is the

regularization term that measures the model’s complexity.

In this study, the parameters of the XGBoost algorithm

are: booster = gbtree, eta = 0.3, min-child-weight = 1,

max-depth = 6 and scale-pos-weight = 1.

3) MULTI-LAYER PERCEPTRON (MLP)

is a part of a feed-forward artificial neural network (ANN).

MLP is suitable for classification prediction problems. MLP

uses back probation, which is a supervised learning tech-

nique, for training. The MLP model consists of at least

three layers of nodes: an input layer, a hidden layer of

computation nodes, and an output layer of computation

nodes. The input layer nodes are the feature values of

an attribute, and the output layer nodes are discriminators

between the class of the attribute and those of all other

attributes. MLP utilizes a supervised learning algorithm that

uses a function f (X ) : Rm→ Ro for training on dataset.

Here o is the number of dimensions for output, and m is

the number of input dimensions. We have a set of features

X = x1, x2 . . . .xm and a target y. Each node is a

neuron that uses a nonlinear activation function approx-

imator for either classification or regression. In this

study, the parameters of MLP classifier are: hidden-layer-

size staple:length = 100, activation = relu, solver = adam,

alpha = 0.0001, max-iter = 200, shuffle = True and

verbose = False.

C. PROPOSED ElStream ALGORITHM

Let D represents the dataset containing attributes I =

i1, i2 . . . .in. PC represents each model’s predicted confi-

dence, and TC represents the threshold confidence set to

evaluate the PC of each model. TL represents the labels of

the target class to be predicted by each classifier.NTL denotes

the total target classes. Let IC represent the instance counter.

The attribute class count that is incremented when a classifier

votes for the class label is denoted by ICC . Each attribute

in I is an input to the prediction model and is appended in

IC . Then We evaluate the confidence of TL and ICC . Each

observation gets a vote from each classifier. The threshold

value of 80% is set to compare the confidences. The attribute

values must have to achieve a threshold of 80% or more to

fall in a particular class. If the given criteria do not meet, then

another attribute is added until the requirement is not fulfilled.

If more than one class participates in the classification result

and has the same number of votes, anyone can be randomly

selected. If CL is greater than the threshold value of 80%,

then the target class is considered a label of that instance.

V. EVALUATION AND RESULTS

The objective of this study is to evaluate the classifica-

tion performance of a data stream classifier. Experiments

are performed using multiple machine learning algorithms,

i.e., Random Forest, KNN, XGB, MLP, and then using our

proposed Ensemble (ElStream) method on real and synthetic
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Algorithm 1 Ensemble of Distinct Classifiers

Input: Reading← Big Data Streams

Output: Concept Drift Detection

Evaluation Measures: Accuracy, F-Score, Recall, Pre-

cision

1: i← [Reading] {Current Instance}

2: IC ← [] {Instances Count}

3: PC ← [] {Predicted Confidence}

4: TC ← 80 {Threshold Confidence}

5: TL ← [N ] {Labels of Target Class}

6: CL ← NULL {Confidence Level of i}

7: NTL ← len(TL) {Total target Class Labels}

8: CI ← NULL {Class of Instance i}

9: ICC ← NULL {Count of Instance Class}

10: for each i in I do

11: IC ← IC ++

12: CI ← classify(i)

13: ICC[TL]← IC ++

14: (CL,NTL)←highest_confidence_level (ICC,TL)

15: if (CL ≥ TC) then

16: ICC ← TL

17: end if

18: end for

19: return max(ICC)

datasets. After experimentation, the results are compared

with a state-of-the-art method 5. The performance evaluation

metrics include (i) accuracy, (ii) precision, (iii) recall, and (iv)

f-score. These standard performance metrics are primarily

chosen to testify to the models’ capability to generate the best

classification performance for data stream classification. This

study uses three real datasets and four synthetic datasets for

experimental analysis. The computing environment used for

experiments present in TABLE 3.

Evaluation measures are used to measure the quality of

the machine learning model. Evaluation metrics are critical

to analyzing the performance of a machine learning model.

We split the data for training and testing to conduct the exper-

imental evaluation, where 80% of data is used for training

and 20% for testing. The performance evaluation measures

include accuracy, precision, recall, and f-score to evaluate the

given proposed method’s performance in TABLE 4.

A. RESULTS

This work uses five different machine learning algorithms

on both real and artificial datasets and analyzes their perfor-

mance using the evaluation metrics defined. The ensemble

learning approach ElStream is also used to classify data into

its respective categories and detect concept drifts.

1) COVERTYPE

TABLE 4 demonstrates the results achieved on Cover type

dataset. KNNmodel gives the best accuracy of 96.55%. Other

conventional techniques: Random Forest, XGB classifier,

MLP classifier, and Ensemble method achieves the accuracy

of 95.85%, 86.87%, 87.30%, and 92.22% respectively. XGB

classifier obtained the least accuracy because XGB is slightly

weak when it has many categorical variables. Random For-

est, MLP, and Ensemble classifier perform quite well on

Cover type dataset. KNN shows a proficient gain of 97.31%,

97.75%, and 97.82% in terms of precision, recall, and f-score

compared to other models. FIGURE 2a shows the confusion

matrix of the KNN. Only 0.0344% labels are misclassified,

and 0.9655% labels are accurately classified.

A ROC curve (receiver operating characteristic curve)

showing the performance of a KNN classification model is

shown in FIGURE 3a. ROC curve plots two parameters, True

Positive Rate and False Positive Rate. ROC curve shows the

interval in which the true population Area under the ROC

curve lies with 95% confidence. The ROC curve value 95%

denotes the KNN classifier as an excellent classifier.

2) PokerHand

The results of the PokerHand dataset are shown in TABLE 4.

Ensemble classifier delivers the best accuracy of 99.99%.

KNN, Random Forest, XGB classifier, and MLP classi-

fier achieve the accuracy of 99.94%, 99.96%, 99.99%, and

99.99%, respectively. All the classifiers perform considerably

well on Poker-Hand because of the rules for this dataset.

Every one of these rules acknowledges an entire class with

100% confidence. It does not misclassify any value belonging

to other classes. These rules exist for classes: Royal flush,

Straight flush, Four of a kind, Full house, Flush, Straight,

Three of a kind, Two pairs, One pair, and Nothing. Ensemble

classifier shows a proficient gain of 99.95%, 99.97%, and

99.98%, in terms of precision, recall, and f-score compared

to other models.

FIGURE 2b depicts the confusion matrix to evaluate the

quality of an ensemble classifier’s output on the Pokerhand

data set. The diagonal values signify the number of points

where the predicted label is equal to the true label. The

classifier mislabels the off-diagonal values. The higher the

diagonal values, shows better and correct predictions.We plot

a ROC curve that shows the performance of an ensemble

classification model. In FIGURE 3b ROC curve that passes

through the upper left corner shows 100% sensitivity and

100% specificity. The ROC curve of 100% deems the ensem-

ble classifier as the best classifier.

3) ELECTRICITY

The average accuracy of an Electricity dataset is 87.85,

in which the XGB classifier gets the best accuracy of 91.58%.

All other Classification models such as KNN, Random For-

est, MLP classifier, and ensemble classifier achieve the accu-

racy of 84.74%, 91.22%, 81.06%, and 90.65%, respectively.

TABLE 4 shows the classification accuracy of all the clas-

sifiers. MLP uses a supervised learning technique, and it

is sensitive to feature scaling. That is why MLP obtained

the least accuracy. The performance evaluation measures

include recall, f-score, and precision. XGB classifier gains
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TABLE 4. Classifier performance to detect concept drift.

the performance of 92.16%, 91.78%, 92.15% in terms of

recall, f-score, and precision, but the ensemble classifier out-

performs the other classifiers with the highest f-score, which

is 91.86%.

FIGURE 2d depicts the confusion matrix of the Xgb clas-

sifier on the Electricity dataset to evaluate the quality of the

output of an XGB classifier. It shows that 0.9158% predicted

labels are equal to the true label, and the classifier mislabels

only 0.0842% labels. We plot a ROC curve that shows

an XGB classification model’s performance in FIGURE 3d.

ROC curve of 91% suggests the XGB Classifier performs

exceptionally for the electricity dataset.

4) SEA

In the SEA dataset, the MLP classifier achieves the best

accuracy of 91.20% in comparison to other models. The clas-

sification accuracies of all the other models: KNN, Random

Forest, XGB classifier, and ensemble classifier are 88.80%,

88.80%, 88.20%, and 90.00%, respectively. Random Forest,

KNN, and XGB need more data instances to work better.

This dataset also has 10% of noise so that on average, all

the classifiers perform 89.40% accuracy, which is quite well

on this dataset. The evaluation is performed according to

the standard measures of precision, recall, and f-score. MLP

achieves a proficient gain of 91.03%, 91.03%, and 91.07%

for precision, recall, and f-score respectively. The ensemble

model produces the highest f-score of 91.34% as compared

to all the other classifiers shown in TABLE 4.

A better way to evaluate the classification performance

of a model is to look at the confusion matrix. FIGURE 2e

depicts the confusion matrix to evaluate the classification

performance of MLP classifier on Sea dataset. it shows that

the classifier truly classifies 0.9120% of class labels, and

the MLP classifier misclassifies only 0.0880% class labels.

FIGURE 3e depicts the ROC curve that shows an MLP

classification model’s performance. The ROC value of 90%

indicates that this classifier is most suited for the sea dataset.

5) HYPERPLANE

The average accuracy of the Hyperplane dataset from all the

models is 88.83%. MLP classifier achieves the best accu-

racy of 90.14% as compare to all other models. MLP is a

feed-forward ANN class, and it uses a supervised learning

technique called backpropagation so that it performs well

on the binary class dataset. All the other models such as

KNN, Random Forest, XGB classifier, and Ensemble classi-

fier achieve the accuracy score of 88.00%, 87.45%, 88.50%,

and 90.10%, respectively. MLP classifier gives precision,

recall, and f-score values of 90.23%, 90.28%, and 90.15%

respectively but ensemble classifier outperforms MLP clas-

sifier in terms of precision, recall, and f-score with values of

90.53%, 90.52%, and 90.57% respectively.

FIGURE 2f shows the confusion matrix of MLP classi-

fier on Hyperplane dataset to evaluate the classification per-

formance. We plot confusion matrices to understand which

classes are most easily confused, so only 76 values of class 0

instances are confused with other class instances, and on the

other hand, only 117 values of class 1 are getting confused

with class 0 instances.

FIGURE 3f shows the ROC curve of MLP classifier on

hyperplane dataset. ROC curve shows the performance of a

classification model. ROC curve value of 91% shows that

MLP classifier is the best classification model for hyperplane

dataset.

6) RandomRBF

The Ensemble classifier gains the highest accuracy of 99.94%

as for the Random_rbf dataset. The average accuracy of the

Random_rbf dataset from all the models is 98.02%, whereas

the accuracy of KNN, XGB classifier, MLP classifier, and

Random forest classifier is 91.18%, 99.84%, 99.21%, and
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FIGURE 2. Confusion matrix on all drift detection datasets.

TABLE 5. Performance comparison of the training classifiers with the baseline approaches. key: EoBagm-A, EoBagf-B, EoBagnbk-C, EoBagstd-D,
EoBagmaj-E.

99.94%. The best score of precision, recall, and f-score

are gained from the Ensemble classifier dataset, which is

99.65%, 99.75%, and 99.80%, respectively. We plot the con-

fusionmatrix of the category classification on the random_rbf

dataset using the ensemble classifier, which gains the best

accuracy compared to all other classifiers. The diagonal val-

ues signify the number of points where the predicted label

is not confused and accurately classified in the confusion

matrix. On the other hand, the off-diagonal values are mis-

labeled by the classifier. The higher the diagonal values,

represent better and accurate predictions. FIGURE 2g shows

the confusion matrix of ensemble classifier on Random_rbf

dataset. FIGURE 3g shows the ROC curve of ensemble clas-

sifier on Random_rbf dataset. The ensemble classifier’s ROC

curve indicated that this model is excellent for random_rbf

classification because of its ROC curve value.

7) LED

The average accuracy of the LED dataset from all models is

85.54%, in which the ensemble classifier performs the best

with an accuracy of 85.92% as compare to other models. All

the other models KNN, Random Forest, MLP classifier, and

XGB classifier, gain an accuracy score of 84.91%, 85.50%,

85.74%, and 85.67%. The LED dataset’s main aim is to

predict the digit on a seven-segment display, where each digit

has an equally 10% chance of being displayed. The concept

drifts happen after every 25, 000 instances and a transition

length of w = 500 to simulate gradual concept drifts, also

10% class noise added to each data stream. This dataset

becomes so complex that all of these parameters give all

models’ average accuracy only 85.54%. We also calculated

the evaluation matrix precision, recall, and f-score, which are

86.89%, 86.87%, and 86.89%, respectively, for the ensemble

classifier.

FIGURE 2c shows the confusion matrix of the category

classification on the Led dataset using ensemble classifier,

which achieves the best accuracy compared to all other clas-

sifiers. The diagonal values in the confusion matrix represent

the number of points where the predicted label accurately

classify. Only 0.8592% class labels are accurately classified.

On the other hand, the off-diagonal values are mislabeled by

the classifier, where the classifier mislabels only 0.1408%

values. The higher diagonal values signify the better and

accurate prediction of the classifier. FIGURE 3c shows the

ROC curve of ensemble classifier. ROC curve is showing the

performance of the ensemble classification model. Its ROC

curve value is 95%, which indicates that the ensemble model

performs exceptionally well for the LED dataset.

B. COMPARATIVE ANALYSIS WITH BASELINE APPROACH

To analyze the performance of the ElStream, we compare the

results with state-of-the-art study [11] whose experimental
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FIGURE 3. ROC curve on all drift detection datasets.

TABLE 6. Accuracy gain comparison of ElStream with baseline approach.

settings resembled the settings followed in this study. The

authors used an online ensemble bagging method to classify

streaming data. A lenient threshold was set to generate a

warning of concept drift and start training a base classifier.

When a concept drift occurs, the new base classifier takes the

worst-performing classifier’s place in the ensemble.

TABLE 5 gives an overview of the comparison of this

study with our proposed approach. For artificial dataset

baseline approach achieved 85.88% average accuracy using

EoBagm, 86.01% using EoBagf, 85.97% using EoBagnbk,

79.44% using EoBagstd and 85.88% using EoBagmaj. They

achieved the highest average accuracy of 86.01% using

EoBagf. ElStream achieved an average accuracy of 90.42%

using Random Forest, 88.22% using KNN, 90.55% for

XGBoost, 91.57% using MLP, and 91.49% using the ensem-

ble. ElStream achieves the highest accuracy of 91.57% using

MLP followed closely by the ensemble with an accuracy

of 91.49%. For real dataset baseline approach achieved

88.84% average accuracy using EoBagm, 89.60% using

EoBagf, 89.26% using EoBagnbk, 86.71% using EoBagstd,

and 88.79% using EoBagmaj. They achieved the highest

accuracy of 89.60% using EoBagf. ElStream achieved an

average accuracy of 95.67% using RF, 93.74% using KNN,

92.81% using XGBoost, 89.45% using MLP, and 94.28%

using the ensemble. ElStream achieved the highest accuracy

of 95.67% using RF, followed by the ensemble with an accu-

racy of 94.28%.

The overall average accuracy of datasets from the baseline

approach achieved 87.15% accuracy using EoBagm, 87.55%

using EoBagf, 87.38% using EoBagnbk, 82.55% using

EoBagstd, and 87.13% using EoBagmaj. They achieved

the highest accuracy of 87.55% using EoBagf. While Our

ElStream achieved an overall average accuracy of 92.67%

using RF, 90.58% using KNN, 91.52% using XGBoost,

90.52% using MLP, and 91.68% using the ensemble.

ElStream achieved the highest accuracy of 92.68% using the

Ensemble Method. We produced a proficient gain of 5.82%

and 4.63% in terms of accuracy from Artificial and real

datasets. We get a 5.24% gain in terms of accuracy from the

baseline approach’s overall average accuracy.

TABLE 6 provides the comparison of this study with

our proposed approach compared with the highest perform-

ing classifier in the referred study. The proposed ensemble
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approach (ElStream) achieved an increased accuracy of

12.49%, 11.98%, 10.06%, 1.2%, and 0.33% for PokerHand,

LED, Random RBF, Electricity, and SEA dataset respec-

tively. A decline of 0.13% for Cover type and 0.46% for the

Hyperplane dataset was seen using the ElStream approach,

which is almost negligible compared with the gain in accu-

racy for other datasets.

VI. DISCUSSION

In this study, an ensemble learning method, namely ElStream

is proposed that enables precise classification of online

streaming data with concept drifts. ElStream utilizes seven

different real and artificial datasets for classification. Differ-

ent machine learning and ensemble learning methods using

majority voting are used. In the proposed ensemble method,

classifiers can only vote if they cross a certain predic-

tion threshold. ElStream approach outperforms the classical

machine learning algorithms in terms of accuracy and the

f-score evaluation metrics. No single classifier works best

for every type of dataset, either real or artificial, whereas the

ElStream approach gives comparable results for every type

of data. The overall most accurate method is the Ensemble

classifier. On average, our ensemble method performs the

best as compare to all the methods. The Random Forest

method performed much better on average than KNN, XGB,

and MLP classifiers but as compared to baseline approaches

our all methods performed well in which Ensemble method

is the most accurate method from all methods. The base-

line approach achieved the highest accuracy of 92.35%, but

ElStream method gets the best accuracy which is 99.99%,

which shows a proficient gain of 7.64%. Experimental anal-

ysis proved that the proposed ElStream approach performs

competently to detect concept drifts and can classify the data

with better accuracy than other state-of-the-art studies.

VII. CONCLUSION AND FUTURE WORK

With the increasing velocity and volume of streaming data,

there is a need for the models to evolve based on that

data constantly. Ensemble learning uses a combination of

different classifiers to make predictions that lead to bet-

ter performance. This research conducted experiments with

multiple classifiers on both artificial and real datasets and

found the classifiers performing best to use in the ensemble.

An ensemble learning approach ElStream is proposed that

uses majority voting to make predictions. Each classifier in

the ensemble can only predict if the confidence level passes

a certain threshold. ElStream approach gave higher accuracy

and f-score rates when compared with similar state-of-the-art

studies. This finding can significantly help in the application

of big data analytics in real-life applications. Our strategy is

to investigate the most acceptable methods for determining

which classifiers can handle various concept drifts in future

work. Besides, We also plan to reduce the computational

complexity of our algorithm more.*
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