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Abstract. We consider the issues involved in developing an architec-
ture that is generic enough to be applied to entertainment/educational
applications that convey stories through the interactions between intel-
ligent graphical characters and a user. Issues in organizing the emergent
content are discussed and two two storytelling applications that use the
architecture are described.
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1 Introduction

Educational games are a good tool to teach people about a certain subject,
reinforce development, or assist in learning a new skill. In particular, educational
video games sometimes referred to as a edutainment or serious games (because
they mix education and entertainment), can be seen as an effective tool for
creating rich contexts, reflective of the real world that help to promote learning
[1].

Traditional video games tend to limit user interactivity in order to guaran-
tee the sequential unfolding of a predefined story. There are, however, several
approaches to create game-like systems that try overcome this limitation. Some
have adopted a branching narrative structure, in which a finite number of pre-
scripted paths result from a choice made at a specific decision point [4] [7]. In
other cases work has tried to cover the whole space of possible options [8], with
a correspondingly combinatorial authoring problem.

All these approaches try to tackle the problem that occurs when the user has
the freedom to do what he/she pleases. If we give too much control to the user the
stories created through the interaction with the system might be meaningless.
However, if we limit the user interactivity too much we create a system that tells
one story, which is always the same and that will quickly make the user loose
interest. This is especially true in an educational context where the stories are
not so appealing to users as in traditional video games.

The particular type of application we are trying to achieve is one that sim-
ulates educational role-play. In educational role-play social interaction is used



as the stimulus for challenging and changing existing beliefs [13] and can re-
sult in significant behavioral changes [6] making it highly relevant for social and
emotional learning [2] [5].

In role-play the story is improvised rather than scripted and emerges from
the interactions between the characters involved. Since the story is emergent
there is no guarantee that it will convey a meaningful message. This problem is
handled in traditional educational role-play through a person, usually referred
to as the facilitator of the story, that is responsible for ensuring that the story
develops within a certain boundary of the context originally conceived for the
role-play.

Role-play is often developed as a succession of scenes, in which external events
and consequences of actions within scenes may be controlled by the facilitator of
the role-play. Each participant has a back-story that describes the role of his/her
character, and that is communicated by the facilitator at the start of each scene.
In some cases the facilitators will themselves play a character with the specific
intention of shaping the emerging story in particular ways. It is through the use
of these methods that it is possible to bound the scope of the emerging story
around a particular educational subject.

This paper proposes an architecture for a virtual version of a human facilita-
tor that mimics the methods used by a real facilitator. In the remainder of this
paper the proposed architecture is described and two examples of its application
are given.

2 Related Work

Over the pas few years the quest for creating Interactive Storytelling applications
has imposed not only technical and artistic challenges, but also the challenges
that derive from the cooperation between these fields. More precisely we should
point out conflict between the user and the author intentions toward the story
development as an example of a problem that is related to the cooperation be-
tween the artistic goal of structuring the story and the technical goal of achieving
a good user experience, also called the boundary problem[12].

Several architectures have been proposed to tackle this challenge from which
we distinguish; Character Centered Approach, where all the knowledge of the
story structure is in the characters AI, and the Mediation Approach, which im-
plements an entity, in our case a Story Facilitator(SF), that mediates the possible
conflicts between user actions and the authored story.

Character Centered Approach as been used in adventure computer games
and in the Interactive Storytelling prototypes by Cavazza et all.[21] based in a
very strong and detailed character AI. This approach achieved good evaluation
metrics such as story scalability[22], nevertheless the characters AI is confined
to the author’s definitions that end up guiding the user through a story limiting
its interference in the outcome.

Projects that use Meditation, can implement several independent strategies
to include the user in the story. An example is the MOE architecture proposed



by Weyhrauch[16], in which the mediator distinguishes between acting upon the
characters internal state, world state or the state of the interaction. In Mime-
sis[18][19] the Mediation on deciding whether to Accommodate user/author con-
flicts adjusting the author plans, or to Intervene causing the user conflicting
action to fail. In Façade[10][9] the mediation is more subtle because the story is
fragmented into different Action Beats, that can be interrupted and sequenced
to keep up the story flow.

Using Mediation is a step toward including some user actions in the story,
increasing immersion and agency. Nevertheless, in the above examples the char-
acters autonomy is still very reduced limiting their reactions to environment
changes and consequently limiting user interaction, and interference in the story
outcome. Our approach described in the following section addresses this issue
by implementing a Mediation architecture that is prepared to interact with an
environment populated exclusively by autonomous characters.

3 Architecture

In educational role-play all the participants have a role which is communicated
to them by the facilitator. Usually, that role is presented through a back-story (a
description about the character from where the participant can interpret his/her
role). After the participants figure out their role, the role-play scenes begin, and
it is the role of the facilitator to decide when each scene ends, and when the next
one begins. During the scenes the facilitator might intervene if he/she finds it
necessary (for example, if the role-play is taking a path that is in conflict with
the intended one for the role-play). The facilitator might even take the role of
a character in order to guarantee that certain events happen (that might be
important for the perception of the intended message to be conveyed by the
role-play).

To achieve this behavior, the architecture that was conceived (Figure 1) is
composed by a Story Facilitator agent, a Story Memory and a set of Narrative
Actions that are available to the Story Facilitator (SF). The story is divided in
episodes that roughly represent role-play scenes. Each episode is a description
of where the action takes place, who is going to participate in it, what is the
role of each participant, when it can be selected and when it should end, and a
set of rules that describe in what situations the SF should intervene, and which
action it should take during the intervention.

This architecture assumes that the environment is populated by autonomous
agents and user(s) that when act produce events that can be perceived by the
SF agent. Furthermore, the SF agent can change the environment through a set
of actions named Narrative Actions.

3.1 Episodes

An episode (Figure 2) represents a part of the story that can be combined with
other episodes, where each combination produces a different overall story.



Fig. 1. The architecture

Fig. 2. Episode Structure

As the story unfolds and the SF perceives the actions that occur in the
environment it populates the Story Memory with Story Events (which are de-
scriptions of the actions the characters performed). The episodes’ preconditions
are tests to the Story Events that when satisfied indicate that the episode is
a candidate for selection by the SF. The Story Memory also contains informa-
tion that describes the characters, for example if a character is hurt or not.
That information is stored as properties and can also be tested by the episodes’
preconditions.

The finish conditions express when the SF should end the episode and se-
lect another one for the story to continue. The episodes’ finish conditions are
conditions identical to ones contained in the episodes’ preconditions.

Each episode contains a list of the participants that take part in it. A par-
ticipant can be a character or an object(prop). For each character participant
the episode contains a list of its goals and properties. This can be seen as a ex-
plicit representation of their back-story, that is communicated to them as soon
as the episode starts. A property for a participant is a characteristic inherent to
him/her/it. For example, if it is a property about an object (prop) representing
a book, the property might be called belongs-to and its value the name of one of
the characters. In the case of character participants the episode contains a list
of goals for each of them (the episode only contains the name of the character’s
goal, the actual implementation of the goal is in the autonomous agent that
controls the character).



Each episode has an intro/setup which is a set of Narrative Actions the SF
should perform as soon as the episode starts. The typical intro/setup for an
episode is the placing of the characters in the environment.

Similarly to what happens in real educational role-play there might be sit-
uations where the SF has to intervene during an episode. Those situations are
specified as Triggers. A trigger is composed by a condition and a set of Narrative
Actions that the SF will perform if the trigger’s condition is satisfied.

3.2 Story Memory

The Story Memory represents the story as how it is perceived by the SF agent.
Every time a character performs an action (be it a character controlled by an
autonomous agent or a user) the SF perceives the action and creates a Story
Event (Table 1) that it stores in the Story Memory.

Attribute Description

Subject The ID of the agent (or user) that performed the action

Action The name of the action

Parameters The parameters used in the invocation of the action

Event Type Indicates if the action is starting or finishing

Episode The episode where the story event took place
Table 1. Attributes of a story event

Also, each time a character is placed in the virtual environment the SF
records in the Story Memory the character’s properties (Table 2) contained in
the selected episode’s definition.

Attribute Description

Name The name of the property

Value The value of the property

Holder The character or object to whom this property refers to
Table 2. Attributes of a property

Conditions Using the information stored in the Story Memory the SF tests
if the conditions in the preconditions, finish conditions or triggers contained
in the episodes are satisfied. The episode’s preconditions, finish conditions and
the triggers’ condition are composed by the conjunctions and/or disjunctions of
Event and Property Conditions, which are the two types of conditions that the
SF can test.



Field Description

Subject The id of a participant(character, object or user)

Action The name of the action

Parameters The parameters for the action being tested

Episode Name The name of the episode where the event was generated

Event-Type If the event is an event that indicates

that the action is starting or is finishing

Negated If true indicates that the condition

is true if there is no story event that satisfies it
Table 3. Query to a Story Event

An Event Condition(Table 3) tests if there is any (or none) Story Event in
the Story Memory that satisfies it. All the parameters of an Event Condition
are optional. If the fields: subject, action, parameters and episode name are not
specified this indicates that they may take any value. If not specified, the event-
type parameter indicates that we are testing for an event that indicates that
the action has finished. For instance, imagine a condition that only specifies the
subject, for example John and the action Cry. This condition will always return
true after the character John finishes the action Cry.

Field Description
Property Name The name of the property

Holder The name of the holder of the property,
can be an object, an agent or the user

Value The value of the property
Operator One of the following operators:

Equal, NotEqual, LesserThan, GreaterThan
Table 4. Query to a Property

The other type of condition is the Property Condition(Table 4). In this type
of condition all the fields except the field Operator can be omitted, indicating
that their value should not be considered. If the field, Value, is omitted the
Operator field is ignored. Imagine as an example, a query to a property where
we specify the property name and the holder and we omit the value. This query
returns false only when there is no such property for that holder.

3.3 Narrative Actions

The Narrative Actions (Table 5) are the actions the SF has available to intervene
while the story is unfolding. They are used during the intro/set-up of the episodes
and when a trigger is selected for execution.

The Insert Character/Object are mainly used during the intro/setup of an
episode to place the characters and objects on the environment. They can also



Narrative Action Description
Load Scenario This action loads a scenario(e.g. 3D model of a classroom)

Insert Character This action inserts an agent in the current episode
Insert Object This action inserts an object in the current episode

Narrate Writes text on the interface. Used to simulate a narrator
Add goal Adds a goal to a particular character

Remove goal Removes a goal from a particular character
Act for Character Makes a specific character perform an action
Remove Object Removes an item from the set

Remove Character Removes a character from the set
Table 5. Narrative actions available to the author

be used while an episode is unfolding through the use of a trigger, for example
to insert a new character when a specific set of events occurs.

The Add/Remove goal actions are used to change the behavior of a charac-
ter when certain events occur. These Narrative Actions can be used as “memory
packets” as described in [25]. In role-play a memory packet is something a charac-
ter is not to remember until an appropriate time in the game. Using an example
taken from [25] that refers to a role-play about Hamlet : “...a (memory) packet
meant to be opened after drinking a special kind of tea, a packet that might tell
her (the character) that ... she is now passionate about botany and has forgotten
all about Hamlet...”. The Add/Remove goal action allow us to write triggers for
the episodes that behave as “memory packets” as they are used in real role-play.

The Act For Character action is used to make the SF take control of a
character. It is useful to ensure that one or more events take place in the story
that might be important to ensure that the message to be conveyed by the
role-play is understood. Furthermore, because this architecture is meant to be
used with autonomous agents, which require a great deal of authoring, the Act
For Character action is useful to create scripted behaviors (for example, to
make a character walk to a particular part of the set and introduce himself)
that otherwise would be difficult to create with goals and plans (if the agent
architecture used for the characters is based on planning).

3.4 Triggers

As the story unfolds there might be situations where the actions of the characters
and/or user(s) alone might not be enough to the progression of the story. For
example, if another character is supposed to enter after a particular interaction
between the characters in scene. To achieve these exogenous behaviors, when
creating the episodes, we (as authors) specify the triggers that signal the mo-
ments when SF’s intervention is necessary during the story. For each trigger it is
necessary to specify a condition (that states when the trigger should be “fired”)
and a set of Narrative Actions to be executed when the trigger is selected for
execution.

As an example of a trigger, imagine a situation where we want a character
to make an appearance (Paul) when another (Luke) mocks the victim (John)



(Figure 3). That trigger has as its condition that the character Luke performs
the action Mock to the character John, and as the trigger’s narrative actions
it has the Insert Character narrative actions, followed by an Act For Character
narrative action that will make the inserted character move to a particular point
of the set (behind John).

(a) Luke mocks John (b) Paul enters the story

Fig. 3. Trigger that is fired when Luke mocks John

3.5 Story Facilitator (Cycle)

The Story Facilitator’s tasks can be described in a cycle (Figure 4) that is re-
peated until the story ends.

Fig. 4. The stages the episodes go through

At the very beginning (Start) the SF loads all the episodes for the story and
puts them in the Story Memory. It then selects an episode that has an empty
set of preconditions and marks that episode as selected so it will not be selected
again.

The SF will then execute all the Narrative Actions contained in the selected
episode’s intro/set-up. Each time a character that is not controller by a user is



inserted on the set, the SF reads that character’s properties and stores them
in the Story Memory, and then sends the character’s goals enumerated in the
selected episode to the agent that is responsible for controlling the character.
After the intro/set-up of the episode ends, the SF hands the control to the
agents and user(s) controlling the characters, making the story emergent from
that point on.

During this phase, where the agents and user(s) control the characters present
in the set, the SF perceives all actions performed in the virtual environment and
updates the Story Memory with Story Events. If the content of the Story Mem-
ory satisfies a trigger’s condition, the SF intervenes and executes the trigger’s
Narrative Actions.

Finally, if one of the episode’s finish conditions is satisfied by the contents of
the Story Memory the SF ends the current episode and uses the Story Memory
to check if there are other episodes whose preconditions are satisfied. If so, the
SF selects one of them as the next episode. If there is no other episode that can
be selected, the SF ends the story.

4 Case Studies

4.1 FearNot!

FearNot! (Figure 5) is an Interactive Virtual Environment (IVE) developed to
be used as an educational tool to promote awareness about bullying behavior in
schools.

(a) Luke bullies John (b) The learner inter-

acts with John

Fig. 5. FearNot! application

FearNot! is inspired by role-play. Each character has a role that is related to a
typical bullying scenario in a school. There are bully characters, bully assistants,
victims, defenders (try to help the victim), by standers, etc. The user has the
role of being a friend of the victim.

The story develops as the user is asked for advices by the victim character
on how to cope with the bullying situations he/she’s being victim of (there is



a version with only male characters and another with only female). The victim
tries to follow the advices, although he/she sometimes might not be able to.

The agents that control the characters use an agent architecture [14] [15]
based on the OCC model of emotions [11]. Their motivations depend on their
emotional state, which produces the perception in the user that the characters’
actions fail or are succeeded, not only by the preconditions that each action has
to be succeeded, but on the characters emotional state also. This is particularly
important in respect to the victim character, who often “feels” fear to comply
with some of the user’s advices (fighting back the bully, for example).

FearNot! has roughly 40 episodes and is currently being evaluated in English
and German schools.

4.2 I-Shadows

I-Shadows is an Interactive Storytelling application that takes the form of a
Chinese Shadow Theater (Figure 6). In this theater the user interacts with the
system by controlling a physical puppet who either is a Hero or a Villain and
whose movements are interpreted by a vision system that sends that information
to the autonomous characters environment.

Fig. 6. Real Puppet(Fairy) interacting with a Virtual Puppet (Dragon)

This system is inspired by fairy tales, the characters are authored regarding
an approximation to Propp’s morphology, and the story develops as the user
interacts with the other characters using expressive movements[24]. Because I-
Shadows also implements exactly the same autonomous agents and Story Fa-
cilitator architectures than the above example, it allows to measure the mood
development of the scene and as a consequence the moments of tension and res-
olution [23] of the story. Using this information and the characters relations, this
system can take actions in order to potentate the development of the story flow
by adding or removing characters and objects that contribute to a predefined
mood development. I-Shadows is currently in user testing phase, nevertheless
the experience of implementing the Story Facilitator in the system as been very
encouraging and successful.



5 Conclusions and Future Work

In this paper we described an architecture inspired by educational role-play
that can be applied to story-generating environments populated by intelligent
synthetic characters.

We describe two applications where this architecture was used, FearNot! and
I-Shadows. We believe that this architecture can easily be applied to applications
that use intelligent synthetic characters in a virtual environment to create stories,
as are the two systems we described.

The current version of the architecture requires a substantial amount of au-
thoring work that can be made unnecessary if the Story Facilitator (SF) himself
was gifted with planning abilities. In traditional role-playing games, such as
Dungeons&Dragons, the story is planned by the game-master prior to the ac-
tual role-play by the characters. While the role-play develops the game-master
intervenes (by changing the environment, by taking controlling of a character,
etc) each time it is necessary, and as a way to coerce the role-players, to follow
the story he/she had idealized. If the SF agent is capable of processing story
goals and planning the story a priori, the triggers the author has to write to
account for unwanted character actions that might damage the story, could be
handled automatically in a mediation process similar to the one used in [17] [20].
Furthermore, the SF could automatically decide when to finish the episodes, and
therefore eliminate the need for finish conditions, if the episodes were annotated
with episode-level goals.
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