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Abstract Emotion-induced blindness (EIB) refers to im-

paired awareness of items appearing soon after an irrelevant,

emotionally arousing stimulus. Superficially, EIB appears to

be similar to the attentional blink (AB), a failure to report a

target that closely follows another relevant target. Previous

studies of AB using event-related potentials suggest that the

AB results from interference with selection (N2 component)

and consolidation (P3b component) of the second target into

working memory. The present study applied a similar analysis

to EIB and, similarly, found that an irrelevant emotional

distractor suppressed the N2 and P3b components associated

with the following target at short lags. Emotional distractors

also elicited a positive deflection that appeared to be similar to

the PD component, which has been associated with attempts to

suppress salient, irrelevant distractors (Kiss, Grubert,

Petersen, & Eimer, 2012; Sawaki, Geng, & Luck, 2012;

Sawaki & Luck, 2010). These results suggest that irrelevant

emotional pictures gain access to working memory, even

when observers are attempting to ignore them and, like the

AB, prevent access of a closely following target.

Keywords Emotion . Attention . ERP

Introduction

Emotionally arousing stimuli can impair visual awareness of

items presented a short time later—an effect known as

emotion-induced blindness (EIB; Most, Chun, Widders, &

Zald, 2005; Wang, Kennedy, & Most, 2012). In a typical

EIB task, participants search for a single target picture em-

bedded in a series of rapidly presented pictures. When the

target is preceded at short intervals by a task-irrelevant emo-

tional distractor, accuracy in reporting the target is impaired.

What mechanisms underlie this impairment? Are the targets

suppressed early in perceptual processing? Or do they receive

extensive perceptual and semantic processing, failing to reach

awareness due to later bottlenecks such as consolidation into

working memory (WM)?

At least superficially, EIB is reminiscent of the attentional

blink (AB), a phenomenon characterized by impaired aware-

ness of the second of two targets (T2) embedded in a rapid

stream of stimuli when it appears shortly after the first target

(T1). One influential theory of the AB postulates that visual

awareness in this context emerges via two stages of process-

ing: an initial high capacity stage responsible for producing a

perceptual and semantic representation of the object and a

second, capacity-limited, serial stage in which this represen-

tation is consolidated into WM (Chun & Potter, 1995). If the

second target appears while the first target is still being con-

solidated, it must queue for stage 2 resources and remains

vulnerable to decay or masking by subsequent items in the

stream (Dell’Acqua, Jolicoeur, Luria, & Pluchino, 2009; Dux,

Asplund, & Marois, 2009; but see also Olivers, van der

Stigchel, & Hulleman, 2007). Variants of this theory fall under

the rubric of a central interference theory to underscore the

claim that blinked items are fully processed through percep-

tual and semantic levels and are missed because of interfer-

ence at the level of WM consolidation (Vogel, Luck, &

Shapiro, 1998).
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Neuroimaging studies have provided support for the central

interference theory of the AB. In particular, methods with high

temporal resolution, such as the event-related brain potential

(ERP) and magnetoencephalography (MEG), are capable of

providing insight into the rapid mental processes involved in

responding to rapid serial visual presentations of objects in

AB and EIB studies. Vogel et al. (1998) examined several

ERP components elicited by the second target in an AB task

and found that the P3b, which they suggested reflects consol-

idation of information intoWM (e.g., Vogel & Luck, 2002), is

suppressed during the blink. In contrast, several ERP compo-

nents were unaffected by the blink, including the P1 and N1

components, reflecting early perceptual and attentional pro-

cesses, as well as the N400, reflecting activation of semantic

information (e.g., Vogel et al., 1998; see also Luck,Woodman,

& Vogel, 2000; Vogel & Luck, 2002). These results are

consistent with a central locus of interference, since they

suggest that processes involved in identification and semantic

activation—thought to be the province of stage 1—remain

intact during the AB, whereas stage 2 processes involving

consolidation of information into WM, reflected by the P3b

component, are suppressed.

The notion that the AB stems from competition for a

limited-capacity system such as WM consolidation yields

the prediction that there should be a trade-off in the amplitude

of the P3bs associated with T1 and T2. In other words, a large

P3b elicited by T1 (reflecting access to the limited-capacity

system) should be accompanied by a small P3b to T2,

reflecting a reduction in the degree to which T2 accesses this

system. Furthermore, this trade-off should be mirrored by a

similar pattern in the accuracy of reporting T1 and T2. Con-

sistent with such predictions, this pattern of results emerged

from an AB study that employed MEG (Shapiro, Schmitz,

Martens, Hommel, & Schnitzler, 2006). When the targets

were separated by a large, 600-ms interval, participants were

able to identify both targets, and both targets elicited a large

M300 (the MEG equivalent of the P3b). However, when T2

appeared 200 ms after T1, detection of T2 was reduced, and

failures to report T2 were accompanied by both an enhanced

M300 for T1 and a reduced M300 for T2. However, when T2

was correctly reported, the M300 for T1 was small, and the

M300 for T2 was enhanced. This evidence is consistent with

the claim that the P3b/M300 reflects a limited capacity re-

source involved in the AB and underscores the potential role

of WM consolidation processes in the AB.

Additional evidence suggests that a component that may be

related to selection of the second target is also suppressed in

the blink. Sergent, Baillet, and Deheane (2005) reported that

both the P3b and the earlier, posterior N2 components (latency

of 270 ms) associated with T2 were suppressed during the

blink, a finding that has been replicated several times

(Kranczioch, Debener, Maye, & Engel, 2007; Reiss,

Hoffman, Heyward, Doran, & Most, 2008). The posterior

N2 observed in AB might be related to the N2pc component,

which indexes selection of an object in the presence of

distractors (Woodman, Arita, & Luck, 2009). Sergent et al.

noted that the N2–P3b sequence of components may reflect

sequential stages in the operation of a single, limited-capacity

system. This system might be responsible for selecting a

relevant object from distractors and consolidating it into WM.

The phenomenological similarity between EIB and the AB

raises the possibility that wemight observe the same pattern of

ERP components during EIB as occur during the AB. The

emotional distractor images, although irrelevant, could cap-

ture attention automatically, thereby gaining preferential ac-

cess to WM consolidation while blocking the closely follow-

ing relevant target from gaining similar access. In other words,

the irrelevant, negative distractor picture should elicit an N2,

reflecting its involuntary attentional selection, followed by a

P3b reflecting its consolidation into WM. At short lags, when

awareness of the target is suppressed by the preceding nega-

tive picture, the amplitudes of these same components that are

elicited by the target should be reduced. Furthermore, both the

N2 and P3b components elicited by the negative distractor

should be larger on trials associated with errors in reporting

the target, as compared with correct trials. These results would

provide an explanation for EIB in terms of involuntary capture

of the same limited-capacity bottleneck that is implicated in

studies of AB.

In summary, if EIB reflects the same trade-off in access to a

limited-capacity bottleneck as that observed in studies of the

AB, we should find that the irrelevant emotional distractor in

the EIB paradigm elicits a P3b component and that it is larger

on error trials than on correct trials. A similar pattern of results

should be observed for the N2 component, since it appears to

be a reflection of an earlier stage in this same limited-capacity

bottleneck. The present study examined this prediction.

Method

Participants

Twenty-six participants (9 women, 17 men; mean age,

21.8 years; age range, 19–27) were recruited through a clas-

sified ad and were compensated at a rate of $10 per hour. Six

participants were eliminated for the following reasons. One

participant had overall performance accuracy near chance in

all conditions. One participant did not show EIB, performing

above 90 % accuracy in all conditions. Four participants were

eliminated for having recordings with greater than 20 % of

segments rejected, due to a combination of noisy channels,

blinks, or eye movements. The results are based on the re-

maining 20 participants. All participants were right-handed

and reported normal or corrected-to-normal vision. Each par-

ticipant provided informed consent, and the experiments were
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approved by the University of Delaware Human Subjects

Review Board.

Materials and procedure

Participants completed the experiment in an electrically

shielded room. They viewed stimuli on a 17-in. Dell CRT

monitor (1,024 × 768 pixel resolution) with a refresh rate of

100 Hz. Stimuli were 320 × 240 pixel color photographs

presented on a gray background. Each picture subtended

8.3° × 6.5° of visual angle at a viewing distance of 70 cm

(participants used a chinrest). Stimulus presentation was con-

trolled by software written inMATLABwith the Psychophys-

ics Toolbox extensions (Brainard, 1997; Pelli, 1997).

The experiment consisted of 650 trials divided into five

blocks. On each trial, participants viewed a sequence of 17

color pictures, with each image replacing the previous one

every 100 ms. Pictures appeared in the center of the screen

against a gray background. The participants’ task was to

search for a single target, which was a rotated image (90° left

or right) among a series of upright images (see Fig. 1). Fifty

trials contained no target or distractor and were not included in

the analyses; the remaining 600 trials were divided evenly in a

2 (“lag”) × 3 (distractor type) design. The target was presented

either two (lag 2) or eight (lag 8) positions after a distractor

picture, which randomly appeared as the fourth or sixth pic-

ture in the stream. Distractor pictures were one of three types:

emotionally arousing negative, neutral, or “baseline” (another

scene picture randomly selected from the same set as the

“filler” items in the stream). Participants indicated the direc-

tion in which the target picture was rotated (left or right) and

rated their confidence on a 3-point scale (very sure, somewhat

sure, or guess).

One hundred twenty-eight images served as targets (64

landscape and architectural images rotated 90° both clockwise

and counterclockwise). Filler images came from a bank of 252

upright landscape and architectural photographs. There were

56 negative distractor pictures (depictions of medical trauma,

threatening animals, and violence) and 56 neutral distractor

pictures (depictions of people or animals with no obvious

emotional content). In the baseline condition, the item occu-

pying what would have been the serial position of the

distractor was drawn from the same bank of landscape/

architectural images as the filler items. Negative and neutral

images were primarily drawn from the International Affective

Picture System (Lang, Bradley, & Cuthbert, 2001) on the basis

of ratings of valence and arousal and were supplemented with

similar images from publicly available sources.

At the start of each trial, participants viewed a fixation

cross in the center of the screen and clicked the mouse when

they were ready to view the stream of stimuli. They were

instructed not to move or blink their eyes during the presen-

tation of the images. After the stream of stimuli, a blank screen

appeared for 1 s, followed by a response screen depicting six

buttons. The six buttons were arranged into two groups of

three, which corresponded to rotation direction (left vs. right)

and confidence (very sure, somewhat sure, or guess). Catego-

rization of response accuracy incorporated the confidence

judgments as a way to eliminate correct guesses. Responses

were categorized as correct if (1) they matched the orientation

of the target picture and (2) the corresponding confidence

rating was either very sure or somewhat sure. Responses were

categorized as incorrect if participants reported the wrong

orientation or reported that they were guessing.

Before starting the experiment, participants were explicitly

told that images of people and animals would appear in the

experiment, that they would sometimes be unpleasant, and

that they would never be the rotated target. They were also

shown examples of emotional and neutral images to ensure

that they were comfortable completing the experiment and

were reminded several times that they could withdraw from

the experiment at any time. They then engaged in a short 16-

trial practice session, with RSVP rates starting at 5 images per

second and increasing to the experiment presentation rate of

10 images per second. The practice session did not include

distractors. Participants were debriefed at the end of the

experiment.

Electrophysiological recording and data analysis

The electroencephalogram (EEG) was recorded with an Elec-

trical Geodesics Inc. system (EGI; Eugene, OR) using a 129-

channel Hydrocel Sensor Net. Individual electrode imped-

ances were kept below 50–75 kΩ, as recommended by the
Fig. 1 a Types of distractors and b schematic design of the study. See the

text for details
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manufacturer. The data were referenced online to the vertex,

band-pass filtered from 0.01 to 80 Hz, and digitized at 200 Hz.

Subsequent processing was performed offline using EGI Net

Station 4.1.2 software. The data were low-pass filtered with a

cutoff of 40 Hz and then segmented using an epoch that began

200 ms prior to the onset of the distractor picture and ended

1,200 ms after onset. Channels were marked as bad if the

maximum voltage range exceeded 100 μV. Individual seg-

ments were rejected if more than 10 channels were marked as

bad. Trials containing blinks (threshold = 100 μV) or eye

movements (threshold = 70 μV) were rejected. For the re-

maining segments, bad channels were replaced by interpolat-

ing from surrounding channels. Finally, the segments were

averaged, rereferenced to the average reference, and baseline

corrected using the 200-ms prestimulus interval.

Data analysis procedures

Difference waves were used to isolate ERP components elic-

ited by distractor and target pictures from the periodic ERP

activity generated by the sequence of pictures (see Vogel et al.,

1998). This is particularly important in the present

experiment, which used a rapid sequence of pictures. Each

background picture produces its own set of sensory

components every 100 ms, and effects of the various critical

events, such as the presentation of the distractor and target

pictures, produce their own ERPs superimposed on the

background activity. As Vogel et al. (1998) demonstrated,

subtracting the ERP in one condition from another can isolate

the ERPs associated with the critical events. For example,

ERP components elicited by the negative distractor picture

can be isolated by subtracting the baseline lag 8 condition

from the negative lag 8 condition. In the first 1,000 ms of the

recording epoch, these conditions differ only in the presence

or absence of the distractor, so the subtraction will isolate the

ERP components due to the presence of a distractor. Similarly,

components elicited by the target picture can be isolated by

subtracting the lag 8 condition from the corresponding lag 2

condition for each type of distractor. For example, the com-

ponents elicited by the target picture when it is preceded by a

negative distractor can be isolated by subtracting the negative

lag 8 condition from the negative lag 2 condition. Both con-

ditions have a negative distractor in common, so the associat-

ed components will subtract out. The two conditions differ

only in the presence or absence of a target, so target compo-

nents will be isolated in this subtraction.

The sensor locations corresponding to the two components

of interest in this study (the N2/EPN and the P3b) were chosen

using a method recommended by Keil et al. (2014) to mini-

mize the inflation of type 1 error that would accompany

choosing sensors on the basis of the largest signal observed

in the entire set of sensors. We first averaged over the three

distractor conditions separately for the lag 2 and lag 8

conditions. We then computed the lag2 − lag8 subtraction,

which should reveal the P3b and N2 components elicited by

the target. A second subtraction used the average across

distractor conditions at lag 8 but subtracted the baseline lag

8 curve to isolate the N2 elicited by the distractors. As is

detailed below, we also observed a positivity following the

negative and neutral distractor pictures that had the same scalp

distribution as the N2 so we used these sensors to measure its

amplitude. Clusters of three to six spatially contiguous sensors

that showed themaximum amplitude in the relevant difference

wave were averaged together. These difference curves were

also used to specify time windows for measuring average

amplitude. The beginning and end points of the averaging

window were chosen corresponding to the points at which

the amplitude was half of the peak value (Picton et al., 2000).

The sensors that we chose for the N2/EPN were centered

on PO7 and PO8 in the left and right hemispheres, respective-

ly, while the P3b was centered on a location midway between

Pz and CPz. These locations are in good agreement with

previous research on these two components (e.g., Schupp,

Junghöfer, Weike, & Hamm, 2003a). Amplitude measures

were analyzed with a repeated measures analysis of variance

(ANOVA), which employed Greenhouse–Geisser corrections

for violations of sphericity. Significant main effects involving

three levels of a factor (e.g., negative, neutral, and baseline

distractors) were followed up with least significant difference

tests between each pair of means. This procedure does not

involve a correction to the alpha level for multiple compari-

sons, because there is no inflation of family-wise error rates

for the special case of three conditions, as long as post hoc

tests are preceded by a significant main effect (Cardinal &

Aitken, 2006).

As is described in the Results section, determining whether

the distractor picture produced a P3b component was compli-

cated by the finding that the negative and neutral distractor

pictures elicited a prominent positivity over posterior sensors

in a time window similar to what one would expect for a P3b

to the distractor picture. This posterior positivity had a scalp

distribution that was different from the typical topography of

the P3b component, but it appeared to partially overlap with

sensors in the P3b region. In order to objectively separate this

component from the P3b, we analyzed the data using a two-

step principal components analysis (PCA) that employed the

ERP PCA (EP) Toolkit version 2.34 for MATLAB (Dien,

2010). Analyses were based on the covariance matrix with

Kaiser normalization. Promax rotations were used for both

temporal and spatial steps, thus allowing factors to be corre-

lated. The “parallels” test (Dien, 2010) was used to determine

the number of factors to be retained in each step. The spatial

step was performed first in order to capitalize on the promi-

nent P3b component elicited by targets at lags 2 which should

yield a clear spatial P3b factor. A subsequent temporal PCA

was conducted using the spatial factors from the first step as

Cogn Affect Behav Neurosci



“virtual electrodes” (Spencer, Dien, & Donchin, 2001). The

temporal factors for the P3b spatial factor should include a

time window for the target. Of primary interest was whether

we would also obtain an earlier time window corresponding to

a P3b elicited by the emotional distractor.

In the first step, a spatial PCAwas performed on data from

the 129 sensors using average waveforms for each subject

consisting of the three distractor type (negative, neutral, and

baseline) at lag 2. Each waveform included 280 time points

covering the interval from 200 ms before the appearance of

the distractor to 1,200 ms following it. On the basis of the

parallels test (Dien, 2010), we retained 10 spatial factors. In

the second step, a temporal PCA was performed on the time

points using the combinations of distractor type (negative,

neutral, and baseline) × 10 “virtual spatial electrodes” (the

spatial factors derived in the first step). Eight temporal factors

were retained, yielding 80 factor combinations (10 spatial × 8

temporal factors). We inspected this set of factors to locate the

P3b spatial component, which was defined as having a mid-

line positive maximum over posterior scalp locations (cen-

tered on Pz) and having a large amplitude in response to

targets in the baseline condition at lag 2. This approach

resulted in a clear P3b spatial factor, allowing us to examine

the eight temporal windows to determine whether a P3b was

elicited by the distractor pictures.

Results

Behavioral results

Figure 2 shows percent accuracy (corrected for guessing; see

the Method section) in discriminating the orientation of the

target when it was preceded by different distractor types

(negative, neutral, and baseline) at two different lags. A two-

factor ANOVA (distractor type: negative, neutral, baseline ×

lag 2 vs. 8) revealed significant effects of distractor type, F(2,

38) =72.37, p < .001, and lag, F(1, 19) = 133.69, p < .001, and

their interaction, F(2, 38) = 87.73, p < .001. A separate

analysis of the lag 2 data revealed a significant effect of valence,

F(2, 38) = 108.84, p < .001. Post hoc tests showed that all pairs

of distractor types were significantly different from each other

(all ps < .001). This pattern of results is similar to that observed

in previous studies of EIB (e.g., Most et al., 2005).

ERP results

N2

The N2 component elicited by the distractor pictures was

isolated by subtracting the lag 8 baseline condition from the

negative and neutral lag 8 conditions. In Fig. 3, the resulting

subtraction ERPs are shown in the form of a topographic map

(negative distractor, latency = 225 ms) and waveforms. The

topographic map shows that the distractor N2 is broadly

distributed over posterior areas in the left and right hemi-

spheres, with a slight maximum amplitude over the right

hemisphere. This topography is consistent with previous re-

ports of the N2 component to emotional stimuli (the N2

elicited by emotional pictures is often referred to as an early

posterior negativity, or EPN; e.g., Schupp et al., 2003a). The

N2 peaks 225 ms after the onset of the distractor picture and is

larger for the negative than for the neutral distractor. We

quantified this effect by averaging over three contiguous

sensors in each hemisphere in the vicinity of T5 and T6 (64,

68, and 69 in the left hemisphere; 89, 94, and 95, in the right).

The time window (185–275 ms after distractor onset)

corresponded to the half amplitude points on either side of

the peak (Picton et al., 2000). Although average voltage in the

window is the preferred measure of component amplitude, it

would produce a distorted value for the neutral distractor N2

as it is of shorter duration than the negative distractor N2 and

reverses polarity before the end of the measurement window.

We circumvented this problem by using the peak negativity in

the window as an amplitude measure for this comparison only.

A two-factor ANOVA (hemisphere × distractor type: negative

and neutral) on the peak values revealed that the N2was larger

for a negative distractor than for a neutral one, F(1, 19) =

28.28, p < .001. Neither the main effect of hemisphere, F(1,

19) = 2.47, p = .10, nor its interaction with distractor type, F <

1, was significant. In addition, single-sample t-tests showed

that the peak amplitude was significantly different from zero

for both the negative distractor, t(19) = 7.24, p < .001, and

neutral distractor, t(19) = 2.90, p = .009, indicating that both

N2s were larger than the N2 observed in the baseline

condition.

The N2 component elicited by the target was isolated by

subtracting the corresponding lag 8 condition from each lag 2

condition. For example, the target N2 in the negative distractor

condition was obtained by subtracting the negative lag 8

condition from the negative lag 2 condition. This subtraction

isolates the target effect, because the only difference betweenFig. 2 Behavioral results. See the text for details
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these conditions in the first 800 ms postdistractor is the pres-

ence of a target picture in the lag 2 condition. A similar

subtraction was used to isolate the target N2 in the neutral

condition (lag 2 neutral minus lag 8 neutral) and in the

baseline condition (lag 2 baseline minus lag 8 baseline).

Figure 4 shows the resulting topographic maps and wave-

forms. The scalp distribution of the target N2 is similar to that

of the distractor N2, with a broad posterior distribution and a

slight maximum over the right hemisphere. The peak negativ-

ity occurred at 250 ms following the onset of the target. The

amplitude of the target N2 was largest when it was preceded

by a baseline distractor and smallest when it was preceded by

a negative distractor. Amplitude was intermediate in the case

of a neutral distractor. To quantify these effects, we used the

same six sensors (three in each hemisphere) used above for the

distractor N2 and a time window of 205–385 ms following

target onset. An ANOVA using the factors of hemisphere and

distractor type showed no main effect of hemisphere, F < 1,

and a significant main effect of distractor type,F(2, 38) = 9.51,

p < .001. The interaction was not significant, F < 1. Post hoc

paired comparisons revealed that the target N2 was signifi-

cantly larger when the target was preceded by a baseline

distractor, as compared with either a negative (p < .001) or a

neutral (p = .04) distractor. The negative and neutral distractor

conditions were also significantly different (p = .04).

Target P3b

The P3b component elicited by the target picture at lag 2 for

each condition was isolated by subtracting the lag 8 waveform

from its corresponding lag 2 waveform for each of the three

distractor conditions. These waveforms are shown in Fig. 5. On

the basis of a combination of prior research (e.g., Polich, 2012),

a PCA we conducted (see below), and the observed scalp

topography, we quantified the P3b as the average amplitude

for sensors 54, 55, 79, 78, 61, and 62, which is located between

Cz and Pz in the 10-20 system (white dots in Fig. 5). The

measurement window extended from 435 to 795 ms relative to

target onset (635–995 ms relative to distractor onset). A one-

way repeated measures ANOVA revealed a main effect of

distractor type, F(2, 38) = 16.11, p < .001. Pairwise compari-

sons showed that the negative distractor condition produced a

Fig. 3 Distractor N2 topography

and waveforms. The topographic

map displays the negative minus

baseline distractor conditions

when the target appeared at lag 8

(at the peak latency of 225 ms

post-distractor-onset). Waveforms

were averaged across contiguous

electrode sites (represented in

white) and show the negative-

baseline and neutral-baseline

difference curves when the target

appeared at lag 8. The gray

rectangle shows the measurement

window (185–275 ms post-

distractor-onset)

Fig. 4 N2 topography and waveforms elicited by the target picture

appearing at 200 ms. The topographic map displays the negative minus

baseline lag 2 conditions (at the peak latency of 250ms post-target-onset).

Waveforms were averaged across contiguous electrode sites (represented

in white) and show the negative lag 2 − negative lag 8, neutral lag 2 −

neutral lag 8, and baseline lag 2 − baseline lag 8 subtraction waveforms.

The gray rectangle shows the measurement window (205–385 ms post-

target-onset)
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smaller target P3b than did both the neutral (p < .001) and

baseline (p < .001) conditions. The neutral and baseline condi-

tions were not significantly different (p = .42). These results are

generally consistent with the behavioral accuracy data, which

showed a large blink for the negative distractor and a much

smaller one for the neutral condition. It might be that the

difference in accuracy between the neutral and baseline condi-

tions was simply too small to reliably affect P3b amplitude.

Distractor P3b

In order to determine whether the distractor pictures elicited a

P3b, we subtracted the lag 8 baseline condition from the lag 8

negative and lag 8 neutral conditions. The resulting

subtraction curves are shown in Fig. 6. The waveforms rep-

resent the average of the same six sensors that were used to

quantify the target P3b. For illustration purposes, this figure

also contains the waveform for the target P3b elicited in the

baseline condition (lag 2 baselineminus lag 8 baseline), which

did not have a P3b in the time interval corresponding to the

distractor. To quantify P3b amplitude, we used a measurement

window extending from 400 to 550 ms following distractor

onset. A one-way repeated measures ANOVA revealed a

significant effect of distractor type, F(2, 38) =14.36, p <

.001. Pairwise comparisons showed that the negative

distractor condition produced a larger P3b than did both the

neutral (p < .001) and baseline (p = .012) conditions. The

neutral and baseline conditions were not significantly different

Fig. 5 Scale topographies and

difference curves for the P3b to

the target picture appearing at

200 ms. The topographic map

displays the negative minus

baseline lag 2 conditions at the

latency of 520 ms post-target-

onset (720 ms post-distractor-

onset). Waveforms were averaged

across contiguous electrode sites

(represented in white) and show

the negative lag 2 − negative lag

8, neutral lag 2 − neutral lag 8,

and baseline lag 2 − baseline lag 8

subtraction waveforms. The gray

rectangle shows the measurement

window (435–795 ms post-target-

onset)

Fig. 6 Distractor P3b

topographies and difference

curves. The topographic map

displays the negative minus

baseline lag 8 conditions (at the

latency of 485 ms post-distractor-

onset). The negative and neutral

waveforms represent distractors

with no target presented until lag

8 (using the negative-baseline and

neutral-baseline difference

waves). The baseline condition

serves as a comparison and shows

the P3b for lag 2 targets that

appear after baseline distractors

(lag 2 baseline − lag 8 baseline

difference wave). The gray

rectangle shows the measurement

window (400–550 ms post-

distractor-onset). See the text for

details
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(p = .053), and no P3b was apparent for the neutral distractor.

We revisit this issue in the PCA section below.

Posterior positivity

The N2 to the distractor was followed by a positivity with a

similar scalp distribution, shown in Fig. 7 for the negative and

neutral distractor conditions. This component was isolated by

subtracting the lag 8 baseline condition from the lag 8 negative

and lag 8 neutral conditions. None of these contained a target

in the first 800 ms of the recording epoch, so any resulting

activity should be attributable to the distractor pictures. The

subtraction topography shows a bilateral, posterior positivity

over occipital temporal areas that is slightly larger over the

right hemisphere than over the left. We will refer to this as the

posterior positivity component, although we speculate in the

discussion that it might be identical to the PD component that

is elicited by salient, task-irrelevant singletons in visual search

tasks (Kiss, Grubert, Petersen, & Eimer, 2012; Sawaki et al.,

2012; Sawaki & Luck, 2010). We quantified the average

amplitude of this component using a measurement window

of 405–615 ms after distractor onset. The sensors used to

assess its amplitude were 96, 100, and 101 in the right hemi-

sphere (close to T6 and O2 in the 10–20 system) and 64, 68,

and 69 in the left hemisphere. Notably, these sensors are

similar to those used to measure the earlier N2 component,

and the peak latency of this component (470ms) is close to the

latency of the N2 to lag 2 baseline targets (265 ms posttarget

and 465 ms postdistractor). This component can also be seen

in the topographic map in Fig. 6, where it overlaps with the

P3b elicited by the negative distractor. An ANOVA revealed

that the posterior positivity was larger for negative than for

neutral distractors, F(1, 19) = 16.68, p = .001. There was no

main effect of hemisphere, F(1, 19) = 1.31, p = .268, or of the

interaction of hemisphere and distractor type, F(1, 19) = 4.19,

p = .055. However, the partial overlap in time and sensor

locations between the posterior positivity and the P3b elicited

by the negative distractor makes it difficult to know howmuch

our measurement of the posterior positivity is confounded by

effects of the distractor P3b. We addressed these issues by

separating the components using a PCA.

Principal components analysis

In order to separate the P3b components elicited by the neg-

ative distractor and the following target at lag 2 and to ensure

that the posterior positivity is a separate component from the

distractor P3b, we conducted a two-step, spatial-temporal

PCA (Dien, 2010; see the Method section) on the 1,200-ms

interval following onset of the distractor picture.

The first step was a spatial PCA. This should isolate a

spatial P3b component due to the presence of a robust P3b

to the lag 2 target in the baseline condition. Applying a

temporal PCA to this spatial factor should produce two time

windows corresponding to P3bs elicited by the distractor and

the lag 2 target. We retained 10 spatial factors from the first

step and 8 temporal factors from the second step (see the

Method section for details). Figure 8 shows the scalp topog-

raphy for spatial factor 2, which corresponds well with the

known distribution of the centro-parietal P3b. It is also con-

sistent with the topography of the target P3b shown in Fig. 5.

Temporal factors one and three (S2T1 and S2T3) for this

spatial component peak at 575 ms following the target and

485 ms following the distractor. Figure 8 plots these factors

for the baseline lag 2 and negative lag 8 conditions, respec-

tively. In order to facilitate comparison with the earlier peak

analysis, we quantified the PCA for the lag 2 target (S2T1) in

terms of the difference between lags 2 and 8.These difference

scores were 2.01, 4.03, and 4.42 μV for negative, neutral, and

baseline conditions, respectively. An ANOVA on these data

revealed a significant effect of distractor type, F(2, 38) =

22.17, p < .001. Post hoc comparisons showed that the neg-

ative distractor condition resulted in a smaller target P3b than

did both the neutral (p < .001) and baseline conditions (p <

.001), which did not differ (p = .28). These results are in

agreement with the results of the corresponding peak analysis

presented earlier in showing that the P3b to the target was

suppressed following a negative distractor.

A similar analysis was conducted on factor scores for

S2T3, which appears to be a P3b elicited by the distractor

picture. A two-factor (distractor type × lag) ANOVA

Fig. 7 Topographic map and waveforms for the posterior positivity

component. The topographic map displays the neutral minus baseline

distractor conditions (at the peak latency of 470 ms post-distractor-onset)

in the lag 8 condition. Waveforms were averaged across contiguous

electrode sites (represented in white and indicated with arrows) and show

the negative − baseline and neutral − baseline difference curves when the

target appeared at lag 8. Electrode sites for the P3b are also shown for

reference. Waveform data have been averaged over hemispheres. The

gray rectangle shows the measurement window (265–465 ms post-

distractor-onset)
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conducted on the factor scores revealed no main effect or

interaction involving lag (F < 1 and F(2, 38) = 1.16, p = .325,

respectively). There was a main effect of distractor type, with

means of 1.51 V, −0.68 V, and −0.21 V for the negative, neutral,

and baseline conditions, respectively. This resulted in a main

effect of distractor type, F(2, 38) = 23.15, p < .001. Post hoc

comparisons showed that the distractor P3b was larger in the

negative condition than both the neutral (p < .001) and the

baseline conditions (p = .001). The neutral and baseline condi-

tions were not significantly different from each other (p = .094).

These results provide a confirmation of the results obtained with

the amplitude measures of the distractor P3b presented earlier

and indicate that the negative distractor elicited a P3b compo-

nent even though it was irrelevant to the participant’s task.

The PCA also revealed factors corresponding to the poste-

rior positivity component. Separate factors were found for the

left (S6T2, latency = 465 ms) and right (S7T2, latency =

465 ms) hemispheres, and topographic plots of these factors

are shown in Fig. 9, along with waveform data for the three

distractor types in the lag 8 condition. An ANOVA with the

factors of distractor type, hemisphere, and lag showed no

significant main effect of hemisphere (F < 1) or any of its

interactions with other variables (all ps > .15). The waveform

data, averaged over hemisphere, show that the posterior pos-

itivity was largest for negative distractors, intermediate for

neutral distractors, and smallest for the baseline distractors,

resulting in a significant distractor effect, F(2, 38) = 71.85, p <

.001. Pairwise comparisons revealed that all three distractor

conditions were significantly different from each other (all ps

< .001).

The important contribution of the PCA is the confirmation

that the negative distractor picture elicited a P3b component

that was separate from a more posterior positivity that

occurred in the same time window. We discuss the import of

these findings in the Discussion section. But first, we explored

which of these components were related to accuracy in

reporting the target.

Incorrect versus correct trials

By examining which ERP components were affected by

whether participants were correct or not on the target discrim-

ination, one can identify those components that are related to

the “blink” produced by the negative pictures. We were

Fig. 9 Posterior positivity topography for spatial factors 6 (left hemi-

sphere, LH) and 7 (right hemisphere, RH) from the principal component

analysis (PCA). Topographic maps display these factors at peak latencies

(505 and 465 ms post-distractor, respectively). Waveforms represent the

average of the LH and RH spatial factors at temporal factor 2 in the lag 8

conditions for each distractor type

Fig. 8 P3b topography for spatial

factor 2 from the PCA. The

topographic map displays at the

latency of 575 ms post-target-

onset. The two waveforms

depicted represent the P3b elicited

by the negative distractor (lag 8)

and a target presented at lag 2

after a baseline distractor

Cogn Affect Behav Neurosci



particularly interested in whether any of the three components

examined above—the N2, P3b, or posterior positivity—were

associated with errors in reporting the target. To evaluate this,

we examined ERPs for correct and incorrect trials in the lag 2

negative distractor condition, since this was the only condition

in which there were sufficient errors to make this analysis

feasible (across participants, the number of error trials in this

condition ranged from 21 to 66, with a mean of 42). We used

the same sensor clusters and time windows used above to

examine the impact of accuracy on the different components.

Distractor N2 and posterior positivity

Figure 11 shows the N2 topographic map and waveforms for

correct and incorrect trials, as well as their difference, which

has a bilateral distribution similar to that of the N2 (see Fig. 3);

consequently, we used the same sensors to quantify it. The

incorrect − correct difference curve peaks at 290 ms, which is

later than the peak we found for the distractor N2 (225 ms)

when it was based on the average of correct and incorrect

trials. An examination of the separate waveforms for correct

and incorrect trials makes it clear that the effect of accuracy is

reflected in a longer duration of the distractor N2 on incorrect

trials. We examined the significance of this effect using a

window extending from 250 to 350 ms. A t-test showed that

there was no significant difference between left and right

hemispheres, t(19) = 0.818, p = .424, so we averaged over

them. A second t-test showed that the average amplitude was

greater than zero, t(19) = 3.34, p = .003. These results show

that participants were more likely to make an error on the

target when the preceding negative distractor elicited a late or

extended N2.

The initial negativity associated with incorrect trials was

followed by a positivity that appears to have the same scalp

topography as the posterior positivity examined earlier (see

topographic map in Fig. 10). Therefore, we used the same

right-hemisphere sensors employed in the earlier analysis and

a time window extending from 410 to 650 ms following the

distractor. A t-test showed that incorrect trials were associated

with a larger distractor posterior positivity than were correct

trials, t(19) = 5.12, p < .001. In addition, it appears that this

positivity has an extended time course on error trials.

The prolonged duration of the distractor N2 on incorrect

trials may reflect longer engagement of attention on these

trials. The subsequent posterior positivity may reflect

disengagement of attention, in which case its larger amplitude

and extended time course on error trials may reflect greater

difficulty in disengaging attention. Therefore, sustained N2

and posterior positivity components elicited by the distractor

may index trials on which attention remained engaged on the

distractor for a prolonged period, resulting in a failure of the

lag 2 target to access the attention system.

Distractor and target P3b

If errors were at least partly due to the distractor picture

occupying WM and preventing access by the target, as

appears to be the case in the AB, we would expect

larger distractor P3bs on incorrect trials than on correct

trials. Figure 11 shows the topography (at 460 ms) and

Fig. 10 Waveforms for incorrect

and correct trials, as well as their

difference (incorrect − correct).

The topographic maps represent

the difference scores at a latency

of 290 ms for the N2 and 535 ms

for the posterior positivity.

Waveforms display data from the

sensors depicted in white (the

same sensors used to measure the

N2 and posterior positivity in

earlier analyses)
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waveforms for correct and incorrect trials and their

difference. Note that the topographic map for the target

P3b corresponds to the correct − incorrect difference in

order to show a positive P3b. To quantify the P3b, we

used the same sensors and time window used above in

the section on the Distractor P3b.

The average amplitude in the distractor P3b window was

0.29 μV for correct trials and 1.00 μV for incorrect trials. The

difference between these two values was significant, t(19) =

2.57, p = .02, showing that errors in reporting the target were

associated with larger P3bs elicited by the negative distractor

picture.

We might also expect that the P3b to targets would

be larger on correct trials, relative to incorrect trials,

because one could assume that the target was more

likely to have gained access to WM on correct trials,

and this appears to be the case in the waveforms shown

in Fig. 11. A t-test on the average amplitude in the

interval from 435 to 795 ms, relative to target onset

(635–995 ms relative to distractor onset), confirmed that

the target P3b was larger on correct trials (2.66 μV)

than on incorrect trials (1.87 μV), t(19) = 2.74, p =

.013.

These data show that, relative to correct trials, incor-

rect trials are associated with a larger distractor P3b and

a smaller target P3b. In other words, there is a trading

relationship in the amplitudes of the P3bs elicited by

the distractor and target pictures, which supports the

hypothesis that competition for a central resource (WM

consolidation) is at least part of the reason that irrele-

vant negative distractor pictures suppress awareness for

closely following targets.

Discussion

The present experiment used ERPs to examine the mecha-

nisms responsible for EIB, the ability of a task-irrelevant,

negative picture to suppress awareness of a closely following

target picture. Given the phenomenal similarity between EIB

and the AB, we were specifically interested in whether the

processes that are thought to drive the AB might also be

responsible for EIB.

According to the central interference account of the AB, the

inability to report the second of two targets presented in close

temporal proximity reflects competition at a relatively late

bottleneck in target processing, such as consolidation of in-

formation into WM (e.g., Chun & Potter, 1995; for reviews,

see Dux & Marois, 2009; Martens & Wyble, 2010). In partic-

ular, this model assumes that T1 occupies the consolidation

process for an extended period of time, so that a closely

following T2 has to queue to gain access and is vulnerable

to masking by subsequent distractors. Electrophysiological

evidence in support of this account has been provided by

experiments that used the P3b component (Kranczioch et al.,

2007; Vogel et al., 1998) and the magnetic counterpart to the

P300, the M300 (Shapiro et Al., 2006; for simplicity, we will

refer to both components as the P3b), as a measure of access to

the consolidation process. These experiments have shown that

the amplitudes of the P3b associatedwith the two targets in the

stream have a trading relationship: A larger amplitude P3b

elicited by T1 is associated with a smaller amplitude P3b for

T2, and vice versa (Kranczioch et al., 2007; Shapiro et al.,

2006). In addition, errors in reporting T2 are associated with

larger P3bs to T1 (Shapiro et al., 2006; Vogel et al., 1998).

Both of these findings are consistent with the predictions of a

central interference account of the AB.

In the present study, we found a similar pattern of results.

Negative emotional pictures elicited a P3b component even

though they were irrelevant to the observer’s task. Important-

ly, error trials were associated with larger distractor P3b com-

ponents than were correct trials. These data suggest that

emotional pictures sometimes “automatically” gain access to

WM consolidation, thereby blocking access by the target

picture. Thus, central interference is a mechanism that plays

a role in both EIB and AB.

The neutral distractor pictures also impaired detection of

the following target, albeit much less than the negative

distractors (an approximately 9 % reduction in target accuracy

for neutral distractors, as compared with 28 % for negative

distractors). The neutral distractors did not appear to elicit a

P3b and produced a smaller reduction in target P3b amplitude,

relative to negative distractors. These results show the same

trading relationship between temporally proximal P3bs that

was observed in the AB and suggest a similar conclusion:

Larger P3bs elicited by distractor pictures reflect greater use of

a limited-capacity bottleneck mechanism that is required for

Fig. 11 Waveforms and topographic maps for the incorrect − correct

difference using the P3b sensors. Topographic plots display the incorrect

− correct difference at a latency of 500 ms for the distractor and 800 ms

for the target. Waveforms display data from the sensors depicted in white

(the same sensors used to measure the P3b in earlier analyses)
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awareness of closely following targets. Consequently, these

targets are less likely to gain admittance to the bottleneck,

resulting in smaller target P3b components. Therefore, the

same limited-capacity mechanism that is reflected in the P3b

component seems to play a role in target suppression in both

EIB and AB.

In addition, variations in two other components of the

ERP—the N2 and a posterior positivity—were related to the

occurrence of EIB. First, we consider the N2. In agreement

with earlier reports (Flaisch, Junghöfer, Bradley, Schupp, &

Lang, 2008; Peyk, Schupp, Keil, Elbert, & Junghöfer, 2009;

Schupp, Junghöfer, Weike, & Hamm, 2003a, 2003b), we

found that emotional pictures produced a larger N2 compo-

nent, as compared with neutral and baseline pictures. The

target picture, when it was not preceded by a distractor, also

elicited a prominent negative component that had a latency

and scalp distribution that was similar to the N2 elicited by

distractors. Given the similar temporal and topographic pat-

terns, both target and distractor N2s appear to be produced by

the same neural generator, which suggests that the N2 elicited

by emotional pictures, known as the EPN in the emotion

literature, may not be uniquely associated with emotional

stimuli, in agreement with earlier studies (see Schupp,

Flaisch, Stockburger, & Junghöfer, 2006). The significant

N2 generated by the neutral distractors suggests the same

conclusion.

The N2 to the target picture was largely eliminated when

the target was preceded by a distractor picture, and the mag-

nitude of suppression was larger following negative

distractors, as compared with neutral distractors. Negative

distractors themselves produced a larger N2 than did neutral

distractors, and thus the amplitudes of the N2s for distractors

and targets exhibited a trading relationship similar to that

which was observed for the P3b component: Larger distractor

N2s were associated with smaller target N2s. Importantly, the

distractor N2 was also related to accuracy in reporting the

target. Trials on which the observer failed to report the target

were associated with temporally extended N2s to the

distractor. Thus, the N2 and P3b components appear to act

in concert in producing EIB.

The relatively early latency of the N2 (~230–250 ms after

stimulus onset) and its scalp distribution over the posterior

occipital-temporal cortex are consistent with this component

being related to perceptual and/or attentional processes. One

possibility is that the N2 in AB and EIB paradigms is related

to the N2pc component, which is thought to index the alloca-

tion of object-based attention (Luck, 2011). Indeed, the N2

observed in the present study is similar in latency and topog-

raphy to the N2pc. The N2pc is normally strongly lateralized

and is measured by subtracting ipsilateral from contralateral

activity at posterior electrode sites (Luck, 2011). Our stimuli

were presented at fixation, resulting in a bilateral distribution

that precluded this subtraction approach. To the degree that

these components are the same, we speculate that the N2

reflects the capture of object-based attention by a salient but

task-irrelevant picture, as well as by relevant targets. A small

target N2 is associated with a failure of awareness for that

target, while a small distractorN2 reflects its failure to capture

attention, thereby resulting in a reduction in EIB. These results

suggest that EIB is at least partly due to a competition for

attentional resources. When a salient negative distractor pic-

ture captures attention, it elicits an N2, and this appears to

reflect access to a limited-capacity bottleneck and, ultimately,

consolidation into WM reflected in the P3b. In addition, the

extended duration of the negative distractor N2 on error trials

may reflect longer attentional engagement times followed by

prolonged disengagement, reflected in the posterior positivity

component (see below). Sustained attention to the distractor

would decrease the likelihood that the target is able to gain

access to the selection process required for entry into WM,

resulting in a “blink.”

Sergent et al. (2005) reported similar findings for the AB

task. They found reduced N2 and P3b components elicited by

the second target when it was blinked (see also Kranczioch

et al., 2007). They noted that at lags producing a blink, the N2

elicited by the second target overlapped in time with the P3b

elicited by the first target, suggesting that these two compo-

nents (N2 and P3b) reflect a common limited-capacity process

that cannot simultaneously process two temporally proximal

target events. They speculated that the N2 is an earlier man-

ifestation of the same limited-capacity process that is reflected

in the later P3b. One possibility is that the N2 component

indexes the selection of which objects or events will be passed

on to a second process, reflected in the P3b, which consolidates

information into WM. Thus, these two processes, and their

associated ERP components, would generally be closely

linked. If the selection process reflected by the N2 is a bottle-

neck that is limited to one object (or event; see Sheppard,

Duncan, Shapiro, & Hillstrom, 2002) at a time and the duration

of this process has an extended time course, it would appear to

be a candidate for playing a role in the AB and EIB.

Intriguingly, we also observed a robust posterior positivity

following the distractor that was larger for negative than for

neutral distractors. This component, which we call the poste-

rior positivity, appeared to persist for a longer time on trials on

which the observer failed to report the target, and it had a scalp

topography that was similar to that of the N2 but opposite in

polarity. This posterior positivity may be related to the Pd

component (Kiss et al., 2012; Luck & Hillyard, 1994; Sawaki,

Geng, & Luck, 2012; Sawaki & Luck, 2010) that is elicited by

task-irrelevant distractors in attentional capture paradigms.

Such distractors have been found to elicit an N2pc, followed

by a Pd, which may reflect a sequence of engagement and

disengagement of attention with respect to the distractor ob-

ject. Like the posterior positivity in our study, the Pd in these

recent studies had a scalp topography similar to that of the
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preceding N2pc, leading Sawaki and colleagues to conclude

that the “N2pc and Pd reflect related, but opposite, mecha-

nisms” (Sawaki et al., 2012, p. 7). While the posterior posi-

tivity component we observed strongly resembles the Pd, we

emphasize that inferring that they are the same component is

speculative, and future studies need to be conducted to con-

firm it.

Previous research on attention capture by emotional pic-

tures has concentrated on the EPN/N2, as well as the late

positive potential or LPP, which refers to a constellation of

positive components that appear to include the P3b and a

sustained positive slow wave. The LPP is larger for negative

than for neutral pictures and also appears to be related to

interference associated with irrelevant negative distractors

(Weinberg & Hajcak, 2011). Most previous investigators did

not comment on whether they also observed a posterior

positivity following negative pictures that overlaps in time

with the P3b, but it could have been overlooked because of

this overlap. One exception is a study by Foti, Hajack, and

Dien (2009), who used temporal-spatial PCA to separate the

LPP into the P3b, a positive slow wave, and a posterior

positivity that peaked at 343 ms following the negative

picture, with a maximum amplitude at occipital sites.

The scalp topography of this early LPP component appears

to be similar to the posterior positivity in the present article,

while its earlier onset is probably related to the slower presen-

tation rates used by Foti et al. (2009; their P3b to emotional

pictures was also approximately 100 ms earlier than ours).

They interpreted this component as being related to the P3b,

while we are suggesting that it might reflect a different under-

lying process than the P3b—namely, disengagement from the

emotional picture. Consistent with the latter claim, we found

that that the correlation between scores on the two factors in

our PCA that corresponded to the P3b and posterior positivity

components was not significantly greater than zero, r = −.008,

p = .973, despite our use of a Promax rotation, which allows

factors to be correlated. Future research should be directed at

exploring experimental manipulations that might dissociate

these two components.

Conclusions

We explored the neural signature of EIB, a phenomenon

whereby emotional distractors impair the detection of targets

that appear soon after them. We found that negative emotional

distractors elicit a large N2 component (perhaps reflecting

automatic capture of attention) and a P3b component (thought

to reflect consolidation of information into WM). The ampli-

tudes of these components were inversely related to the am-

plitude of the same components elicited by the target, such

that targets presented soon after emotional distractors showed

small N2s and small P3bs. In addition, the likelihood of errors

in reporting the target in the EIB task was related to the

magnitude and timing of the N2 and P3b components elicited

by the negative distractor. Emotional distractors also elicited a

posterior positivity resembling the Pd component, which

might reflect the process of disengaging attention from the

negative picture.

Are the same mechanisms that are at work in the AB also

responsible for EIB? We found some striking similarities

between ERP effects observed in the two paradigms. In both

cases, an inability to report a target following an earlier salient

input was associated with a suppression of the N2 and P3b

components associated with the target. Our results show that

emotional distractors capture attention early enough in pro-

cessing to be reflected in the N2 component and that they

disrupt attentional allocation to, and WM consolidation of,

subsequently presented targets. EIB and the AB appear to

involve the same limited-capacity mechanism that serves as

a bottleneck in the processing of rapidly presented visual

information. The question as to whether this overlap is com-

plete, or whether there may yet be some unique aspect to the

route through which emotional distractors disrupt target per-

ception, awaits further investigation.
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