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Abstract: One important application of natural language processing (NLP) is the recognition of
emotions in text. Most current emotion analyzers use a set of linguistic features such as emotion
lexicons, n-grams, word embeddings, and emoticons. This study proposes a new strategy to perform
emotion recognition, which is based on the homologous structure of emotions and narratives. It is
argued that emotions and narratives share both a goal-based structure and an evaluation structure.
The new strategy was tested in an empirical study with 117 participants who recounted two narratives
about their past emotional experiences, including one positive and one negative episode. Immediately
after narrating each episode, the participants reported their current affective state using the Affect
Grid. The goal-based structure and evaluation structure of the narratives were analyzed with a hybrid
method. First, a linguistic analysis of the texts was carried out, including tokenization, lemmatization,
part-of-speech tagging, and morphological analysis. Second, an extensive set of rule-based algorithms
was used to analyze the goal-based structure of, and evaluations in, the narratives. Third, the output
was fed into machine learning classifiers of narrative structural features that previously proved to be
effective predictors of the narrator’s current affective state. This hybrid procedure yielded a high
average F1 score (0.72). The results are discussed in terms of the benefits of employing narrative
structure analysis in NLP-based emotion recognition.

Keywords: emotion recognition; emotion lexicon; narrative structure; machine learning

1. Introduction

Emotion recognition in text is a highly important research field in Natural Language
Processing (NLP). There are various reasons why emotion recognition is an important task.
One of them is that emotion is a significant factor in mental functioning, and, consequently,
it has a role in cognitive functioning (e.g., decision making), political commitment, inter-
group relations, communicating with a chatbot, and forming sentiments. While NLP-based
emotion analysis in these fields would generally require an assessment of text producers’
self-rated emotional experiences to ensure adequate validity of the findings, the related
empirical studies mostly use external criteria. For example, Bostan and Klinger [1] recently
reviewed 14 emotion corpora, only one of which was found to have emotion annota-
tions obtained from the text producers themselves [2], while self-labeling (also called
distant supervision) was used to compile another corpus [3], in which tweets were an-
notated with the associated hashtags describing an emotion category (e.g., #joy). In the
remaining 12 cases, emotions were annotated by experts or crowdsourced readers. Impor-
tantly, however, Buechel and Hahn [3] conducted a comparative quality assessment of text
producers’ vs. readers’ annotations of the same texts, which revealed that the former had
better quality than the latter in terms of both inter-annotator agreement and distribution of
annotations. The present study aimed to contribute to the apparently less popular line of
research focused on a valid NLP-based assessment of text producers’ subjective emotional
experiences. In this study, participants were asked to recount two emotional episodes, one
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positive and one negative. The aim of this study was to test whether participants’ emotions
could be recognized from the structure of their narratives on those emotional experiences.

2. Related Work

Emotion recognition in text is commonly defined as a task of text classification. The
existing methods are based either on lexicons or on machine learning.

2.1. Lexicon-Based Methods

Lexicon-based classification typically relies on dictionaries of emotion labels and
emotionally charged words. Illustrative examples are the Linguistic Inquiry and Word
Count (LIWC) [4] and the NRC (National Research Council Canada) Valence, Arousal, and
Dominance Lexicon (Mohammad 2018a) [5]. The LIWC has dictionaries of positive and
negative emotions (337 and 618 words, respectively). Negative emotions comprise three
subcategories such as anxiety, anger, and sadness. The latest version of the LIWC [6] also
has dictionaries of positively and negatively toned words (102 and 1530 words, respec-
tively). The LIWC was compiled by expert annotators, while the NRC Valence, Arousal,
and Dominance Lexicon by crowdsourcing. This latter has around 20,000 words, whose an-
notation was based on the three-dimensional model of emotions including arousal, valence,
and dominance [5].

Lexicon-based methods are widely used in emotion recognition due to their trans-
parency and straightforward applicability. Since the compilation of emotion lexicons
is based on theoretical considerations concerning separate words, such lexicons have
the advantage of versatile application across various text types and domains. However,
lexicon-based methods sometimes have limited coverage of relevant words and thus limited
applicability to large datasets [7].

2.2. Machine Learning Methods

Machine learning methods improve the performance of lexicon-based methods by
widening the feature set of linguistic analysis (e.g., word n-grams, character n-grams, word
embeddings, affect lexicons, negation, punctuation, emoticons, or hashtags [1]), and by
their capacity to infer decision rules on which emotion recognition is based. While previ-
ous studies experimented with various models of emotion recognition such as Random
Forest [8] and Support Vector Machine [9], the state-of-the-art models of emotion classifica-
tion are based on deep learning methods, including Convolutional Neural Network [10],
Long-Short Term Memory [11], and BERT [12].

Due to the expanded set of linguistic features, machine learning methods usually
have high coverage. However, since machine learning methods are trained with one
particular corpus, and thus they are adjusted to the specificities of that corpus, their
performance is less generalizable across different corpora [1]. Bostan and Klinger [1], for
example, compared the quantitative similarity across the 14 emotion corpora by selecting
the 5000 most common words from each corpus and calculating their cosine similarity
measure. They found that it varied between 0.48 and 0.96. It indicates that there are
domains that are similar to each other (e.g., blogs and tweets). However, there are also
dissimilar domains (e.g., news headlines and tweets). Furthermore, recent research also
indicates that there could be significant differences in styles among texts coming from the
same domain. Recently, there has been active research on how style differences can be
transformed by NLP methods [13–15].

It is an observable general trend in NLP-based emotion recognition that machine
learning methods outperform lexicon-based methods in terms of F1 score, even though
the related studies use different corpora and different emotion category systems. For
example, one study [7] used the LIWC emotion dictionaries to analyze about 664 thousand
tweets for eight basic emotion categories (anger, anticipation, disgust, fear, joy, sadness,
surprise, and trust), obtaining a relatively low performance level (F1 = 0.35). By comparison,
Potapova and Gordeev [8] analyzed 10,000 sentences from movie reviews coded as either
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positive or negative. They compiled a set of words and phrases expressing aggression
and, using the Random Forest method, obtained a substantially higher performance level
(F1 = 0.58). Mohammad [9] developed a lexicon for Ekman’s six basic emotion categories
(anger, disgust, happiness, sadness, fear, and surprise) based on the occurrences of emotion
category words as tweet hashtags. To evaluate the lexicon, he analyzed 1000 headlines
and used the Support Vector Machine model. He observed somewhat lower performance
level (F1 = 0.44). The state-of-the-art machine learning models usually achieve even higher
performance. Deriu et al., [16] for example, used the Convolutional Neural Network model
to analyze 300 million tweets coded for valence (positive, negative, or neutral), reaching
higher performance (F1 = 0.62). Felbo et al. [11] analyzed 1.2 billion tweets for 64 categories
using the Long-Short Term Memory distant supervision method, also observing slightly
higher performance levels (F1s = 0.69 to 0.75). Finally, Cortiz [17] classified 58 thousand
Reddit comments under 27 emotion categories with the BERT model and obtained a low
performance level (F1 = 0.46).

2.3. Study: Emotion Recognition Based on Narrative Structure Analysis

The present study tested the effectiveness of narrative structure analysis in NLP-based
emotion recognition, which is the first attempt in the field, to the authors’ knowledge.
The rationale behind this innovative approach is that narrative is a text genre commonly
used to describe and express emotions [18]. A narrative comprises a set of temporally and
logically connected actions [19]. Although most approaches focus on the role of narrative
in knowledge representation (e.g., [20]), it can be argued that narrative is also related to
emotions. Some authors even argue that emotions and narratives have a homologous
structure [21–23]. The present study focuses on two homologous structural features of
narratives and emotions, which are defined in the context of a popular distinction between
the three levels of a narrative, including the story, which concerns the events recounted, the
discourse, which concerns how the events are recounted, and narration, which concerns
the situation in which the events are recounted [24].

The first homologous structural feature is a goal-based structure, which can be de-
scribed at the level of discourse. According to the appraisal theory of emotion (e.g. [25]), an
emotional response is elicited by appraisal of an event. Appraisal is based, to a considerable
extent, on how the event influences goal attainment. Events supporting vs. hindering
goal attainment are appraised as positive vs. negative events, respectively. Similarly, the
actions comprising a narrative are selected, connected, and evaluated according to their
relationship with a goal pursued by the protagonist. In this perspective, a narrative begins
with an event that corrupts or contaminates the status quo. In response to the altered state
of affairs, the protagonist sets a new goal, makes plans for goal achievement, and takes
action to achieve the goal. The chain of actions terminates when the goal is achieved or
changed. Arguing for the common goal-based structure of emotions and narratives, Stein
and Hernandez [23] suggest that mapping a goal-based narrative structure onto emotional
processes provides a testable model of the relationship between cognitive appraisal and
emotional responses.

The second homologous structural feature is evaluative structure, which can be de-
scribed at the level of narration. As it was mentioned, narratives may contain descriptions
of past appraisal processes. However, when past events are recounted verbally, the person
may reappraise the past events. Correspondingly, the narrator evaluates the narrative
events during narration. Evaluation is carried out by adding an evaluative structure to
the events included in the narrative [18]. The successful sharing of a narrative requires the
narrator to use linguistic means of evaluation, by which they clarify the significance of the
events for their audience. By telling a narrative lacking in evaluation, the narrator risks the
loss of their audience’s interest. However, recent research shows that narratives elicit affect
not only in their audience [26], but also in their narrators [22].
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2.4. Natural Language Processing and Narrative Analysis

Recent research in Natural Language Processing (NLP) focuses increasing attention
on the analysis of narrative structure [for a review, see 21]. The related NLP developments
are targeted at diverse objectives including the detection of various narrative features such
as agents and their relationships [27], plotline [28], and temporality [29], to only mention a
few examples.

However, emotion recognition methods are rarely designed specifically for narrative
texts. One of the few exceptions is the NARCODER [20], which reveals the goal-based
structure of narratives by coding keywords and multiword expressions. Other studies
focus on the distribution of emotion words in narratives. Alm and Sproat [30] analyzed
23 Grimms’ fairy tales. The researchers manually coded a small set of emotions (angry,
disgusted, fearful, happy, sad, positive and negative surprise) in each sentence of the texts.
They found that the frequency of positive, negative, and neutral emotions followed a
wave-shaped trajectory in the tales, each segmented into five units of equal length. The
trajectory can be explained by considering the goal-based structure of narratives. In the
first unit, there is low emotion intensity as the narrator describes the initial status quo. In
the second unit, there is a peak of negative emotions, probably due to the precipitating
event. Finally, in the last unit, there is a peak of positive emotions, probably due to goal
achievement. In a similar vein, Boyd and his colleagues [31] analyzed a large and diverse
set of narratives. They found a universal wave-shaped pattern of cognitive tension in the
narratives, which were also segmented into five units each. The use of cognitive process
words increased in the middle of the narratives (between the second and fourth units). This
pattern can also be explained by the goal-based structure of narratives, since the increased
frequency of cognitive process words is consistent with the process of working through the
difficulties of goal achievement.

However, it is important to note that studies on the automatic generation of narratives,
which focus on the suspense elicited in the audience, consider narratives and emotions as
closely related to each other [32].

The present study proposes a novel approach to emotion recognition, which utilizes
measurable basic properties of overall narrative structure to assess text producers’ affective
states, in contrast with existing approaches focused on the distribution of specific emotion
terms (as opposed to non-emotion terms making up the bulk of the analyzed text). The
structural properties utilized in the present study are elements of goal-based structure and
evaluative structure, which are discussed in detail below.

2.4.1. Analysis of Goal-Based Structure: Narrative Transformation

Narratives having a goal-based structure provide ample insight into the mental realm
of the protagonist and other characters. This is because a narrative having a goal-based
structure describes not only the goal of the protagonist but its subjective reactions to the
chain of narrative actions as well. This aspect of the narrative is aptly grasped by Jerome
Bruner, who notes that “narrative deals with the vicissitudes of human intentions” [33]
(p. 16). One way to detect the mental realm in a narrative is based on the differentiation
between the landscape of action and the landscape of consciousness [30]. While events
described objectively pertain to the landscape of action, the same events can be described
subjectively, that is, in relation to the consciousness of a character. An action can be trans-
ferred from the landscape of action to the landscape of consciousness by using narrative
transformations. An early study [34] describes 12 categories of narrative transformations
(see Table 1 for definitions and examples). Narrative transformation can be achieved by
several linguistic operations, some of them using single words, while others adding a new
clause to the description of an action.
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Table 1. Definitions and examples for narrative structural features (Hungarian lexicon examples are
added in square brackets).

Narrative Structural Features Definition Example
(Lexicon and Sentence)

Narrative transformation

Mode Expression of possibility, impossibility,
necessity, or prohibition of an action.

will, must, used to
[fog, kell, szokott]
I will open the book.

Intention The intention to perform an action.
want, decide, goal
[akar, dönt, cél]
I wanted to go there.

Result Action presented as already accomplished.
manage, achieve, prevent
[sikerül, elér, megakadályoz]
I managed to get to the station on time.

Manner Specification of the manner in which an
action occurs, or expression of its intensity.

adverb
He firmly pointed out the flaws.

Aspect Expression of the temporal contour of
an action.

start, finish, bring up
[kezd, befejez, megállít]
I started to get into running.

Status Negation of the action
not, never, without
[nem, soha, nélkül]
I did not make the mess.

Appearance Indication of the replacement of one event
by another.

seem, bewilder, pretend [tűnik,
megtéveszt, színlel]
It seemed to stop raining.

Knowledge Description of awareness of the action. understand, contrive, feel [megért, kitalál, érez]
I understood what he was doing.

Description Description of an act of communication.
call, describe, chat
[hív, leír, beszélget]
I called my sister.

Supposition Description of anticipation of a
future action.

expect, tomorrow, then
[vár, holnap, majd]
I expected something different.

Subjectivation Attribution of the action, as an object of
observation, to a subject.

remember, consider, doubt
[emlékszik, fontol, kételkedik]
I remember vividly.

Attitude Description of the state elicited in the
subject by the action.

wonder, laugh, enjoy
[csodálkozik, kinevet, élvez]
I wonder why you are here.

Narrative evaluation

Comparative Comparison between any aspects of two
narrative events.

Comparative and superlative adjective,
conjunction than [mint]
I was happier this morning than yesterday.

Quantifier Expression of the quantity of any aspect of
an event included in a narrative.

all, some, enough
[összes, egész, elég]
All my hopes are gone.

Qualification Emphasis added to the description of any
aspect of a narrative event.

Primary adjective
It was a happy day.

Explanation Insertion of unknown information in
the narrative.

so, consequently, because
[ezért, következésképp, mert]
So now they have come to us.
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2.4.2. Analysis of Evaluative Structure: Narrative Evaluation

Another early study [18] provides a detailed description of those linguistic features that
can be used to evaluate narrative events. These linguistic features increase the complexity
of the otherwise simple syntax of narrative clauses. This study deals with four subtypes
of narrative evaluation as follows. Quantifiers are a subtype of intensifiers, which express
the quantity of any aspect of an event included in a narrative. Comparatives are a subtype
of comparators, which make a comparison between any aspects of two narrative events.
Finally, qualifications and explanations are two subtypes of explicatives. Qualifications
locate events on the dimension of valence defined by negative and positive endpoints,
while explanations insert some information in the narrative that helps the appropriate
interpretation of any aspect of a narrative event unfamiliar to the audience (see Table 1 for
definitions and examples).

The present study tested a novel strategy of NLP-based emotion recognition based
on linguistic features of the goal-based structure and evaluative structure of narratives.
Considering these linguistic features as the most basic and thus ubiquitous building blocks
of narrative texts, as opposed to emotion lexicons showing sporadic occurrences and highly
variable frequencies within and across narratives, the proposed structural measures were
expected to have higher coverage than emotion lexicons.

On the basis of the theoretical considerations suggesting that emotions and narratives
have a homologous goal-based structure and evaluative structure, it was hypothesized that
NLP-based measures of these two narrative structural features would reveal the narrator’s
current affective state, thereby contributing to NLP-based emotion recognition.

The hypotheses were tested in an empirical study.

3. Materials and Methods

Participants
The study involved 117 university students (85 females and 32 males) aged 18 to

28 years (M = 24.2, SD = 2.8). All participants were native Hungarian speakers, and they
took part in the study voluntarily.

Measures
The participants’ affective state during narration was assessed with the Affect Grid [35],

which is a brief yet sensitive measure of short-term changes in one’s affective state. The
Affect Grid has a single item presented in a 9×9 grid format, which represents affective
states in the two-dimensional space of Russell’s [35] model. The respondent marks the
cell that best indicates their current affective state. Affect descriptors placed at each corner
and at the midpoint on each side support the respondent’s orientation in the grid. The
psychometric properties of the measure indicate good convergent validity and adequate
interrater reliability.

Procedure
Every participant wrote an autobiographical narrative about each of two topics, in-

cluding losing some property and finding someone else’s lost property. The order of
presentation of the narrative writing tasks was counterbalanced. Immediately after com-
pleting each narrative (i.e., twice during the procedure), the participants indicated their
affective state using the Affect Grid.

Analysis of Narratives
First, the magyarlanc linguistic parser [36] was used to preprocess the text of the

narratives. The magyarlanc annotates Hungarian texts for token boundaries, part-of-speech
(POS) categories, lemmata, and morphological features. Stopwords were not excluded
from the analysis.

Second, the narratives were analyzed with a set of rule-based algorithms for the
12 narrative transformations and four types of narrative evaluation described above. The
analysis was based on customized lexicons and occasionally part-of-speech categories (see
Table 1 for examples of lexicon and sentence context).
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The rule-based algorithms were tested for reliability by comparing the output of
machine analysis with that of human coding obtained for a sample of 23 narratives. The
F1 scores computed for the 16 algorithms indicated that each algorithm was adequately
reliable (F1 > 0.80 in all cases, which is a commonly accepted criterion level in psychological
text analysis; (see, e.g., [37])).

4. Results

Each of the 117 participants wrote two narratives, thus the overall corpus comprised
234 narratives (total sentence count = 1583; total word count = 22,019). The word count of
each narrative ranged from 22 to 404 (M = 94.1, SD = 64.9).

Frequency data for the 12 narrative transformations, four types of narrative evaluations
and emotion lexicons are presented in Table 2. While each structural feature showed
zero frequency in one or more narratives, a repeated measures ANOVA test indicated a
significant difference between the average frequencies of the three features (F(1.139,265.296)
= 324.1, p < 0.001). Follow-up paired t-tests indicated that the participants used narrative
transformations significantly more frequently than narrative evaluations (t(233) = 16.7;
p < 0.001), and, furthermore, they used narrative evaluations significantly more frequently
than emotion lexicons (t(233) = 16.9; p < 0.001).

Table 2. Frequency of emotion lexicons, narrative transformations, and evaluations.

Variables Frequency

Minimum Maximum M SD

Emotion lexicons 0 10 2.0 1.8
Narrative transformations 0 141 24.7 19.7
Narrative evaluations 0 54 11.3 9.3

To assess the potential of the narrative transformation and narrative evaluation mea-
sures for emotion recognition, the absolute frequencies obtained for each structural feature
were normalized and then fed into a machine learning procedure. Regarding the narrator’s
affective state, the dimensional data obtained with the two nine-point scales of the Affect
Grid (i.e., valence and arousal) were transformed into grouping variables for the purpose
of the classification task. On the one hand, the overall corpus of 234 narratives was divided
into low vs. high arousal groups using the median as the cutpoint. On the other hand, each
narrative was assigned to one of the following four groups: high positive, low positive,
low negative, and high negative valence. The narratives eliciting positive vs. negative
affective states were used separately due to known differences in the structure of narratives
about positive vs. negative experiences [38]. Of all narratives, 80% were used to train the
machine learning algorithm, and 20% for testing. The k-nearest neighbors (k-NN) method
was used for machine learning. Distances were calculated with the overlap metric. Testing
different values for K shows that the best value for K in our application is 5. For validation,
a k-fold cross-validation method was used where k = 10. The entire analytic process was
repeated on the TD-IDF vectorized texts. The contribution of narrative features to emotion
recognition was assessed with the performance measures of recall, precision, accuracy and
F1 score. Table 3 presents the obtained performance measures, which indicate the power of
the algorithms for predicting the narrator’s arousal level and the valence of their positive
or negative affective state.

As baseline, we present a model that employs emotion lexicons as the predictors of
the narrator’s affective state. Lexical emotion categories were analyzed with the emotion
dictionaries of the Narrative Categorical Content Analysis system (NarrCat) [39], which
contain words and expressions marking positive and negative emotions. We used these
lexicons because psychological text analysis generally relies on lexicon-based methods
(see, e.g., LIWC [4]). As presented in Table 3, the baseline model showed moderate and
fluctuating power for predicting the narrator’s affective state. The baseline model had the
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highest predictive power for positive valence, followed by that for arousal and for negative
valence. The employed k-NN method used with normalized data produced somewhat
higher performance levels than the k-NN method used with TD-IDF vectorized data.

Table 3. Performance measures of the models (R: Recall, P: Precision, A: Accuracy, and F1 score).

Classifier Predictor
Variables Arousal Positive

Valence
Negative
Valence

R
%

P
%

A
%

F1
%

R
%

P
%

A
%

F1
%

R
%

P
%

A
%

F1
%

k-NN

Emotion lexicons 54.7 54.6 55.1 54.6 66.5 66.5 66.5 66.7 50.0 29.3 58.5 36.9

Narrative
transformations 73.7 75.2 75.4 74.4 70.8 72.2 70.3 71.5 70.9 71.9 69.2 71.4

Narrative evaluations 61.4 63.7 63.2 62.5 58.8 59.9 58.4 59.3 62.5 64.8 62.2 63.6

k-NNTF-IDF

Emotion lexicons 55.2 55.4 52.6 55.3 64.3 65.3 63.2 64.8 50.0 29.3 58.5 36.9

Narrative
transformations 67.2 67.7 67.6 67.4 63.6 64.3 64.1 63.9 65.6 65.1 66.2 65.3

Narrative evaluations 52.8 52.3 54.1 52.5 52.2 53.7 51.8 52.9 51.3 52.1 58.2 51.7

The model with narrative transformations as the predictor showed the best perfor-
mance in emotion recognition, having equally high predictive power for all three measures
of affective state (see Table 3).

Finally, the model with narrative evaluations as the predictor showed performance
levels comparable to those of the baseline model. The predictive power of narrative evalua-
tions was equal for negative valence and arousal and slightly lower for positive valence.

5. Discussion

The present study tested a new strategy of NLP-based emotion recognition utilizing
narrative structure rather than emotion lexicons. The results confirmed the success of
the proposed strategy. Frequency data for narrative structural features produced higher
coverage compared to those for emotion lexicons. This difference was due to treating the
tested linguistic features as structural dimensions of narratives.

The study also found that narrative transformations performed better than emotion
lexicons in predicting the narrator’s affective state. Furthermore, the model with overall
frequency of narrative transformations as the predictor is comparable to several alternative
predictive models [8,9], and it is very close to the performance level of the state-of-the-
art deep learning methods [10–12]. That is, the model meets the general trend in NLP-
based emotion recognition that machine learning methods, and especially state-of-the-art
models, outperform lexicon-based methods in terms of F1 score. The predictive power of
narrative evaluations was comparable to that of emotion lexicons. One possible reason
for the relatively low performance levels obtained for narrative evaluations lies in the
communicative context of the study. Specifically, the participants were not presented
with any information about the prospective reader or readers of their autobiographical
narratives, thus they recounted their memories in an impersonal rather than interactive
setting, which might result in less elaborate reappraisals of past events.

This latter finding is in line with the view that emotions and narratives have a ho-
mologous structure [21–23], which has several implications for future research. First,
it significantly expands the range of those linguistic features that are potentially use-
ful in emotion recognition, which is an important advantage of the proposed approach.
Since narrative structure is rather complex, many narrative structural features can be
tested for their value in emotion recognition. Besides goal-based structure [23] and narra-
tive evaluation, Habermas [21] also enumerates actions and normality. The inclusion of
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these homologous structural features may further improve the effectiveness of NLP-based
emotion recognition.

Second, it suggests that narrative structural features have promising potential for
assessing text producers’ affective states without using external criteria (e.g., self-report
measures, independent observers’ judgments), which may be especially useful in cases
when emotion recognition is motivated by an interest in psychological processes.

One important aspect of the evaluation of an algorithm considers its generalizability
across different domains and styles [13–15]. The tested narrative-based emotion recognition
procedure can be expected to have high generalizability for at least two reasons. First,
although not all of the diverse text types previously sampled in test corpora are typically
characterized by a proper narrative structure (e.g., blogs, tweets, social media posts and
comments, news articles, fairy tales), they all contain some of the narrative transformations
and evaluations on which the analytical procedure employed in the present study was
focused. Second, the present study adopted a dimensional conceptualization of affect
proposed by Russell and his colleagues [35], according to which the two dimensions of
affect are arousal–sleepiness and pleasure–displeasure. This dimensional approach is more
consistent with a narrative-structure-based strategy of emotion recognition compared to
a categorical approach, since narratives usually contain occurrences of diverse emotion
categories. A dimensional approach offers better manageability of emotional diversity and
better generalizability of findings obtained for narratives about different events.

Finally, the obtained findings broaden the scope of utilizing narrative structure in NLP
research, in which field narratives provide an important subject of empirical research on
knowledge representation [20], while the present study demonstrates their value in the
investigation of emotions, which is another important advantage of the proposed approach.

The findings demonstrate that a hybrid lexicon- and machine-learning-based analysis
of narrative structure is feasible. The procedure employed in the present study combined
lexicon-based analysis with machine learning algorithms to recognize emotions. These
two levels of analysis were integrated into an intermediate-level procedure where lexicons
and other relevant linguistic features such as part-of-speech categories and morphological
properties were used to implement the linguistic operationalization of narrative structural
features. Due to the complexity of these features, their linguistic operationalization was
implemented by a set of rule-based algorithms.

Furthermore, the results contribute to a better understanding of the emotionality of
narratives. According to the appraisal theory [25], emotions are dependent on appraisal
processes. Emotional appraisal is indicated by evaluations in narratives [23]. However,
the argument for the homologous structure of emotions and narratives implies that there
are two layers of appraisal when a person recounts past events: the past appraisal of the
events and the reappraisal of the events during narration. These two layers of appraisal
can be related to the protagonist and the narrator, respectively. The narrative approach
adopted in the present study points out that autobiographical narratives integrate these
two layers of emotions during narration. Studies of narrative generation also distinguish
between these two layers of emotions by making a distinction between suspense elicited by
the protagonist and suspense elicited by the narrative [32].

The present study has several limitations. One of them is that the findings were
obtained for a relatively small and homogeneous sample of young adults. The small sample
size calls for caution when interpreting the obtained performance measures, since it might
result in increased classification accuracy [40] and biased F1 scores as well. Nonetheless, a
factor mitigating the potential effects of the small sample size is the low dimensionality
of the data, which was ensured by a hybrid method that enabled us to use a feature set
limited to only 16 dimensions (including 12 types of narrative transformations and four
types of narrative evaluation). As a result, a low feature-to-sample ratio was obtained,
which indicates, according to Vabalas et al. [40], that the tested models are unlikely to be
substantially overfitted. Furthermore, a notable merit of the dataset against its small size
is that it is a result of a high-cost data collection process. The reported findings concern
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the predictive relationship between structural features of personal narratives and self-
reported data on the narrators’ affective states at the time of narration, with which no
comparable findings, obtained with a hybrid method, are available to our knowledge.
Another limitation is posed by the topical homogeneity of the analyzed corpus, which is
due to collecting narratives in response to two closely related topics. A further limitation
is that while the proposed high generalizability of the obtained findings relies on the
assumption of a universal narrative structure of diverse text genres, the study provided no
related empirical data. Future research should examine whether and to what extent the
results of the study could be generalized across different text types and domains frequently
used in studies of NLP-based emotion recognition.

6. Conclusions

The present study demonstrates the utility of narrative structure analysis in NLP-
based emotion recognition. Furthermore, the obtained findings underline the importance
of further empirical studies on the homologous structural properties of emotions and
narratives, which may foster progress in both theoretical and applied research on emo-
tion recognition, especially regarding studies motivated by an interest in text producers’
psychological processes.

Further research efforts are planned to be made in the following directions: (1) us-
ing larger sample of narratives; (2) direct comparisons between the proposed narrative-
structure-based model and other machine learning methods on the same corpus; (3) assess-
ment of the generalizability of the proposed model across different text types (e.g., blogs,
public communications via social media and social networking sites, news articles, online
costumer reviews), thereby possibly gaining important insights into the methodological
implications of the diversity of domain and language style [13–15]; (4) development of
an English version of the model; (5) employing the model in the exploration of emotional
contagion processes in personal and internet-mediated communication, which may provide
valuable empirical insights into group formation processes and the dynamics of diverse
groups (e.g., of customers, voters, or citizens).
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