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ABSTRACT Recently, electroencephalogram-based emotion recognition has become crucial in enabling 
the Human-Computer Interaction (HCI) system to become more intelligent. Due to the outstanding 
applications of emotion recognition, e.g., person-based decision making, mind-machine interfacing, 
cognitive interaction, affect detection, feeling detection, etc., emotion recognition has become successful in 
attracting the recent hype of AI-empowered research. Therefore, numerous studies have been conducted 
driven by a range of approaches, which demand a systematic review of methodologies used for this task 
with their feature sets and techniques. It will facilitate the beginners as guidance towards composing an 
effective emotion recognition system. In this article, we have conducted a rigorous review on the state-of-
the-art emotion recognition systems, published in recent literature, and summarized some of the common 
emotion recognition steps with relevant definitions, theories, and analyses to provide key knowledge to 
develop a proper framework. Moreover, studies included here were dichotomized based on two categories: 
i) deep learning-based, and ii) shallow machine learning-based emotion recognition systems. The reviewed 
systems were compared based on methods, classifier, the number of classified emotions, accuracy, and 
dataset used. An informative comparison, recent research trends, and some recommendations are also 
provided for future research directions. 

INDEX TERMS Emotion, Electroencephalogram, Human-computer interaction, Deep learning, Shallow 
learning.
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NOMENCLATURE 

 
Acronym Full Form 

AI Artificial Intelligence 
BDAE Bimodal Deep Auto Encoder 
CFS Correlation-based Feature Selector 
CNN Convolutional Neural Network 
CNS Central Nervous System 
CV-CNN CNN model used for Computer vision 
CWT Continuous Wavelet Transform 
DASM Differential Asymmetry 
DBN Deep Belief Network 
DCAU Differential Causality 
DCT Discrete Cosine Transform 
DE Differential Entropy 
DEAP Database for Emotion Analysis using 

Physiological Signals 
DE-CNN Dynamic  Empirical  Convolutional Neural 

Network 
DNN Deep Neural Network 
DT Decision Tree 
DWT Discrete Wavelet Transform 
EEG Electroencephalogram 
EMD Empirical Mode Decomposition 
EOG Electrooculography 
FFT Fast Fourier Transform 
FG-SVM Fine Gaussian Support Vector Machine 
GA Genetic Algorithm 
GAN Generative Adversarial Network 
GPU Graphical Processing Unit  
HCI Human-Computer  Interaction 
HCNN Hierarchical Convolutional Neural Network 
HHT Hilbert–Huang Transform 
HOC Higher Order Crossing 
ICA Independent Component Analysis 
kNN k Nearest Neighbor 
LDA Linear Discriminant Analysis  
LS-SVM Least Square  Support  Vector  Machine  
MC-
CNN 

Multi-Column Convolutional Neural 
Network 

MCSVM Multi-Class  Support  Vector  Machine  
MLP Multi -Layer Perceptron 
mRMR Minimum Redundancy Maximum Relevance 
NB Naïve Bayes  
PANA Positive Activation Negative Activation  
PCA Principal Component Analysis  
PCC Pearson Correlation Coefficients 
PC-RNN Parallel Convolutional Recurrent Neural 

Network 
PSD Power Spectral Density 
PSO Particle  Swarm  Optimization  
RA-CNN Regional Asymmetric Convolutional Neural 

Network 
RASM Rational Asymmetry 
RF Random Forest 
RGNN Regularized Graph Neural Network 
 

Acronym Full Form 
RNN Recurrent Neural Network 
SEED SJTU Emotion EEG Dataset 
STFT Short-Time Fourier Transform   
SVM Support Vector Machine 
VEn Voting Ensembles 
WT Wavelet Transform 
ZC  Zero Crossing 
 
 
I. INTRODUCTION 
 

Emotion recognition is the process of comprehending and 
extracting the current human mental state or the modes of 
mind. A significant amount of research has been conducted 
about emotion recognition from brain signals in recent years 
[1]–[7]. With the advancement of Artificial Intelligence (AI) 
technologies, emotion recognition has become an 
indispensable part of research in the field of neuroscience, 
computer science, cognitive science, and medical science 
[8]–[11]. Although the expression of the human face [12]–
[17], body movement [18]–[20], gesture [21], [22], etc. also 
express one’s emotional condition, it is significant to extract 
original emotion from spontaneous brain 
Electroencephalogram (EEG) signal. And that is because any 
type of thought, imagination, dream, and plan of human 
beings have a meaningful and indicative impact on the 
formation of brain signals [23]–[25]. Moreover, subjects 
have no way to control the automatically generated EEG 
signal. Besides, emotion recognition from voice, gesture, and 
posture becomes impossible for the inarticulate or physically 
handicapped people who cannot speak or express their 
emotions through gesture or posture. Therefore, it can be said 
that EEG is a suitable means of extracting human emotion 
and is already devoted to understanding human emotion in 
many studies.  

Emotion recognition using EEG has become an exciting 
and fast-growing area of research [26], [27]. As a result, the 
number of publications per year is increasing continuously as 
shown in Fig. 1. The data of several published articles were 
collected from ‘PubMed’ website by searching ‘Emotion 
recognition from EEG’. 

 
 
 
 
 
 
 
 
 
 

 

FIGURE 1. The number of publications per year on emotion recognition 
from EEG is increasing continuously. The number of publications in 2020 

has declined may be due to COVID-19 pandemic. 
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FIGURE 2. The categorization of general emotion recognition systems. 

 
However, EEG is the signal of very small amplitude; 
therefore, recognizing emotion from EEG is a very 
challenging task. Nevertheless, numerous researchers have 
attempted to alleviate this problem by adopting sophisticated 
techniques, including deep learning-based [28]–[33] or 
shallow machine learning-based [34]–[39] approaches on 
either raw signals or combined extracted features to 
recognize exact emotion. 

In this paper, many emotion recognition systems are 
analyzed. Basically, the whole system of emotion recognition 
from EEG can be classified into two major groups i) Deep 
machine learning-based system, ii) Shallow machine 
learning-based system. The deep learning-based systems 
including CNN, DNN, DBN, RNN, BDAE, VEn, etc. are 
used as classifiers. On the other hand, shallow learning-based 
systems including SVM, kNN, RF, DT, ANN, PNN, MLP, 
etc. are used as classifiers. This study also showed the overall 
performance of both types of systems along with some 
background information. The schematic diagram of our study 
is shown in Fig. 2. 

For this review, the literature search was conducted by 
following the strategy of PRISMA (Preferred Reporting 
Items for Systematic Reviews and Meta-Analyses) as shown 
in Fig. 3. Firstly, in the identification step, a search was 
carried out by querying ‘Google Scholar’ and ‘PubMed’ with 
the term ‘Emotion recognition from EEG’ year range of 2015 
to 2020. Here, 762 articles were identified. Next, in the 
screening step, the articles of non-English language and the 
review, database, or letter type articles were excluded. Later 
the article title and abstract were screened one by one, and 
169 articles were found that had irrelevant research 
objectives and 48 articles methods were not matched. 
Afterward, 72 articles were remained that were checked in 
detail. At last, 31 articles were excluded because these did 
not mention the exact number of emotional states and some 
articles (12) did not represent the feature extraction methods 
or classification algorithms explicitly. Through the sequential 
process of identification, screening, and eligibility testing  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 3. The PRISMA technique-based article search strategy 

including the reasons for inclusion and exclusion. 

 
finally, 41 papers were included to conduct this review 

process. 
This review article will be cooperative for the following 

contexts:  
1) Introductory information regarding emotion, EEG 

signal analysis, necessary software, available datasets, 
popular features, and classifiers are described 
thoroughly, which provides useful domain knowledge 
to the new researchers.  

2) Performance comparison based on features of deep 
learning and shallow machine learning-based 
classification algorithms is thoroughly presented that 
may assist the researchers of intermediate level in 
finding out advanced research direction.  

3) A summary of a list of highly-relevant articles with 
their limitations and recommendations are also 
provided, which may facilitate expert-level researchers 
their way-forward to design a perfect emotion 
recognition system for real-world applications. 

The arrangement of this paper is stated below. A short 
note on emotion, EEG, EEG data acquisition techniques, and 
analyzing software are narrated in the "Overview" section. 
The step-by-step procedure, feature, and classifier, etc., are 
described in the section named "General Framework for 
Emotion Recognition". Next, a performance comparison of 
deep learning and shallow learning-based recognition 
systems is presented in the "Discussion" section. Finally, 
after presenting the "Observations and Recommendations" 
section, the paper was concluded. 
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II. Overview 

A. EMOTION 

Emotion is a spontaneous feeling that implies how we act for 
a particular instance. For different situations, a person may 
have a different feeling like happiness, fear, anger, boredom, 
etc. A person’s character indicates the present mental states, 
behavior, and thought, which can be simply termed as 
emotion[40], [41], its accurate quantification is uncountable. 
However, according to recent research articles, very common 
types of human emotional states are amusement, boredom,  
 
 
 
 
 
 
 
 
 

 

 

FIGURE 4. The 2D model of emotion consists of the dimensions named 
valence and arousal. 

 
 
 
 
 
 
 
 
 
 
 
 

 

FIGURE 5. The 3D model of emotion consists of the dimensions named 

valence, arousal and dominance. 

disgust, excitement, joy, satisfaction, sympathy, romance, 
horror, entrancement, confusion, awe, nostalgia, fear, 
empathetic, calmness, anxiety, admiration, awkwardness, 
triumph, sadness, nostalgia, interest, envy, craving, 
adoration, etc. [42]–[44]. To classify or organize emotions, 
many psychologists proposed numerous models that are 
summarized in Table I. Among them, Russel’s Circumplex 
2D model [45] is a popular one. 

According to dimensionality, the emotion model can also 
be categorized into two types, namely the 2D (Two-
Dimensional) Model and the 3D (Three-Dimensional) 
Model. The 2D model classifies emotions based on two-
dimensional data consisting of valence and arousal value Fig. 
4. On the contrary, the 3D model, shown in Fig. 5, deals with 
valence, arousal, and dominance. The term `Valence' 

indicates the level of pleasure, whereas the `Arousal' and the 
`Dominance' indicate the level of excitation and the 
controlling/dominating nature of emotion, respectively. 

B. ELECTROENCEPHALOGRAM (EEG) 

The Electroencephalogram is a waveform recording system 
that records the brain electrical activity from the scalp of 
humans over a period of time. It measures the fluctuation of 
voltage (in the range of microvolt) generated from the ionic 
current flowing through the brain's neurons [46]. For 
recording proper and significant EEG data, one has to know 
about the brain anatomy of humans. The brain that is 
considered as the core of the Central Nervous System (CNS), 
consists of three integral parts: cerebrum, cerebellum, and 
brainstem. Among the three, the cerebrum is the largest and 
composed of the right and left hemispheres. However, the 
cerebrum hemisphere is also composed of four different 
lobes, namely frontal, parietal, temporal, and occipital, as 
shown in Fig. 6. EEG signals can be treated as a composition 
of 5 sub-bands signals, namely delta, theta, alpha, beta, and 
gamma [47], [48], where every sub-band is linked with 
various mental states and conditions. The name and 
corresponding location, frequency range, and brain activity 
of different sub-bands are shown in Table II. 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 6. The main parts of the human brain indicate the Frontal, 

Parietal, Temporal and Occipital lobe. Accessed on: Jan. 27, 2021. 

[Online]. Available at: https://www.albert.io/blog/ultimate-brain-guide-for-
ap-psychology/ 

 

FIGURE 7. The top view of the human head where electrodes are placed 

by following the international 10/20 electrode placement system. The 

reason for naming 10/20 is also provided with a clear indication. 

 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI

10.1109/ACCESS.2021.3091487, IEEE Access

 

5 

 

TABLE I 
THE NOTABLE MODELS OF EMOTION WITH THE NAME OF THE INVENTOR AND TYPES OF EMOTIONAL STATES IN ASCENDING CHRONOLOGICAL ORDER. 

SN Model Name Inventor Year Emotional States / Details 

1. Paul Ekman [49] Paul Ekman 1972 Happiness, anger, fear, surprise, sadness, and disgust 
2. PAD (Pleasure, Arousal and 

Dominance) Model [50] 

Albert Mehrabian and 
James A. Russell 

1974 3D model based on pleasure, arousal, and dominance 

3. Russell’s Circumplex 
Model [45] 

James Russell 1980 2D, Many states categorized by HVHA, HVLA, 

LVHA, LVLA 
4. Plutchik’s Model [51] Robert Plutchik 1980 Anger, fear, sadness, disgust, surprise, anticipation, trust, 

and joy 
5. Positive Activation Negative 

Activation (PANA) Model [52] 

Watson and Tellegen 1985 2D model where the vertical axis represents low to high 
positive affect and the horizontal axis represents low to 
high negative affect 

6. Vector Model [53] Bradley, M. M. 1992 Arousal data with a vector for valence 
7. Parrott, W. G [54] Parrott, W. G 2000 Joy, anger, sadness, fear, love, surprise 

 

TABLE II 
RELATIONSHIP OF MENTAL STATE AND ACTIVITY WITH EEG SUB-BANDS AND THE DIFFERENT LOBE OF THE HUMAN BRAIN. 

 
Sub-bands Range of frequency Location on brain Mental state and activity 

Delta wave (0-4) Hz Frontal Deep Sleep, Unconscious, Continuous attention 

(for babies) 

Theta wave (4-12) Hz Midline, Temporal Drowsiness, Imaginary, Enthusiastic, Fantasy 

Alpha wave (8-12) Hz Frontal, Occipital Closing the eye, Relaxed, Calm 

Beta Wave (12-30) Hz Frontal, symmetrically distributed on 
both sides 

Calm to intense to stressed, Aware of surroundings, 
Anxious, Thinking, Start to alert 

Gamma Wave >30 Hz Frontal, Central, Somatosensory cortex Cross-modal sensory processing, Alertness, Agitation, 
Short term memory for matching objects 

Mu Wave (8-10) Hz Sensorimotor cortex Rest state motor neuron indication 

 

 C. EEG DATA ACQUISITION TECHNIQUES 

For recording EEG data, some standard acquisition 
systems are Biosemi ActiveTwo [43], [55], Emotiv Epoc+ 
headset [56]–[58], Brain Vision LLC, EEG module of 
Neuroscan, Mobita 32-channel wireless EEG system, etc. 
Among these, the Biosemi ActiveTwo system is more 
familiar and quite popular. Moreover, in about 16.1% of the 
cases, the Emotiv Epoc+ headset is used for data acquisition 
[59] as it is wearable, portable, wireless, and of low cost, 
which makes it attractive to practitioners recently. 

The process of EEG data acquisition is characterized by 
several varying factors, i.e. the number of electrodes (i.e. 
channels), electrode placement system on the scalp, types of 
stimuli, frequency of recording, and the device of signal 
acquisition. The International 10/20 electrode placement 
system is very commonly practiced for emotion recognition, 
as shown in Fig. 7. Emotional photos [60], audio [61]–[63], 
video [57], [64], audio-visual film clips [43], [58], [65]–[67], 
or any other emotional task or event [68] are used as stimuli 
during the recording of the EEG signal. Audio-visual film or 
movie clips are the best choices as stimuli for emotion-
related study.   

D. SOFTWARE FOR EEG SIGNAL ANALYSIS 

Researches-based on the EEG signal is becoming more 
attractive day by day. However, a beginner-level researcher 

has to spend much effort in finding the EEG signal analyzing 
software packages or tools. Therefore a list of several well-
known software packages or tools is provided in the 
following Table III.  

 
TABLE III 

LIST OF POPULAR SOFTWARE/TOOLBOX FOR EEG SIGNAL ANALYSIS, 
(MAJOR PART WAS ADOPTED FROM IMOTIONS). 

Name of the 

software 

Additional Information 

BESA Research BESA GmbH 
BIOPAC 
ACQKnowledge 

BIOPAC Inc. 

Brainstorm University of Southern California, Los Angeles, CA 
BrainVision 
analyzer 

Brain Products GmbH 

BrainVoyager Brain Innovation B.V. 
Cartool Software Biomedical Imaging Center Lausanne, Geneve. 
Curry 7 Compumedics Limited 
EEGLAB Swartz Center for Computational Neuroscience, 

UCSD 
LORETA A key Institute of Brain-Min Research, Zurich 
MATLAB A platform of programming and numeric computing  
Anaconda Distribution of programming languages for 

scientific computing 
FieldTrip A MATLAB software toolbox for MEG, EEG and 

iEEG analysis, Radboud University 
SPM12 An academic software toolkit for the analysis of 

functional imaging data 
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III.  GENERAL FRAMEWORK FOR EMOTION 
RECOGNITION 

This section demonstrates the overall architecture of emotion 
recognition from the EEG signal, which comprises the 
processes of data management, preprocessing, feature 
extraction, feature selection, and classification algorithms, 
etc. These processes are depicted in a step-by-step manner in 
Fig. 8.  

Within our selected 41 articles, in 85% of articles (35/41), 
the publicly open dataset was used, and in the rest 15% of 
articles (6/41), the self-generated dataset was used. Among 
the 85% articles conducted by publicly open dataset, 61%, 
7%, 2%, and 15% of the articles used DEAP, SEED, 
MAHNOB and other datasets, respectively. For feature, 25% 
of papers (10/41) used time-domain feature, 51% papers 
(21/41) used frequency-domain feature, 10% papers (4/41) 
used time-frequency domain feature, and other features were 
used in the rest 14% papers (6/41). Sometimes both features 
are used by the same scholar; however, only the leading 
features were considered for statistics.  

To extract the feature, the Short-Time Fourier Transform 
(STFT) was used in 5 works, and the wavelet transform, 
Discrete Cosine Transform (DCT), Higher-Order Crossing 
(HOC), Hilbert-Huang Transform (HHT), and other methods 
were used on 2, 1, 3, 2, 6 papers respectively. Some authors 
used a simple calculation or did not specify properly. Lastly, 
44% of the authors (18/41) used deep learning, and 56% of 
the authors (23/41) used shallow learning techniques as a 
classification algorithm. Within the 44% deep learning 
classifier; the CNN, DNN, DBN, and others were used on 
24%, 5%, 3%, and 12% works respectively. Among the 56% 
shallow learning classifier; the SVM, kNN, DT, MPL and 
others were used on 34%, 7%, 3%, 2%, and 10% works 
correspondingly. The round figure of percentages of different 
categories and subcategories was presented clearly by 
multilevel pie charts of Fig. 9. 

A. EEG DATASET MANAGEMENT 

Human emotion can be extracted in the following two ways:  
(i) with the help of stimuli like images, audio, video, audio-
visual, tactile, odor, etc., and (ii) subjects are asked about any 
past emotional state or event of life they faced. Recently, 
most of the researchers are using the first way. Inside the first 
method, about 26% used the images as stimuli, 23.8% used 
video, 17.5% used audio, 22.2% used the existing dataset that 
consists of a combination of physiological and emotional 
data [59]. The rest of the 10.5% works exploited the 
emotional data related to emotional games, or live 
performances, or life events. 

For emotion recognition, the first requirement is to collect 
or record the EEG data. Whenever some research is 
conducted using the same raw data, then the research's 
performance or accuracy can be compared. As a result, some 
scholars built research-level data and made those available 

for all without any cost. Among them, some common and 
popular datasets are enlisted in Table IV. 

A. PREPROCESSING 

Preprocessing occurs between the data collection and 
analysis by performing transformations and/or reorganizing 
the EEG data. Preprocessing of EEG can be done without 
changing any data if the data is only organized or extracting a 
portion of the data for further analysis. Removal of bad 
channels, another form of preprocessing step, is done based 
on visual inspection of artifacts in EEG. Some other widely 
used preprocessing methods, namely spatial transformations 
and temporal filtering, are as follows: 

1) Down-Sampling 

By down-sampling, the size of the EEG data may be reduced 
[69], [70]. For example, in the DEAP dataset [43], EEG data 
is firstly recorded at 512 Hz; later, it is down-sampled at 128 
Hz. For multiple time processing, storing, or wireless 
transmission, the reduced-size data by down-sampling is 
preferable. 

2) Re-Referencing 

The EEG electrode voltage is relative to the other one 
electrode or the average of some electrodes. By changing the 
reference, the EEG signal shape will be varied [71]. 
Therefore, it is important to re-referencing when initial data 
is not recorded following proper reference. The mastoid, Cz, 
an average of two earlobes, or an average of all electrodes, 
etc., are some common choices for referencing. 

3) Artifacts Filtering 

Generally, raw EEG signals are disturbed by two types of 
artifacts, such as internal artifacts and external artifacts. Eye 
blinking, eyeball movement, facial muscle movement, heart 
pumping, respiration, etc., are categorized as internal 
artifacts. On the other hand, external artifacts include cable 
frequency, head movement, electrode displacement, etc. In 
the frequency perspective, the noise by power line frequency 
may be 50 Hz or 60 Hz, the noise generated by muscle 
movement is higher than 40 Hz, and the noise caused by the 
rest of the internal artifacts is below 4Hz.  
Bandpass Filtering: The artifacts that have the frequency out 
of the range of the selected frequency of the original EEG 
signal can be removed by using a proper bandpass filter. The 
human eye blink after (2-10) seconds interval, which means a 
frequency ranges of (0.5- 0.1) Hz. A normal adult's heartbeat 
ranges from 60-100 beats per minute (1-1.67) Hz. The 
normal range of respiration rate is 12-20 breaths per minute 
that indicate the frequency range (0.2-0.33) Hz. However, the 
artifacts generated by just the facial muscle movement or 
EOG cover the frequency range from (0-200) Hz and mainly 
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TABLE IV 
PUBLICLY AVAILABLE DATASETS FOR EMOTION RECOGNITION IN DESCENDING CHRONOLOGICAL ORDER (2020-2007). 

*These datasets do not directly record the EEG signal. Rather, they store the audio, visual or audio-visual elements that can create different emotions in the 

human brain. N/A = Not Appropriately defined. 
 

Dataset Year Stimuli 

Number 

of 

Subjects 

( M/F ) 

Age 

Range 

EEG 

Acquisition 

Device 

Rating Scale 
Recorded 

Signals 
Annotation 

GAMEEMO 
[56] 

2020 
Video by 
emotional 
Game 

28 20-27 
14 channel 
Emotiv 
EPOC+ 

Arousal and 
valence 
(funny, 
boring, horror 
and calm) 

EEG 

Data for 4 different 
emotional states during 5 
minutes of playing the 
emotional game. 

K-EmoCon 
[64] 2020 

Video 
footage of 
the debate 

32 
(20/12) 19-36 

NeuroSky 
Mind Wave 
Headset 

Valence, 
arousal and 
(cheerful, 
happy, angry, 
nervous, sad) 

Videos ( face, 
gesture), 
Speech audio, 
accelerometer, 
biosignals 
(EEG, ECG, 
BVP, EDA, 
skin temp.) 

Multi-perspective 
emotional data through 
social interaction based on 
valence and arousal value 
during the time of 
showing video footage of 
debates on social issues. 

SEED [65] 2017 
Audiovisu
al (film 
clips) 

15 (7/8) N/A N/A 
Positive, 
negative and 
neutral 

EEG 
A dataset collection for 
various purposes using 
EEG signals 

AMIGOS [57] 2017 Video 
40 
(27/13) 21-40 

Emotiv 
EPOC neu- 
roheadset 

Valence and 
arousal 

EEG, ECG, 
and GSR 

Multimodal Dataset for 
Affect, Personality and 
Mood 

ASCERTAIN 
[66] 2016 

Video (36 
movie 
clips) 

58 
(37/21) 

Mean 
30 

Dry 
electrode 
EEG device 

Arousal, 
valence, 
engagement, 
liking, 
familiarity 

ECG, GSR, 
frontal EEG, 
facial features 

First database to connect 
personality traits and 
emotional states via 
physiological 
responses 

DREAMER 
[58] 

2015 
Audiovisua
l (movie 
clips) 

25 
(14/11) 

22-33 

Emotiv 
EPOC EEG 
headset, 
SHIMMER 
ECG sensor 

Valence, 
arousal, 
dominance 

14 channel 128 
Hz EEG, 256 
Hz ECG 

Wireless Low-cost 
EEG and ECG 
dataset 

CREMA-D 
[72] 

2014 Audiovisua
l 

91 
(48/43) 

20-74 N/A* 

Happy,   sad, 
anger,   fear, 
disgust,   and 
neutral 

N/A* 
Consists of facial and vocal 
emotional expression in 
sentences spoken 

DEAP [43] 2012 Video 
32 
(16/16) 19-37 

Biosemi 
ActiveTwo 

Valence, 
arousal, 
dominance, 
liking, 
familiarity 

32 channel 512 
Hz EEG; 
physiological 
signals; face 
video (no. 
22) 

A multimodal dataset 
consists of EEG and 
peripheral physiological 
signal 

Belfast 
Database [68] 2012 

Laboratory
-based 
emotion 
induction 
tasks 

Set 1: 114 
(70/44) ; 
Set 2: 82 
(37/45); 
Set 3: 60 
(30/30) 

N/A N/A* 

Frustration, 
disgust, fear, 
surprise, 
amusement, 
anger, sadness 

Emotion* 

Dataset to recognize 
emotion from facial and 
vocal signals regarding 
the emotional task. 

MAHNOB- 
HCI [55] 2011 Video, 

image 
27 
(11/16) 19-40 Biosemi 

ActiveTwo 

Emotional 
keyword, 
arousal, 
valence, 
dominance, 
predictability 

EEG (32 
channels), 
ECG, 
peripheral 
physiological 
signal, face 
and body 
video, eye 
gaze, audio 

A multimodal database 
where eye gaze, video, 
audio peripheral, and 
physiological signals are 
synchronized. 

IAPS [60] 2008 Color 
photos N/A N/A N/A* 

Pleasure, 
arousal, 
dominance 

N/A* 
Provides emotional 
stimuli for emotion and 
attention 

IADS [61] 2007 Sound N/A N/A N/A* 
Pleasure, 
arousal, 
dominance 

N/A* Provides ratings for 
acoustic stimuli 
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FIGURE 8. Emotion recognition procedure showing step by step. Each step consists of the relevant options or examples or methods. Popularly used 
options and rarely used options are represented by using two different colors. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

FIGURE 9. The percentage of different categories and subcategories of the dataset, feature, feature extraction method, and classification algorithm 

appeared in our analyzed 41 articles. 
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affect EEG up to 20 Hz. As a result, it is clear that except for 
the EOG artifact, all the internal type artifacts can be 
removed by using the bandpass filtering technique. The 
different researchers [69], [73] used a different range of 
bandpass filters, and among them, (4-45) Hz is 
predominantly used. The range (1-100) Hz is used 
moderately, and ranges like (8-30) Hz, (4-45) Hz, (2-42) Hz, 
(2-50) Hz, etc., are applied rarely. 
Adaptive Filtering: As EOG (0Hz-200Hz) is not out of the 
range of actual EEG (4Hz-45Hz) signal, some researchers 
[74]–[76] used to apply adaptive filtering to remove this type 
of artifacts. However, to apply adaptive filtering, additional 
EOG recording is required. Normally an adaptive filter takes 
both EEG (with artifacts like EOG) and EOG as input and 
then calculates the original frequency of the EOG artifact to 
subtract the artifact from the raw EEG signal [76]. Some 
scholars use the notch filter mainly at 50Hz and 60 Hz. 
Blind Source Separation: The Blind Source Separation 
algorithm is used to remove the artifacts and to extract the 
original neural signals from raw EEG data [77]. The 
algorithm includes Independent Component Analysis (ICA), 
Algorithms for Multiple Unknown Signals extraction 
(AMUSE), Second-Order Blind Identification (SOBI), Joint 
Approximate Diagonalizations of Eigenmatrices (JADE), etc. 
These techniques are used to remove internal and external 
artifacts from the EEG signal  
Independent Component Analysis: The ICA technique 
extracts the statistically independent components of a mixed-
signal like raw EEG [70], [71]. From these several 
independent components, the artifact-relevant components 
are eliminated and again remixed the other components to 
achieve original data. As ICA normally considers that the 
raw EEG signal is a combination of sources that are less than 
or equal to the number of the channel connected, it can only 
separate those number of sources. The fast ICA [78] 

algorithm is commonly used to artifact removal to increase 
the signal-to-noise ratio [79], [80]. 

B. FEATURE EXTRACTION 

The most fundamental and challenging task to recognize 
human emotion is to find out the most relevant features that 
vary with the changes of emotional state. Features can be 
primarily categorized as time domain, frequency domain, and 
time-frequency domain features. These types of features and 
their advantages and disadvantages are expressed briefly in 
Table V. In emotion recognition, the extracted features for 
shallow and deep learning-based emotion recognition 
methods are summarized in Tables VII and VIII respectively. 

1) Time Domain Features 

Time domain features include statistical features such as 
mean, median, standard deviation, mode, variance, 
minimum, maximum, etc. A few researchers [1], [37] used 
these features along with other features or feature sets. 

2) Frequency Domain Features 

The frequency domain feature contains more relevant 
information for this type of signal. In the frequency domain, 
the popular methods are Power Spectral Density (PSD), Fast 
Fourier Transform (FFT), Short Time Fourier Transform 
(STFT) [81], [82], etc. In emotion recognition, the spectrum 
analysis is also a popular analysis using Fourier transform 
[83]. Some scholars tried to classify emotion using the 
Eigenvector method, which is suitable for transient and 
stationary signals [84]. A few types of research [85], [86] are 
also available, which covers the autoregressive model, which 
gives good frequency resolution, but spectral estimation is 
difficult. The autoregressive analysis is perfect for this type 
of signal which has sharp spectral features [84]. 

 
TABLE V 

VARIOUS EXPLORED FEATURES OF THE EEG SIGNAL 

 

Domain Features Pros and Cons 

Time domain 

Maximum, minimum, mean, median, mode, Root Mean Square, 
variance, standard deviation, skewness, kurtosis, first difference, 
normalized first difference, Hjorth index (activity, mobility, 
complexity), non-stationary index, entropy, Higher-Order 
Crossing (HOC), Slope Sign Changes (SSC), Zero Crossing 

(ZC), Waveform Length ( WL ) 

The time domain features are sensitive for a time but not 
worked accurately in an anti-noise platform. EEG is a 
non-stationary type signal, so time domain features are 
not so meaningful. So, the performance of time domain 
features is not satisfactory at all. 

Frequency domain 
Band power of Power Spectral Density of EEG subbands (delta, 
theta, alpha, beta, gamma) 

The main advantage of the frequency domain is that it 
has comparatively high anti-noise ability. In addition, the 
computational complexity is comparatively higher and 
not cost-effective. 

Time-frequency 
domain 

Power of DWT of sub-bands, RMS of DWT of subbands, the 
recursive energy efficiency of DWT, spectrogram, Hilbert-Huang 
Spectrum 

Frequency domain features have comparatively good 
performance in anti-noise ability, but joint time-
frequency domain features perform more than this. 
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TABLE VI 
THE MATHEMATICAL EXPRESSION OF SOME POPULARLY USED FEATURES FOR EMOTION RECOGNITION. 

 
Feature Name  Mathematical Expression Comments 

Mean  


N

i ix x
N 1

1  X(n)={x1, x2, …, xn} and µx= arithmetic mean value. 

Mean of the absolute value of 
1st difference    




N

i iix xx
N 1 11

1  X(n)={x1, x2, …, xn} and δx= mean of the absolute value of 1st 
difference 

Mean of the absolute value of 
1st difference of standardized 
signal 

x

xN

i iix xx
N 


 


   1 11

1  

Where 

x

xnX
nX





)(

)(  

},...,,{)( 21 nxxxnX   is the standardized signal. 

Mean of the absolute value of 
2nd difference    




N

i iix xx
N 1 22

1  X(n)={x1, x2, …, xn} and γx= mean of the absolute value of 2nd 
difference 

Mean of the absolute value of 
2nd difference of standardized 
signal 

   



N

i iix xx
N 1 22

1  X(n)={x1, x2, …, xn} and = mean of the absolute value of 2nd 
difference of standardized signal. 

Median 







 

 2
1

)(

N
xm ordoddN

 















 






 1

222
1

)(

N
x

N
xm ordordevenN

 

xord = ordered dataset of x(n), where data are arranged by 
following the order from low value to high value. 

Mode - Most frequent value of a dataset 

Standard Deviation  


N

i xix x
N 1

2)(
1   

Standard deviation (σx) indicates the data distribution from its 
mean value. Here, the denominator is N, not N-1; as the signal 
has a discrete random value of the same probability. 

Variance  


N

i xix x
N 1

22 )(
1    The Square of standard deviation is variance. For time-series 

signal it represents the average power. 

Power Spectral Density (PSD) 
2

2)()( 




   dexfP fj
 

PSD is the average energy of different frequency bands. Here 
P(f) =  Energy of frequency band. The logarithm of PSD can 
be used as a feature for emotion recognition. 

Power  )(

2

xL

X
P  The strength of a signal can be measured by power. To 

calculate power Fast Fourier Transform is used. 

Wavelet Energy 
n

l nClE 2|][|)(  Here, E(l)=wavelet energy at level l, Cl[n]=wavelet coefficient 
at level l.  

Relative Wavelet Energy 



M

m

mE

lE
lp

1

)(

)(
)(

 
p(l)=relative wavelet energy at level l, m=number of the 
wavelet decomposition. 

Wavelet Entropy 
























M

m

M

m

mE

lE

mE

lE
lT

11

)(

)(
log

)(

)(
)(

 Entropy is the indication of the measure of asymmetric, 
unbalance, and uncertainty. 

Skewness 

3
1

2

1

3

1

)(
1

1

)(
1















i i

n

i i

xx
n

xx
nb

 

Skewness is the measure of the asymmetry of the probability 
distribution of a random variable. 

Kurtosis 3

)(
1

)(
1

2

1

2

1

4

2 





 












n

i i

n

i i

xx
n

xx
ng

 

Kurtosis is the measure of tiredness of the probability 
distribution of a random variable. 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 
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Relative Entropy  









k k

k
kpq

q

p
pd 2log

 

Here, pk=probability function of discrete distribution, 
qk=probability function of 2nd discrete distribution, dpq= 
relative entropy of p concerning q. 

 

3) Time-Frequency Domain Features 

According to the research in [84], the Fast Fourier Transform 
and Auto-Regressive model fall victim to slow computing 
and inability to analyze the non-stationary type signal. The 
joint time-frequency domain consists of the wavelet 
transform [87], [88]. Basically, EEG is a signal whose type is 
non-stationary and non-linear. The analysis of this type of 
signal is challenging and complicated. Recently, the wavelet 
transform has become a very popular method of analysis due 
to its good performance both in the time and frequency 
domain [88]. Wavelet transform can be classified into two 
types: (i) Continuous Wavelet Transform [89], and (ii) 
Discrete Wavelet Transform.  
The mathematical expressions of some common features are 
shown in Table VI. 

C. FEATURES AND FEATURE EXTRACTION METHODS 

Numerous methods can extract the different features of the 
EEG signal. Some important methods of feature extraction 
along with parameters are illustrated here briefly with 
mathematical expression if necessary. 

1) Short Time Fourier Transform (STFT) 

The time domain EEG can be easily transmitted into the 
frequency domain using the Fourier transform. Numerous 
scholars [82], [90]–[92] used this method to extract EEG 
features. To evaluate the Power Spectral Density feature 
(PSD) feature the Short-Time Fourier Transform (STFT) 
method can be used. By using the popular STFT, a window 
can be slid along the time series data to perform Discrete 
Fourier Transform (DFT) on a certain time segment. The 
Fast Fourier Transform (FFT) algorithm computes the DFT 
of a sequence by the following formula,  
 

 
where x0, x1, …., xN-1 are the complex numbers and ei2π/N is a 
primitive Nth root of 1. 

It may be noted that FFT is an algorithm to perform 
DFT, on the other hand, STFT is a method of sliding 
window on time series data to perform DFT on that data. 
The STFT can be expressed mathematically as  

  dteftwtxX ftj

STFT ])()([ 2* 
  

where w(t) is the window function.  

2) Discrete Cosine Transform (DCT)  

The Discrete Cosine Transform (DCT) converts a time 
domain signal into basic frequency components [93], [94]. 
The output of DCT of an N point time domain signal consists 

of N number coefficients where the low-frequency 
components are concentrated on the left, and the components 
of high frequency are on the right side. 

As the coefficients for high-frequency components are 
close to zero by ignoring these, only the first few coefficients 
are considered as EEG features for emotion recognition. 
Thus DCT enables us to compress data, remove the necessity 
of high-frequency filtering, and reduce the computational 
complexity in terms of time and space during the 
classification algorithm. The DCT coefficients of an N point 
EEG data can be calculated by the following formula.  









 


1

0 2
)12(

cos)()(
2

)(
N

x N

x
xfu

N
uY

  

where u = 0, 1, … , N-1 and α(u)=[  (when u=0); 1 
(when u≠0)] 

3) Wavelet Transform (WT) 

For a non-stationary signal like EEG, wavelet transform is 
the most suitable method for extracting the features. Wavelet 
transform provides more accurate frequency information at 
low frequencies and more accurate time information at high 
frequencies. It generates a multi-resolution time-frequency 
plane by the successful transmission of a signal through a 
low pass and high pass filter [95], [96]. There remain two 
types of wavelet transform: (i) Continuous Wavelet 
Transform (CWT), and (ii) Discrete Wavelet Transform 
(DWT).  

In the field of emotion recognition from EEG, the DWT is 
popularly used. The DWT is used to remove noise and to 
decompose the EEG signal into sub-bands signals such as 
delta, theta, alpha, beta, and gamma. Using DWT, the main 
EEG signal can be split into approximate coefficients and 
detail coefficients. A time domain signal can be decomposed 
by using DWT by following the formula. 

dt
bt

txt
a

a

a 






 
 



 2
2

2

1
)()(    

where, ϒ(t)= DWT of any time-domain signal x(t); ψ(t) = 
mother wavelet, a and b are the scale parameter and shift 
parameter respectfully; 

The approximate and detail coefficients can also be 
calculated by following formulas 







k

app bngbxx ]2[][
 







k

bnhbxx ]2[][det
 

 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 
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TABLE VII 
FEATURES AND FEATURES EXTRACTION TECHNIQUES OF DEEP LEARNING-BASED EMOTION RECOGNITION SYSTEMS. 

 
Author, Year Features Feature Extraction Techniques 

Liu et al., 2020 [97] Dynamic Differential Entropy (DDE) - 
Cimtay and Ekmekcioglu, 
2020 [98] 

Raw EEG data Windowing, pre-adjustments, and normalization 

Khare and Bajaj, 2020 [99] 2D images from 1D EEG Pseudo Wigner–Ville distribution 
Wang et al., 2020 [100] Electrode-Frequency Distribution Maps (EFDMs) Residual block-based deep Convolutional Neural 

Network (CNN ) 
Cui et al., 2020 [101] Temporal feature, regional feature, asymmetric feature N/A 
Hassan et al., 2019 [33] Electro-Dermal Activity (EDA), Photoplethysmogram 

(PPG) and Zygomaticus Electromyography (zEMG ) 
- 

Islam and Ahmad, 2019 [102] Pearson’s Correlation Coefficients (PCC) - 
Pandey and Seeja, 2019 [103] Peak value of Power Spectral Density (PSD) and the first 

difference of Intrinsic Mode Functions (IMF) signal 
Variational Mode Decomposition (VMD ) 

Chen et al., 2019 [29] Power Spectral Density (PSD) Fast Fourier algorithm 
Yang et al., 2019 [104] Deep neural network-based feature - 
Chao et al., 2019 [105] Multiband Feature Matrix (MFM) with frequency domain - 
Moon et al., 2018 [106] Power Spectral Density (PSD), Pearson’s Correlation 

Coefficients (PCC), phase-locking value (PLV), and 
Phase Lag Index ( PLI ) 

Welch’s method for Power Spectral Density 

(PSD) 

Li et al., 2018 [90] Differential Entropy (DE) Short-Time Fourier Transform ( STFT ) 
Yang et al., 2018 [107] Spatial and temporal feature vectors Convolutional Neural Network (CNN) (for spatial 

feature vector), Recurrent Neural Network 

(RNN) (for temporal feature vector) 
Mehmood et al., 2017 [10] Hjorth parameter - 
Alhagry et al., 2017 [31] Raw EEG signal Long Short-Term Memory (LSTM) recurrent neural 

network 
Liu et al., 2016 [108] Power Spectral Density (PSD) and Differential Entropy 

(DE) 
- 

Zheng and Lu, 2015 [91] Differential Entropy (DE) Short-Time Fourier Transform (STFT) with a non-
overlapped Hanning window 

Note: N/A = Not appropriately defined; hyphen sign (-) indicates no addition/remarkable technique is needed for feature extraction. 

 

 

TABLE VIII 
FEATURES AND FEATURES EXTRACTION TECHNIQUES OF SHALLOW LEARNING-BASED EMOTION RECOGNITION SYSTEMS. 

 
Author, Year Features Feature Extraction Techniques 

Soroush et al., 
2020 [109] 

Numbers of intersections of Poincare Planes (PPs) Phase Space (PS) and Angle space (AS ) 

Zhong et al., 2020 [110] Sparse adjacency matrix Graph analysis 
Vijayakumar et al., 2020 [111] Covariance matrix and eigenvectors Principle Component Analysis (PCA ) 
Qing et al., 2019 [112] Correlation coefficients and entropy coefficients - 
Islam and Ahmad, 2019 [87] Wavelet energy, wavelet entropy Discrete Wavelet Transform (DWT ) 
Li et al., 2019 [113] Feature sets from activation, connection, and fusion 

patterns 
Optimal feature groups by F-score 

Yang et al., 2018 [114] Differential Entropy (DE), Power Spectral Density 
(PSD), Differential Asymmetry (DASM ), Rational 
Asymmetry (RASM), Differential Caudality (DCAU ) 

- 

Zhuang et al., 2018 [115] Differential Entropy (DE), the first difference of Intrinsic 
Mode Functions (IMFs) 

Differential Entropy (DE) based on Short-time 
Fourier Transform (STFT) and first difference of 
Intrinsic Mode Functions (IMFs) based on Empirical 
Mode Decomposition (EMD); Minimum 
Redundancy Maximum Relevance (mRMR) 
algorithm for dimensionality reduction 

Li et al., 2018 [116] Time and frequency domain features (mean, variance, 
Hjorth parameter, power spectral density, etc.) and non-
linear dynamical system features (approximate entropy, 
correlation, Lyapunov exponent, etc.) 

Sliding window-based method 

Li et al., 2018 [38] Entropy and energy Discrete Wavelet Transform (DWT ) 
Alazrai et al., 2018 [117] Time-frequency domain features Quadratic Time-Frequency Distribution (QTFD ) 
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Degirmenci et al., 2018 [5] Intrinsic Mode Functions (IMFs)’s power, entropy, 
correlation, Hjorth parameter, etc. 

Multivariate Empirical Mode Decomposition 

(MEMD ) 
Luo, 2018 [118] Differential Entropy (DE) - 
Nakisa et al., 2018 [119] Time, frequency, and time-frequency domain features Evolutionary Computation (EC) algorithm for 

feature selection 
Liu et al., 2018 [39] Power Spectral Density (PSD) and asymmetry features Short-Time Fourier Transform (STFT ) 
Zhong and Jianhua, 2017 
[120] 

Time and frequency domain features Transfer Recursive Feature Elimination (T-REE ) 

Menezes et al., 2017 [121] Statistical features, power band and Higher-Order 

Crossing ( HOC ) 

- 

Ackermann et al., 2016 [92] Statistical features Short-time Fourier Transform (STFT), Higher-Order 
Crossing (HOC) and Hilbert-Huang Spectrum (HHS) 

Hu et al., 2016 [122] Time domain, Hjorth parameters, frequency domain, 

Approximate Entropy (ApEn), Kolmogorov entropy, 
largest Lyapunov exponent, spectral entropy, C0complex, 
correlation dimension (D2) and Singular 

Value Decomposition entropy (SVDen ) 

- 

Zhang et al., 2016 [86] Entropy - 
Kumar et al., 2016 [123] Entropy, squared entropy, mean-magnitude of 

bispectrum, 1st order spectral moment, 2nd order spectral 
moment 

Fast Fourier Transform (FFT ) 

Atkinson and Campos, 
2016 [124] 

Statistical features (including median, standard deviation, 
kurtosis coefficient, etc.), band power for different 
frequencies, Hjorth parameters, and Fractal 

Dimension (FD) for each channel 

Minimum Redundancy Maximum Relevance 
(mRMR) algorithm for dimensionality reduction 

Lan et al., 2016 [125] Fractal dimension, power, statistical feature, Higher- 

Order Crossings (HOC) 

A Higuchi algorithm [126] was used to compute the 
FD feature 

Note: hyphen sign (-) indicates no addition/remarkable technique is needed for feature extraction. 

 

4) Higher-Order Crossing (HOC) 

Higher-Order Crossing consists of the number of zero-
crossing of a finite zero means time-series data. ‘How many 
times does a signal cross the zero level?’ this has to be 
calculated for extracting HOC. When a filter is applied to a 
time-series signal, the number of zero-crossing changed. 
Consequently, for a set of filters applied, a set of numbers 
can be generated. This is called the HOC sequence for the set 
of filters. Different types of HOC sequences can be 
calculated by appropriate filter design, and this HOC is used 
to generate a feature vector [37], [121], [125], [127], [128]. 
Later the features can be used for the classification of 
emotion from EEG. The HOC feature vector can be 
calculated by the following equation for a specific value of k,  

)}({ tkk ZNZCD  ; k=1, 2, 3, …; t=1, …, T  

where, NZC is for the estimation of the Number of Zero 
Crossing. 

1 ttt ZZZ  
1 k

k
; k=1, 2, 3 … 

Here, Zt represents finite zero means series data, is the 
high pass filter, and 

k is the sequence of high pass filter. 

5) Hjorth Parameter 

The Hjorth parameters, introduced by Bo Hjorth in 1970, 
indicate the statistical properties and are popularly used to 
extract features from the EEG signal [5], [10], [122]. The 
parameters include activity, mobility and complexity. For a 

time domain EEG signal x(t) the parameters can be 
calculated by the following formulas 

Activity, 



N

n

xtx
N

txA
1

2])([
1

))(var(   

Mobility 
))(var(

)
))((

var(

tx

dt

txd

M   

Complexity, 
))((

)
))((

(

txMobility

dt

txd
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C   

The activity, mobility, and complexity represent the signal 
power, mean frequency, and frequency change, respectively. 
Autoregression [129]–[131], PCA [132], [133], ICA, etc. 
methods are also used for extracting a feature from the EEG 
signal to recognize emotion. However, as these are rarely 
used and as we want to optimize the length of the article, 
these are not described here.  No one fixed feature or feature 
set can be treated as the best feature considering all 
perspectives. Therefore many researchers tried to find out the 
superior features that are more related to emotion 
recognition. In Table VII, the summary of extracted features 
and corresponding feature extraction methods is presented 
using various deep learning-based emotion recognition 
methods. The features and feature extraction methods of 
shallow machine learning-based emotion recognition systems 
are demonstrated in Table VIII.  

The Power Spectral Density (PSD) [29], [39], [105], [108], 
[110], [116], [118] and Differential Entropy (DE) [93], [99], 
[110], [116], [117] features were applied commonly among 

(24) 

(25) 

(26) 

(27) 

(28) 

(23) 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI

10.1109/ACCESS.2021.3091487, IEEE Access

 

14 

 

the reviewed emotion recognition works. Many researchers 
used statistical features [94], [122], [126], [129]. Menezes et 
al., 2017 [121] and Lan et al., 2016 [125] used the HOC 
feature. Zhong et al., 2020 [110] used the sparse adjacency 
matrix. The author Cui et al., 2020 used temporal, regional 
and asymmetric features [101]. Mehmood et al., 2017 [10] 
and Atkinson and Campos, 2016 [124] used the Hjorth 
parameter.  Pearson’s Correlation Coefficients (PCC) is used 
by some scholars [102], [106]. Cimtay and Ekmekcioglu, 
2020 used Raw EEG data as feature [98]. These applied 
techniques are illustrated in Table VII and VIII; later, their 
performances based on accuracy along with other factors are 
shown in Table X and XI. It may be noted that there is no 
exact single solution of the question: which feature is best 
fitted for emotion recognition from EEG? The best feature of 
one system may not be best for another as it varies upon 
some factors like the number of classified emotions, the 
number of channels, type of dataset, level of complexity, 
choice of algorithm, the model of emotion, etc.  

D. FEATURE SELECTION 

Feature selection methods aim to generate a subset of 
features that consist of a reduced number of highly 
significant features. They help to extract the appropriate 
features that have a deep relationship between the input 
variable to the target variable. Based on the procedure of the 
combination of selection algorithm, features selection 
methods are mainly three types, namely filter method, 

wrapper method, and embedded method. Numerous scholars 
practiced using different algorithms under these methods. 
Finding out the proper feature selection algorithm for EEG-
based emotion recognition is challenging. However, as in the 
task of emotion recognition from EEG deals with the 
numerical input variable and categorical output variable, the 
correlation-based Analysis of Variance (ANOVA) and 
Kendall’s rank coefficient are commonly used. 

Nowadays, many learning algorithms perform feature 
selection tasks internally. For instance, sparse regression and 
LASSO use L1 regularization techniques for feature 
selection. Moreover, the stochastic searching algorithm does 
the same by finding out global minima. As an updated 
learning algorithm done the feature selection internally, a few 
researchers use feature selection algorithm separately for 
emoting recognition. Some notable feature selection 
algorithms are the Particle Swarm Optimization (PSO) [119], 
[134]–[136], Genetic Algorithm (GA) [137]–[139], 
Minimum Redundancy Maximum Relevance (mRMR), Ant 
Colony (AC), Correlation Feature Selection (CFS), 
Simulated Annealing (SA) algorithm, Sequential Forward 
Selection ( SFS), Welch’s t-test, etc.  

E. CLASSIFICATION ALGORITHMS 

Numerous classification algorithms are being used by many 
scholars. Among them, some common algorithms are stated 
with annotation on the following Table IX.  
 

 
TABLE IX 

SHORT NOTES INCLUDING IMPORTANT FEATURES OF SOME FAMILIAR CLASSIFIERS USED IN EMOTION RECOGNITION SYSTEMS. 

 
Classifier Short Notes on Classifier 

Convolutional Neural 
Network (CNN) 

As emotion recognition is nothing but pattern recognition, CNN is highly preferred in recent years as a classifier. CNN is a 
deep architecture-based method that automatically extracts the significant features from its training data to classify. It is a 
feed-forward neural network that can provide state-of-the-art accuracy in classification tasks like emotion recognition. 

Recurrent Neural 

Networks ( RNN ) 

RNN considers the output of the previous step to make a decision for the present state. Unlike a traditional feedforward 
neural network, RNN learns from the prior input while generating new output. Here different output may appear for the 
same input based on the previous input in the series. 

Support Vector 
Machine (SVM) 

SVM can be used for classification and regression tasks. It finds out the hyperplane that distinctly classifies the data points. 
The main objective is to discover such a plane that has the maximum distance between the points of both classes. Although 
designing the perfect kernel is difficult, SVM is highly preferred because of its higher accuracy with less computation. In 
emotion recognition, more than 55% of the work used the SVM technique as a classifier. The Radial Basis Function (RBF) 
is popularly used as the kernel. Also, linear, polynomial, Gaussian, and person kernels are used as a kernel of SVM. 

k Nearest Neighbor 

(kNN) 

kNN is a simple machine learning algorithm that can be used for classification and regression tasks. Here, “k” is the 
(generally odd) number of nearest neighbors that acts as the main deciding factor for a new data point. To calculate k, as all 
the training data is required simultaneously, it requires high memory. The kNN is non-parametric in type. As it has no or a 
little training phase, it can be considered as a lazy learning algorithm. 

Linear Discriminant 

Analysis ( LDA ) 

LDA is popularly used to reduce the dimensionality of the features. This method generates one or some optimum 
hyperplane following minimum variance to reduce the dimension for classification. It may be noted that this analysis is 
also used as a classification algorithm in many works. 

Naïve Bayes ( NB ) The word ‘Naïve’ means simple and ‘Bayes’ comes from the statistician Thomas Bayes (1702-1761). Naïve Bayes 
algorithm is a probabilistic machine learning technique that is used for classification. The features are considered 
independent, that is why the presence of one particular feature does not affect the other. For this reason, it is called simple 
or ‘Naive’. 

Random Forest 

(RF) 

Random Forest algorithm is rarely used in emotion recognition. It generates decision trees on randomly selected data then 
gets a prediction from each tree; thus provides the best result through the voting method. 

 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI

10.1109/ACCESS.2021.3091487, IEEE Access

 

15 

 

IV. DISCUSSION 

Many researchers published review articles on Emotion 
Recognition using EEG [42], [59], [140], [141]. In [42], the 
authors reviewed the application and classification of 
emotion recognition from EEG. Here, the field of application 
was described elaborately, but there is a lack of information 
regarding accurate system development, including practical 
features, feature extraction methods, comparison of 
performance, etc. In the systematic review of [140], the 
researchers described feature and classifier-wise advantages, 
disadvantages, and percentage of articles that used the 
specific feature, which is good. However, there is no 
observation and recommendation at a glance that will carry 

directive information for future researchers. In [141], a VR 
stimuli-based survey was conducted, whereas in our review, 
we compared the systems of audio, video, audio-visual, 
picture type stimuli based emotion recognition systems. In 
[59], they depicted a descriptive survey, but most articles 
(above 90%) followed only shallow machine learning-based 
classifiers. However, we discussed shallow and deep 
learning-based systems with a proper comparison, including 
the application of recently developed novel deep learning 
models. After all, we conducted a review that comprises 12 
recent sources of the dataset with eight information features  

TABLE X 
THE PERCENTAGE OF ACCURACY ALONG WITH RELEVANT DATASET, NUMBER OF EXTRACTED EMOTIONS, CLASSIFIER OF DIFFERENT DEEP LEARNING-BASED 

EMOTION RECOGNITION SYSTEMS SORTED BY ASCENDING CHRONOLOGICAL ORDER (2020-2015). 

 

Author, Year Dataset 

Number of  

Extracted Emotions 

(Type / Scale ) 
Classifier 

Accuracy ( % ) 

Dataset: Accuracy±SD (# class ) 

Liu et al., 2020 [97] SEED 2 (P, N) DE-CNN 97.56 
Cimtay and 
Ekmekcioglu, 
2020 [98] 

SEED, DEAP, LUMED 
2,3-SEED; 2-DEAP; 

2-LUMED 
CNN 

SEED: 86.56 (2), 78.34 (3) ; 

DEAP: 72.81 ; 

LUMED: 81.8 
Khare and Bajaj, 2020 
[99] 

Self-Generated 4a CNN 93.01 

Wang et al., 2020 [100] SEED, DEAP 3 (P, N, Neu) CNN SEED: 90.59; DEAP: 82.84 
Cui et al., 2020 [101] 

DEAP, DREAMER 2 RA-CNN 
DEAP: Val: 96.65 Aro: 97.11 ; 

DREAMER: Val: 95.55, Aro: 97.01 
Hassan et al., 2019 [33] DEAP 5b FC-SVM 89.53 
Islam and Ahmad, 2019 

[102] DEAP 2 (P, N); 4 CNN 
Val: 81.51 Aro: 79.42 (2) 

Val: 71.67 Aro: 70.18 (4) 

Pandey and Seeja, 2019 

[103] DEAP 4c DNN 
Val: 62.5 

Aro: 61.25 

Chen et al., 2019 [29] DEAP 2 CVCNN1 85.57 
Yang et al., 2019 [104] DEAP 2d MC-CNN Val: 81.4 Aro: 80.5 
Chao et al., 2019 [105] DEAP 2 CDL Val: 68.28, Aro: 66.73, Dom: 67.25 
Moon et al., 2018 [106] DEAP 2 CNN 99.72 
Li et al., 2018 [90] SEED 3 (P, Neu, N) HCNN2 88.2 
Yang et al., 2018 [107] 

DEAP 2 (Val, Aro) PCRNN Val: 90.80, Aro: 91.03 

Mehmood et al., 2017 [10] IAPS 4e VEn3 76.6 
Alhagry et al., 2017 [31] DEAP 3 (Val, Aro, Lik) DNN Val: 85.45, Aro: 85.65, Lik: 87.99 
Liu et al., 2016 [108] 

DEAP, SEED 
4 (Val, Aro, Dom, 

Lik) 
BDAE 

Val: 85.2, Aro: 80.5, Dom: 84.9, Lik: 

82.4 
Zheng and Lu, 2015 [91] Self-Generated 3 (P, N, Neu) DBNs4 86.08 

Note: Number of extracted emotions: Positive (P), Negative (N), Neutral (Neu), Valence (Val), Arousal (Aro), Dominance (Dom), liking (Lik); 
Name of the classifier: Bimodal Deep Auto Encoder (BDAE), Capsule-Network-Based Deep Learning Model (CDL), CNN model used for Computer 
vision (CVCNN, Deep Belief Networks (DBNs), Deep Neural Network (DNN), Dynamic Empirical Convolutional Neural Network (DE-CNN), Fine 
Gaussian SVM (FC-SVM), Hierarchical Convolutional Neural Network (HCNN), Multi-Column Convolutional Neural Network (MC-CNN), Parallel 
Convolutional Recurrent Neural Network (PCRNN), Regional-Asymmetric Convolutional Neural Network (RA-CNN), Voting Ensembles method 
( VEn); Number of extracted emotion: aFear, happy, relax, and sad; bHappy, relaxed, disgust, sad and neutral; cHappy angry sad calm; dAny two 
among (excited, happy, pleased, peaceful, calm, gloomy, sad, fear and suspense); eHappy, calm, sad, and scared; Note on classifier: 1Compared with 
BT, BLDA, SVM, LDA, CVCNN, GSCNN, STCNN; 2Compared with LDA, kNN, SVM, naïve-Bayes, random forest, deep-learning; 3Compared with 
SVM, kNN, SAE; 4Compared with SVM, LR, and kNN 
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of each, features along with equation, deep and shallow 
learning methods with a comparison of performance, 
observation and recommendation table, etc., that gives the 
latest and valuable information for the future research. 

This paper summarizes the performance, methods, and 
techniques associated with emotion recognition focusing on 
deep and shallow machine learning-based techniques.  

TABLE XI 
THE PERCENTAGE OF ACCURACY ALONG WITH RELEVANT DATASET, NUMBER OF EXTRACTED EMOTIONS, CLASSIFIER OF DIFFERENT SHALLOW LEARNING-

BASED EMOTION RECOGNITION SYSTEMS SORTED BY ASCENDING CHRONOLOGICAL ORDER (2020-2015). 

Note: Number of extracted emotions: Positive (P), Negative (N), Neutral (Neu), High Arousal (HA), Low Arousal (LA), High Valence (HV), Low 
Valence (LV), Valence (Val), Arousal (Aro), Not Appropriately defined ( N/A); Name of the classifier: Decision Tree (DT), Genetic Algorithms 
(GA), k Nearest Neighbor (kNN), Least Square Support Vector Machine ( LSSVM), Multi-Layer Perceptron (MLP), Multi-Class Support Vector 
Machine (MCSVM), Probabilistic Neural Network (PNN), Random Forest ( RF), Regularized Graph Neural Network ( RGNN ); Note on the number 

of extracted emotion: aHAHV, HALV, LALV and LAHV; bNeutral, sad, fear, and happy; cHappy, angry, sad, relaxed; dJoy, neural, sad, disgust, 
anger, fear; ePleasant, happy, frightened and angry; Note on classifier: 1Compared with kNN, LDA, LR, DT; 2Compared with kNN, and random forest 
with soft voting; 3Compared with LR, kNN, SVM, ELM, H-ELM DBNs; 4System with “leave-one-subject-out” verification strategy; 5Compared with 
back-propagation ANN.

Author, Year Dataset 

Number of Extracted 

Emotions (Type / 

Scale ) 
Classifier 

Accuracy ( % ) 

Dataset: Accuracy±SD (# class ) 

Soroush et al., 
2020 [109] 

DEAP 4a 
MLP, kNN, 

MCSVM 
89.76 ± 1.9 

Zhong et al., 2020 [110] 

SEED, SEED-IV, 
SEED: 3 (P, Neu, N) 
SEED-IV: 5b 

RGNN 

Subject-dependent: 

SEED: 94.24±05.95 

SEED-IV: 79.37±10.54 Subject-
independent: 
SEED: 85.30±06.72 

SEED-IV: 73.84±08.02 
Vijayakumar et al., 2020 
[111] DEAP 2 SVM1 

Val: 70.41 

Aro: 73.75 
Qing et al., 2019 [112] DEAP, SEED 3 (N, Calm, P) DT2 DEAP: 63.09 ; SEED: 75 
Islam and Ahmad, 2019 [87] DEAP 4c kNN 62.3±1.1 
Li et al., 2019 [113] 

MAHNOB,  SEED, 
DEAP 3 (P, Neu, N) SVM 

MAHNOB: 68±0.07 

SEED: 88±0.06 

DEAP: 62±0.09 
Yang et al., 2018 [114] SEED 3 (P, Neu, N) New3 93.26 
Zhuang et al., 2018 [115] Self-Generated 6d SVM 56.65 
Li et al., 2018 [116] 

DEAP, SEED 
DEAP: 2 (HV, LV)); 

SEED: 3 (P, Neu, N) 
SVM4 

DEAP: 59.06 ( AUC =0.605) 

SEED: 83.33 ( AUC =0.904) 
Li et al., 2018 [38] 

DEAP N/A KNN 
Val: 95.70 ± 0.62 

Aro: 95.69 ± 0.21 
Alazrai et al., 2018 [117] DEAP 4, 5 SVM 75.1 (4), 73.8 (5) 
Degirmenci et al., 2018 [5] DEAP 2 (V, A) ANN Val: 72.87 Aro: 75 
Luo, 2018 [118] 

DEAP, SEED 
DEAP: 2 

SEED: 3(P, N, Neu) 
SVM 

SEED: 86.96±9.72 

DEAP: Val: 78.17±9.58 , 

Aro: 73.79±10.82 
Nakisa et al., 2018 [119] DEAP, MAHNOB, 

Self- 

Generated 

4 (HA-P, HA-N, 

LA-P, LA-N) 
PNN 

DEAP: 67.4±3.4 

MAHNOB: 96.9±1.9 

Self-Generated: 65±3.2 
Liu et al., 2018 [39] Self-Generated 2 (Other, Neu), 2 (P, N) SVM 92.26; 

86.63 
Zhong and Jianhua, 
2017 [120] DEAP 2 (Val, Aro) LSSVM Val: 78 Aro: 78 

Menezes et al., 2017 [121] DEAP 2 (N, P) SVM Val: 88 Aro: 69 

Ackermann et al., 2016 [92] DEAP 3 SVM, RF 55 
Hu et al., 2016 [122] Self-Generated 3 CFS+kNN 80.8±3 
Zhang et al., 2016 [86] 

DEAP 2, 4a SVM 
94.98 (2) 

93.20 (4) 
Kumar et al., 2016 [123] DEAP 2 (High, Low) LSSVM5 Val: 61.17, Aro: 64.84 
Atkinson and Campos, 
2016 [124] DEAP 2, 3, 5 GA, SVM 

Val: 73.06, Aro: 73.14 (2) Val: 
60.7, Aro: 62.33 (3) 

Val: 46.69, Aro: 45.32 (5) 
Lan et al., 2016 [125] 

DEAP 2 (P, N), 2 (other), 4e SVM 
73.10 (2); 71.75 
(2); 49.63 (4) 
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Among many deep machine learning-based reviewed 
systems, most of the systems are developed either direct 
CNN based [98]–[100], [102], [106] or by modified CNN 
based system. The modified CNN methods are like DE-CNN 
[97], HCNN [90], MC-CNN [104], PCRNN [107], RA-CNN 
[101]. A few scholars [10], [29], [90], [91] compared the 
deep machine learning-based system performance with the 
system based on other classification algorithms like SVM, 
LR, kNN, etc. Most of the research was conducted by 
‘DEAP’ [12], [29], [31], [33], [102]–[106] some are by 
‘SEED’ [90], [97], [98], [100], [108] and a little is by ‘Self-
Generated’ [91], [99] dataset. A noticeable point is that using 
the same recognition system with the same number of 
classified emotions, the accuracy for ‘DEAP’ data is lower 
than any other dataset like ‘SEED’ or ‘MAHNOB’ of self-
generated. It is clear from the data stated Table X for authors 
[98], [100] and from Table XI for author [112], [113], [116], 
[119]. 

In emotion recognition, scholars classify emotion either 
directly or indirectly with the level of valence and arousal. 
For direct classification, the overall accuracy is achieved and 
for indirect classification, the accuracy of valence and arousal 
can be found. The overall accuracy of the various reviewed 
deep learning-based system is graphically represented in an 

order of higher accuracy in Fig. 10(a). From the graph, it is 
clear that the majority of the system [29], [33], [90], [91], 
[98]–[100], [106] has an accuracy of more than 80%. The 
highest overall accuracy, 99.72%, is achieved by the scholar 
[106] that is excellent. Fig. 10(b) shows the accuracy of the 
indirect emotion recognition system based on the level of 
valence and arousal. Among the systems [101] achieved the 
highest accuracies on valence (96.65%) and arousal (97.11%) 
using the RA-CNN classifier for 2 class classification on the 
DEAP dataset. On the other hand, a scholar [103] has used 
the DNN classifier and achieved only 62.5% and 61.25% 
accuracies on valence and arousal, respectively, which was 
lowest here. ‘Highest accuracy indicates good system and 
lowers one means system is not so good’ this message is true 
when all the factors of two systems remain equal. In [103], 
the output class is 4, not 2 like [101]; hence the same 
category of the system shows lower accuracy for 4 class 
classification. 

The shallow machine learning-based emotion recognition 
systems and their accuracy with relevant information are 
represented in the Table XI. From the Table, it is clear that 
the majority of scholars (65.2% 15 here, out of 23) uses SVM 

.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

FIGURE 10. The percentage of accuracy of reviewed deep and shallow learning-based emotion recognition systems. Higher accuracy is placed on the 
left position compared to lower. (a) Overall accuracies of reviewed deep learning-based emotion recognition systems conducted with DEAP, SEED, Self-

Generated and IAPS dataset. (b) Accuracies based on valence and arousal classification of reviewed deep learning-based emotion recognition systems 
conducted with the DEAP dataset. (c) Overall accuracies of reviewed shallow learning-based emotion recognition systems conducted with DEAP, SEED 

and Self-Generated dataset. (d) Accuracies based on valence and arousal classification of reviewed shallow learning-based emotion recognition 
systems conducted with the DEAP dataset. 

(a) Overall accuracy based deep learning models                       (c) Overall accuracy based shallow learning models  

  (b) Valence-arousal accuracy based deep learning models  (d) Valence-arousal accuracy based shallow learning models 
models  
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[39], [86], [124], [125], [92], [111], [113], [115]–[118], [121] 
or modified SVM like LSSVM [120], [123], MCSVM [109] 
techniques as classifier, etc. Some scholars used the Decision 
Tree [112], Genetic Algorithms [124], k Nearest Neighbor 
[38], [87], Multi-Layer Perceptron [109], Probabilistic 
Neural Network [119], Random Forest [92], regularized 
Graph Neural Network [110] classification algorithms. The 
author in [122] used CFS and kNN simultaneously and 
attained 80.8% accuracy. In [114] a hierarchical network 
scheme with subnetwork nodes was presented with 93.26% 
accuracy for positive, negative, and neutral emotion 
classification. Binary classification is very common. 
Moreover, some system has three [5], [92], [110], [112], 
[114], [118], [122], [124]; four [86], [87], [109], [117], [119]; 
five [110], [117], [124] or even six [115] number of output 
class. The overall accuracies of shallow machine learning-
based reviewed systems are represented in Fig. 10(c). From 
this figure, it is clear that most of the scholars used the DEAP 
dataset [5], [38], [123]–[125], [86], [87], [92], [109], [111], 
[117], [120], [121]. In addition, for SEED [110], [114], [118] 
and self-generated [39] data, the accuracy is higher compared 
to DEAP. As accuracy is just a factor for system evaluation, 
indicates the overall performance as there remains precision, 

recall, AUC, number of output class, etc. and so many 
factors. The performance of valence and arousal based 
emotion recognition systems [5], [38], [111], [120], [123], 
[124] are presented graphically in Fig. 10(d). From the data 
of Table X and XI the average accuracy of deep and shallow 
learning-based emotion recognition systems for the six 
consecutive years (2020-2015) are 87.23%, 87.55%, 99.72%, 

 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 11. Comparison of the average accuracies of deep and shallow 

machine learning-based emotion recognition systems of six (2020-2015) 
consecutive years. 

 

 
TABLE XII 

SYNOPSIS OF THE SHORTCOMINGS OF THE GENERAL EMOTION RECOGNITION SYSTEM AND RELEVANT RECOMMENDATIONS. 
 

Issues Observations Recommendations 

Data processing and 
classification algorithms 

A deep learning-based emotion recognition system 
requires a Graphical Processing Unit (GPU) for active 
operation, therefore it is stiffer to develop for practical 
use. 

A cloud-based GPU system may be considered for 
usage in the real world. 

The systems based on CPU are time-consuming, whereas 
GPU-based are costly that creates a dilemma. 

Based on the level of necessity and economic 
capability, GPU or CPU systems have to be selected. 

Many times the information of specific classifiers, 
parameters, kernel information, loss function, objective 
function, etc. is not provided explicitly and completely. 

Future researchers should insert all the relevant 
information without any obscurity. 

Systems including an imbalanced number of data for the 
same class of emotion tend to generate an unexpected 
result. 

Oversampling, undersampling, data augmentation, 
data reduction, etc. techniques may be used to make 
balanced data for each class. 

Feature Extraction 
The features having no relation with the human 
emotional state will cause the system to be heavy, time-
consuming. 

Only those features that vary with emotion have to 
be considered. 

The logic for emotional 

state classification 

The voluminous researcher only classifies the level of 
valence and arousal but does not provide the proper 
relation with emotion or decision-making logic exactly 
how he/she decides emotional state with the output level 
of valence and arousal. 

How emotional states like happy, angry, sad, relaxed, 
etc. are linked with the level of valence, arousal, 
and/or dominance, should be clearly stated in every 
publication. Is it based on Russell’s Circumplex 
model or any other model or how? 

Subject and culture 
dependency 

In many research, it is not clearly stated whether the 
emotion recognition system is subject dependent or 
independent. 

Subject dependency status should be provided. 
However, the subject independent emotion 
recognition system is more significant compared to a 
person-specific system. 

Emotion varies slightly with a different culture. However 
yet rare or almost no research is yet found that considers 
the cultural effects. 

To recognize emotion accurately, the culture of a 
nation should be considered in the future to develop 
an emotion recognition system for the people of a 
certain culture. 

Dataset 

EEG signal acquisition is taken place in a laboratory 
environment that may not be similar to practical real 
emotion. 

Efforts have to be increased to collect real-life 
emotional data-based EEG signals. 

The effect of emotion on the human brain signal has 
remained present in a very short time. Therefore, EEG 
recordings of long duration are insignificant. 

The subject should spend a long time reaching a real 
emotional state, however, the researchers should 
consider only the recording of the exact time of 
emotional state. 
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82.40%, 85.20%, 86.08% and 87.53%, 62.46 %, 69.66%, 
76.49%, 76.93%, 73.10% respectively. These data are plotted 
in Fig. 11. From these representations, it is obvious that deep 
machine learning-based system performance is 
comparatively higher than the shallow machine learning-
based system. 
 
V.  OBSERVATIONS AND RECOMMENDATIONS 

After the systematic review, some issues regarding classifier, 
feature extraction, dataset, etc. have appeared. The 
observation regarding some important issues and 
corresponding recommendations are summarized in the 
following Table XII. In addition, we have investigated some  

findings that should be concerned in the future. The 
significant points that we found are:  

1) Many researchers considered only the emotionally 
aroused EEG data without subtracting the 
considering baseline EEG data. Baseline EEG 
signals generate the spontaneous EEG data of 
human beings. Some researchers [142], [143] 
calculated the difference between an emotionally 
aroused EEG signal and a spontaneous EEG signal. 
Next, considering it as a feature, they may show a 
far better result. 

2) The best feature or feature extraction method is 
difficult to suggest as emotion is a complex 
physiological phenomenon. However, the wavelet 
transform, PCA, ICA, Hjorth parameters, etc., 
perform well, which have been proved in 
publication. 

3) Among a wide range of algorithms, deep learning 
techniques like CNN, DBN, RNN, etc. are more 
effective algorithms compared to shallow learning-
based algorithms like kNN, NB, and RF. However, 
it may be noted that the SVM performs well in 
EEG-based emotion extraction among the shallow 
learning techniques. 

4) Whenever portability and simplicity are not 
required, the multimodal data incorporating the 
ECG, EOG, EMG, fMRI, and other physiological 
signals can significantly improve the performance 
of the emotion recognition system. 

It may be noted that recently EEG microstates are being 
analyzed to determine their relationship with information 
processing and brain activities like cognition of the human 
brain [144], [145]. However, more research is needed on 
these phenomena in the future. 
 
VI. CONCLUSION 

The review summarizes the features, features extraction 
techniques, system performance, algorithms already used by 
numerous researchers for emotion recognition. The revision 
is done by following two main categories, deep machine 
learning-based emotion recognition systems and shallow 
machine learning-based systems. Hopefully, the enthusiasm 

will be helped by showing the comparison table, performance 
graph, and by knowing the information of publicly available 
datasets and the name of the analyzing software or tools. The 
recommendations also may be a perfect direction for future 
researchers to build up an effective emotion recognition 
system using machine learning for real-life applications.  
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