
EMOTION AND LANGUAGE

Emotion semantics show both cultural variation and

universal structure
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Many human languages have words for emotions such as “anger” and “fear,” yet it is not clear whether

these emotions have similar meanings across languages, or why their meanings might vary. We

estimate emotion semantics across a sample of 2474 spoken languages using “colexification”—a

phenomenon in which languages name semantically related concepts with the same word. Analyses

show significant variation in networks of emotion concept colexification, which is predicted by

the geographic proximity of language families. We also find evidence of universal structure in emotion

colexification networks, with all families differentiating emotions primarily on the basis of hedonic

valence and physiological activation. Our findings contribute to debates about universality and

diversity in how humans understand and experience emotion.

M
any human languages have rich vo-

cabularies devoted to communicating

emotions. Although not all emotion

words are common—theGermanword

Sehnsucht refers to a strong desire for

an alternative life and has no direct trans-

lation in English—there are many words that

appear to name similar emotional states across

the world’s spoken languages. Translation dic-

tionaries, for example, suggest that the English

word love can be equated with the Turkish

word sevgi and the Hungarian word szerelem.

But does thismean that the concept of “love” is

the same in English, Turkish, and Hungarian?

Here, we explore this question by examining

the meaning of emotion concepts in a sample

of 2474 languages from 20 major language

families. Using a new method from compara-

tive linguistics, we examine sources of varia-

tion and structure in emotion semantics across

this global sample of languages.

Early theories of emotion, drawing from

Darwin (1), suggested that there are a discrete

number of universal emotions from which all

other emotions are derived (2–4). Many of

these theories claimed that, just as there are

primary colors (e.g., yellow, red), there may be

primary emotions (e.g., anger, sadness) that

evolved in mammalian brains (4). In turn,

many languages may develop words for pri-

mary emotion concepts such as “anger” and

“sadness” because these concepts name ex-

periences derived from universal biological

structures that are shared by all humans (2–4).

These theories do allow for cultural and lin-

guistic variation in emotion, but tend not to

model or predict this variation.

There is a growing recognition, however,

that emotions can vary systematically in their

meaning and experience across culture and

language (5–7). Constructionistmodels of emo-

tion in particular claim that concepts such as

“anger” and “sadness” do not derive from dedi-

cated brain structures (8), but occur when hu-

mans make socially learned inferences about

the meaning of basic physiological processes

linked to maintaining the body’s homeostasis

(9, 10). The meaning of emotion concepts (i.e.,

“emotion semantics”) should thus draw from

both culturally evolved conceptualizations as

well as biologically evolved physiology.

If cultural evolutionary processes shape the

meaning of emotion concepts, the historical

relationships between language groups should

predict which languages have themost similar

emotion semantics. Language groups in closer

geographic proximity are the most likely to

engage in borrowing (the sharing of concepts,

norms, etc.) and also tend to share more re-

cent common ancestors than geographically

distant groups (11). We thus hypothesize that

emotion semantics are associated with a lan-

guage group’s geographic location: Language

groups in close geographic proximitymay have

more similar emotion semantics than distant

groups. Although cultural variation in emotion

is plausible under many models of emotion, a

link between geographic distance and emotion

semantics would support constructionism’s

claim that emotions are conceptualized using

social learning.

Biologically evolved physiology should pro-

vide universal structure to emotion seman-

tics, but the exact sources of this structure

are not clear. Constructionist models of emo-

tion emphasize the roles of valence—the he-

donic pleasantness versus unpleasantness of

emotions—and activation—the physiological

arousal associatedwith experiencing emotions

(8–10). According to thesemodels, valence and

activation reflect basic neurophysiological

processes that signal when the body shifts

away from homeostasis (9), and the universal

importance of these processes may lead all

languages to differentiate emotions primar-

ily on the basis of their degree of valence and

activation. Other accounts, however, suggest

that factors such as dominance, certainty, so-

ciality, and approach-avoidancemay also rep-

resent universal dimensions of variance in

emotion semantics (12–15).

Predictions about the influence of culture

and biology on emotion have long been exam-

ined anddebated, yet findings frompast studies

are mixed. An early study found that human

subjects from remote Papua New Guinea

matched posed facial expressions to emotional

situations at similar rates to North Americans

(16), whereas recent field studies among other

small-scale societies have found considerably

more cultural variability in people’s concep-

tualization of emotion (17). Thesemixed results

may be due to methodological limitations of

past research. Owing to logistical challenges,

the vast majority of cross-cultural studies have

been two-group comparisons (17), and the few

multigroup studies on emotion have sampled

predominantly from industrial and globalized

nations (18, 19). Moreover, human subject–

based studies seldompresent emotions as they

naturally occur, instead using posed facial ex-

pressions, fictional vignettes, and exaggerated

vocalizations as test stimuli. Finally, human

subject–based studies may be susceptible to

demand characteristics and researcher bias:

Studies with imposed training phases and

forced choice paradigms have found evidence

for universal recognition of emotion (16),

whereas studies with fewer constraints have

found more cultural variability (17).

As an alternative to human subjects–based

research, analyses of naturally occurring lan-

guage can have high ecological validity and

do not rely on human subject recruitment.

Language may be an imprecise metric of ex-

perience, but analyzing how people use words

can reveal how they experience emotions as

similar or different. Several linguistic studies

have conducted these analyses by qualitatively

comparing the meaning of emotion words by

searching for semantic primitives that have

similar meanings across many languages (20).

Yet few studies have quantitatively compared

the meaning of emotion words because the

field lacks metrics that quantify the semantic
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distance between words such as the English

love and the Turkish sevgi (21).

To overcome this challenge, we take a new

quantitative approach to estimate variabil-

ity and structure in emotion semantics. Our

approach examines cases of colexification,

instances in which multiple concepts are co-

expressed by the same word form within a

language. Colexifications are useful for ad-

dressing questions about semantic structure

because they often arise when two concepts

are perceived as conceptually similar (22, 23)

(see fig. S5). Persian, for instance, uses the

word-form ænduh to express both the con-

cepts of “grief” and “regret,”whereas the Sirkhi

dialect of Dargwa uses the word-form dard

to express both the concepts of “grief” and

“anxiety.” Persian speakers may therefore

understand “grief” as an emotion more sim-

ilar to “regret,” whereas Dargwa speakers

may understand “grief” as more similar to

“anxiety.”

Past research has used colexification pat-

terns across languages to examine the seman-

tic structure of non-emotion concepts. Youn

and colleagues coded dictionaries from 81 lan-

guages to show that concepts such as “sun,”

“river,” “mountain,” and “hill” had universal

patterns of colexification that reflected con-

cepts’material and functional properties (21).

For instance, languages were more likely to

colexify concepts such as “water” and “sea,”

than concepts such as “sun” and “water,” im-

plying that speakers of these languages viewed

“water” and “sea” as semantically similar con-

cepts and “sun” and “water” as distinct.We use

a similar approach to estimate the variation

and structure of emotion semantics across

language families.

To gather a high-powered sample, we com-

putationally aggregated colexifications into

a database of cross-linguistic colexifications

(CLICS) featuring 2474 languages and 2439

distinct concepts—including 24 emotion con-

cepts. We then used a random walk proba-

bility procedure to generate colexification

networks (24). In these networks, nodes rep-

resented emotion concepts, and edges repre-

sented colexifications between these concepts,

weighted by the number of languages that

possessed a particular colexification. We used

this procedure to construct a network for all

languages in our database, and then for 20 in-

dividual language families whose colexification

networks had a significant level of modularity

(ps < 0.001). Although nodes in each language

family network were labeled with the same

emotion concepts (“anger”), comparing pat-

terns of colexification across language families

allowed us to test whether these nodes ac-

tually showed universal semantic equivalence

or whether their patterns of association ref-

lected semantic variation (see supplementary

text for more details).

A key step in these network comparisons

involved identifying communities: clusters of

emotion concepts that are more tightly col-

exified with one another than with emotion

concepts outside of the community. For each

network, we computed community structure

using the Cluster Optimal algorithm (25).

Figure 1 displays the global colexification net-

work and the five largest language family–

specific networks, and fig. S1 displays the

remaining language families. Family-specific

colexification networks allowed us to estimate

global variability in emotion semantics and to

predict variation and structure in emotion

semantics across language families.

We estimated global variation in emotion

semantics by comparing the community struc-

tures of language family networks. We quanti-

fied agreement in community structure using

adjusted Rand indices (ARIs), which indicate

the similarity of two networks’ community

structures (26). Negative ARI values indicate

that two networks’ community partitions vary

more than would be expected by chance, ARI

values of 0 indicate that two networks’ com-

munity partitions vary at a level that would be

expected at chance, and ARI values approach-

ing 1 reflect high agreement in community

structure between two networks. The distrib-

ution of raw ARIs indicated high variability
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Fig. 1. Colexification of emotion concepts across all languages (top left) and the largest language

families. Nodes are emotion concepts, and node size represents the number of colexifications involving the

concept. Edges represent colexifications, and edge thickness represents the number of colexifications

between two emotion concepts. Node color designates community.
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in community structure across language fam-

ilies, with a mean ARI of 0.09 (SD = 0.11). Be-

cause ARIs can be artificially low in networks

with few edges owing to isolated nodes, we

also examined the ARI values for a thresh-

olded set of community comparisons. Through

a series of permutation tests, we identified

pairs of communities that were more similar

than would be expected by chance and then

thresholded our sample to only include these

permutation-robust community comparisons.

With this more conservative set of compar-

isons, the mean ARI was 0.22 (SD = 0.09), still

reflecting high variability in emotion seman-

tics across language families.

To test whether variation in emotion co-

lexification patternsmerely arose frommeth-

odological factors, such as the way that

concepts were glossed in our database, we

next compared the ARI values from our emo-

tion concept comparisons to ARI values for

colexification networks involving color con-

cepts. Color concepts have also been studied

cross-linguistically (27) and are frequently

compared to emotion concepts (4), making

them an appropriate sample of comparison

concepts. In the full sample of comparisons,

color concepts had a mean ARI of 0.35 (SD =

0.17), significantly higher than the full sample

of emotion concept comparisons, t(390) =

18.51, p < 0.001. In the permutation-robust

sample of comparisons, color concepts had a

mean ARI of 0.41 (SD = 0.15), again showing

more universality than the permutation-

robust sample of emotion concept compar-

isons, t(158) = 11.44, p < 0.001 (Fig. 2). This

difference also replicated when equating the

number of color and emotion concepts, t(334) =

15.52, p < 0.001 (see materials and methods

formore details). Emotion semantics thus vary

widely across language families, and their var-

iation is significantly greater than variation in

color semantics.

Our next analysis investigated whether geo-

graphic proximity predicted the pattern of

variation in emotion semantics across lan-

guage families. We tested this hypothesis by

correlating the geographic proximity of lan-

guage families (via the latitude and longitude

coordinates of their languages) with their pair-

wise ARI values. As predicted, language fami-

lies with higher pairwise ARI values were in

closer geographic proximity, both in the full

sample of our ARI comparisons, r(188) =−0.26,

p < 0.001, and in the smaller permutation-

robust sample, r(55) = −0.29, p = 0.03 (Fig. 3).

These associations suggest that emotion se-

mantics do not vary randomly; their variation

is tied to the cultural evolutionary relationship

between language families.

Finally, we tested whether any psychophys-

iological dimensions could predict the se-

mantic structure of emotion across language

families. We examined the explanatory power

of six dimensions (valence, activation, dom-

inance, certainty, approach-avoidance, and

sociality) by testing whether they predicted

the community membership of emotion con-

cepts across colexification networks. Using

ratings of 200 online participants (90 female,

110 male;Mage = 34.11, SDage = 10.52), we first

classified our emotion concepts on these di-

mensions using a 1-10 Likert-type scale. We

also classified a set of five “neutral” concepts

Jackson et al., Science 366, 1517–1522 (2019) 20 December 2019 3 of 5

Fig. 3. The relation-

ship between geo-

graphic proximity and

pairwise ARI values.

Point size illustrates

the number of

languages in a com-

parison. In the key, the

nodes denoting point

size are not colored

because they apply to

both red and orange

points. The red

points display the

permutation-robust

ARI values (r = −0.29),

and the orange points

display the remaining

ARI values (r = −0.26).

The regression line

is fitted to all cases,

and the shading rep-

resents standard error.

Fig. 2. The distributions of all pairwise language family ARI values for emotion concepts (in orange)

and color concepts (in light blue), and the distributions of permutation-robust ARI values for emo-

tion concepts (in red) and color concepts (in dark blue). Emotion concepts had significantly lower ARI

values than color concepts, showing more semantic variability.
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(ordinary, nondescript, indifferent, neutral,

and impartial). Using a multilevel structural

equationmodel inwhich participants’ ratings

of emotion concepts on these dimensions pre-

dicted the community membership of emo-

tion concepts, we were then able to test how

well each dimension differentiated emotion

communities from our set of neutral words. If

a dimensionwas highly predictive, themodel’s

Akaike information criteria (AIC) fit would

show a large decrement when the dimension

was removed from the model. By contrast,

removing nonpredictive dimensions would

have less of an impact on the model’s AIC fit.

We ran this analysis for all language families

except theNuclearMacro-Je, for whichmodels

did not converge because only a single com-

munity contained multiple emotion concepts.

The results of this leave-one-out analysis re-

vealed higher predictive power for valence and

activation than for other dimensions (Fig. 4).

Valence was the most predictive dimension,

with the highest AIC fit decrements (MAIC =

323.50) for the all-family network and for 13

of the 19 language families in our analysis.

Activation was themost predictive dimension

for the remaining six language families (MAIC=

208.76). Approach (MAIC = 35.82), certainty

(MAIC = 30.26), dominance (MAIC = 26.18), and

sociality (MAIC = 7.41) had far less predictive

power than valence and activation, and com-

paring the distributions of fit decrements

across language families revealed that both

Jackson et al., Science 366, 1517–1522 (2019) 20 December 2019 4 of 5

Fig. 4. Results from a leave-one-out analysis examining relative decrements in model fit following the removal of each dimension. The top panel represents

the AIC fit decrements associated with removing dimensions from a predictive model of emotion community membership. Higher decrements indicate that the

dimension was more predictive. The bottom panel shows the distribution of AIC fit decrements for each dimension. Valence and activation had significantly higher

average decrements than other dimensions.
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valence (ps < 0.001) and activation (ps < 0.001)

had significantly higher decrements (i.e., ex-

plainedmore variance) than these other dimen-

sions, and that valence had a higher average

fit decrement than activation, t(19) = 2.70, p =

0.01. These findings suggest that languages

around theworld primarily differentiate emo-

tions on the basis of valence and activation

(see materials and methods for further analy-

ses and discussion).

Our findings reveal wide variation in emo-

tion semantics across 20 of the world’s lan-

guage families. Emotion concepts had different

patterns of association in different language

families. For example, “anxiety” was closely

related to “fear” among Tai-Kadai languages,

but was more related to “grief” and “regret”

amongst Austroasiatic languages. By contrast,

“anger” was related to “envy” among Nakh-

Daghestanian languages, but was more re-

lated to “hate,” “bad,” and “proud” among

Austronesian languages. We interpret these

findings to mean that emotion words vary

in meaning across languages, even if they

are often equated in translation dictionaries.

The supplementary materials contain an ex-

tended discussion of why other technical and

sampling artifacts are unlikely to account

for the variation that we observed in emotion

semantics.

Geography partly explained variation in

emotion semantics, such that geographically

closer language families tended to colexify

emotion concepts in more similar ways than

distant language families. Geographically prox-

imal societies often have more opportunities

for contact through trade, conquest, and mi-

gration and share more recent common an-

cestry than distant groups (11). This suggests

that historical patterns of contact and com-

mon ancestry may have shaped cross-cultural

variation in how people conceptualize emo-

tions.We encourage future research to examine

the specific vertical and horizontal transmis-

sion processes that give rise to geographic

variation in emotion semantics.

Despite this variation, we find evidence for a

common underlying structure in the meaning

of emotion concepts across languages. Valence

andphysiological activation—which are linked

to neurophysiological systems that maintain

homeostasis (9)—served as universal constraints

to variability in emotion semantics. Positively

and negatively valenced emotions seldom be-

longed to the same colexification communities,

although there were notable exceptions to this

pattern. For example, some Austronesian lan-

guages colexified the concepts of “pity” and

“love,” which implies that these languages

may conceptualize “pity” as a more positive

(or “love” as a more negative) concept than

other languages. The ability of valence and

activation to consistently predict structure in

emotion semantics across language families

suggests that these are common psychophys-

iological dimensions shared by all humans.

Questions about the meaning of human

emotions are age-old, and debate about the

nature of emotion persists in scientific litera-

ture. The colexification approach that we take

here provides a new method and a set of

metrics to answer these questions by creating

vast networks of how people use words to

name experiences. Analyzing these networks

sheds light on the cultural and biological

evolutionary mechanisms underlying how

emotions are ascribed meaning in languages

around the world. Although debates about the

relationship between language and conscious

experience are notoriously difficult to resolve

(28), our findings also raise the intriguing pos-

sibility that emotion experiences vary system-

atically across cultural groups. More broadly,

our study shows the value of combining large

comparative linguistic databases with quan-

titative network methods. Analyzing the di-

verse ways that people use language promises

to yield insights into human cognition on an

unprecedented scale.
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they originate from, their hedonic valence, and the physiological arousal they evoke.
across cultures. Similarity of emotion terms could be predicted on the basis of the geographic proximity of the languages 
Perspective by Majid). There were low levels of similarity, and thus high variability, in the meaning of emotion terms
languages to determine the degree of similarity in linguistic networks of 24 emotion terms across cultures (see the 

 examined nearly 2500et al.It is unclear whether emotion terms have the same meaning across cultures. Jackson 
The diverse way that languages convey emotion

ARTICLE TOOLS http://science.sciencemag.org/content/366/6472/1517

MATERIALS
SUPPLEMENTARY http://science.sciencemag.org/content/suppl/2019/12/18/366.6472.1517.DC1

CONTENT
RELATED http://science.sciencemag.org/content/sci/366/6472/1444.full

REFERENCES

http://science.sciencemag.org/content/366/6472/1517#BIBL
This article cites 46 articles, 3 of which you can access for free

PERMISSIONS http://www.sciencemag.org/help/reprints-and-permissions

Terms of ServiceUse of this article is subject to the 

 is a registered trademark of AAAS.ScienceScience, 1200 New York Avenue NW, Washington, DC 20005. The title 
(print ISSN 0036-8075; online ISSN 1095-9203) is published by the American Association for the Advancement ofScience 

Science. No claim to original U.S. Government Works
Copyright © 2019 The Authors, some rights reserved; exclusive licensee American Association for the Advancement of

o
n
 J

a
n
u
a
ry

 3
0
, 2

0
2
0

 
h
ttp

://s
c
ie

n
c
e
.s

c
ie

n
c
e
m

a
g
.o

rg
/

D
o
w

n
lo

a
d
e
d
 fro

m
 

http://science.sciencemag.org/content/366/6472/1517
http://science.sciencemag.org/content/suppl/2019/12/18/366.6472.1517.DC1
http://science.sciencemag.org/content/sci/366/6472/1444.full
http://science.sciencemag.org/content/366/6472/1517#BIBL
http://www.sciencemag.org/help/reprints-and-permissions
http://www.sciencemag.org/about/terms-service
http://science.sciencemag.org/

