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Abstract

Refraction estimates from eccentric infrared (IR) photorefraction depend critically on the

calibration of luminance slopes in the pupil. While the intersubject variability of this calibration

has been estimated, there is no systematic evaluation of its intrasubject variability. This study

determined the within subject inter- and intra-session repeatability of this calibration factor and the

optimum range of lenses needed to derive this value. Relative calibrations for the MCS

PowerRefractor and a customized photorefractor were estimated twice within one session or

across two sessions by placing trial lenses before one eye covered with an IR transmitting filter.

The data were subsequently resampled with various lens combinations to determine the impact of

lens power range on the calibration estimates. Mean (±1.96 SD) calibration slopes were 0.99 ±

0.39 for North Americans with the MCS PowerRefractor (relative to its built-in value) and 0.65 ±

0.25 Ls/D and 0.40 ± 0.09 Ls/D for Indians and North Americans with the custom photorefractor,

respectively. The ±95% limits of agreement of intrasubject variability ranged from ±0.39 to ±0.56

for the MCS PowerRefractor and ±0.03 Ls/D to ±0.04 Ls/D for the custom photorefractor. The

mean differences within and across sessions were not significantly different from zero (p > 0.38

for all). The combined intersubject and intrasubject variability of calibration is therefore about

±40% of the mean value, implying that significant errors in individual refraction/accommodation

estimates may arise if a group-average calibration is used. Protocols containing both plus and

minus lenses had calibration slopes closest to the gold-standard protocol, suggesting that they may

provide the best estimate of the calibration factor compared to those containing either plus or

minus lenses.

1. INTRODUCTION

The photorefraction technique provides a rapid and noninvasive estimate of the eye’s

refractive error from a remote distance [1]. These features are particularly advantageous

when working with uncooperative subjects [2–4] and in situations where high sampling rates

are required [3,5–7]. Accordingly, a number of commercial devices have been developed
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using this technique for vision screening of infants and young children, and also for

monitoring accommodative performance (e.g., MCS PowerRefractor [8]).

The principle of photorefraction involves projecting light into the eye from a localized light

source (e.g., an LED) and then examining the distribution of light reflected from the retina,

through the pupil, and into the aperture of a camera [9–11]. In slope-based eccentric

photorefraction, the version that is most commonly used currently, there are a number of

LEDs positioned eccentrically from the camera aperture that, in combination, generate an

approximately linear distribution of reflected light across the pupil. The slope of this light

distribution can be calibrated to indicate the sign (myopic or hyperopic) and magnitude of

the eye’s defocus over a limited but useful operating range. This approach can be applied to

both eyes concurrently at video frame rates, while pupil size and eye position are recorded

simultaneously using first Purkinje image tracking [4,7,12].

There are a number of factors that can impact the luminance distribution of the reflected

light across individuals. Some of them have been modeled and discussed: the distance

between the subject and camera, the size of the camera’s limiting aperture, pupil size, the

eccentricity and design of the LED array, and the refractive error of the eye, for example

[9,10,13,14]. Others are less well understood: reflectance properties of the retina [15,16], the

distance between the retinal structures that reflect near infrared (IR) light and the

photoreceptors that initiate the visual response [17], higher-order monochromatic

aberrations [11,13], chromatic aberration and small variations in the vertex distance (VD) of

the lens placed before the eye, for example. Given the inability to predict the light

distribution across the pupil for a given refractive error, commercial photorefraction devices

have developed an average instrument calibration derived from empirical measurements

collected from numerous subjects [8,14]. Consequently, the average refractive measurement

across a group of subjects is likely to be relatively accurate, but the measurement error for

any individual subject is unknown without individual calibration.

Theoretically, the calibration error can manifest in two independent forms—an absolute

error or a relative error. The absolute calibration is determined by comparing the refraction

estimate from the photorefractor with an estimate from a gold standard technique (e.g.,

retinoscopy). The relative calibration is estimated by measuring the rate of change in

photorefractor reading per diopter change in an eye’s defocus [18,19]. Both need to be

considered in generating an accurate estimate of refractive error. An absolute calibration is

complex to conduct on a routine basis, as the photo-refractor reading must be compared with

a simultaneous measurement taken with the gold standard technique, ideally with

accommodation stabilized using a cycloplegic drug and pupil size matched to those under

habitual viewing conditions [11,13]. Using retinoscopy, Blade and Candy (2006) found the

absolute calibration for individuals to vary from −0.43D to +0.05D around the proprietary

instrument (MCS PowerRefractor) value for four adult subjects (mean mean ± 1SD: − 0.28

± 0.22D) [18].

The relative calibration is used to calibrate changes in the eye’s refraction (in studies of

accommodation, for example), rather than its true underlying defocus, and is obtained from

the slope of the function when luminance slope in the pupil is plotted as a function of lens

power placed before the eye. It does not require a gold standard estimate of true, absolute,

refractive error and can also be performed easily under experimental conditions without

cycloplegia, utilizing natural pupil sizes. Relative calibrations have been found to vary

across individuals, with Blade and Candy (2006) observing a range of approximately±50%

of the mean value across their 13 adult subjects (mean ± 1SD:0.90 ± 0.18; range: 0.55–

1.14), relative to the default proprietary calibration of the instrument [18]. The goal of this

study was to determine whether these relative calibration estimates are actually repeatable
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within the same subject, both within and across days, and to determine the potential impact

of different ranges of lens powers on the calibration estimate. Several different ranges of

lens powers have been used in the past (−5D to +5D lenses in 1D steps [14], −6D to +6D

lenses in 2D steps [8], −1D to +5D lenses in 1D steps [7], +1D to +4D lenses in 1D steps

[3,18], and only +2D and +4D lenses [20]).

The overall purpose of this study was to provide a clearer sense of how stable the relative

calibration estimates are within an individual and which range of lens powers provides the

best and quickest estimate of the relative calibration function. Data were collected with two

eccentric photorefraction instruments. One, the commercially available MCS

PowerRefractor, has been used in numerous studies and is therefore of wide relevance.

Newer versions of this instrument are now available (e.g., PlusOptix PowerRef II and III).

This instrument has a proprietary algorithm for converting photorefraction images into

refraction estimates. The other, a photorefraction system based in MATLAB, was developed

locally in our group. It has not been used extensively by other groups, but does provide

access to the raw image data and therefore permits an assessment of the calibration

characteristics that are general to the photorefraction technique.

2. METHODS

The study was conducted at the Indiana University School of Optometry (IUSO),

Bloomington, USA and at the L V Prasad Eye Institute (LVPEI), Hyderabad, India. All data

collected using the MCS PowerRefractor were collected at IUSO, while data collected using

the custom-designed photorefractor were collected at IUSO and LVPEI. Forty-eight adults

(age range: 19–55 years) from IUSO and 61 adults (age range: 18.5–31.3 years) from

LVPEI were recruited. Approximately 65% of the subjects recruited for the study were

female. Subjects were emmetropic (with uncorrected distance visual acuity of 20/20 or

better and wearing no habitual refractive correction) or they were myopic and fully corrected

using soft contact lenses. Astigmatism was <0.5D in all subjects recruited for the study.

None of the subjects had clinical detectable ocular pathology, and it happened that none of

the subjects were corrected hyperopes. The study adhered to the tenets of the Declaration of

Helsinki and was conducted after approval by the local Institutional Review Boards of IUSO

and LVPEI.

The overall design of the MCS PowerRefractor and the custom photorefractor was similar.

Details of the MCS PowerRefractor can be found elsewhere [8]. The custom photorefractor

consisted of a 4 × 6 array of IR LEDs (peak spectral emission at 850 nm) mounted directly

below an IR sensitive digital camera (Table 1). The top row of LEDs was 4 mm below the

camera aperture, with the other three rows evenly spaced at 7 mm from the center of one

LED row to the next. The camera was connected to a computer and the photorefraction data

were analyzed offline using MATLAB.

The relative calibration protocol for both instruments was as follows. Subjects were aligned

with the camera while their left eye fixated on a visual target. The right eye was occluded

using an IR transmitting filter (Table 1). Trial lenses of varying plus and minus powers were

placed before the filter over the right eye at a VD of 10–14 mm (see Table 1 for lens range

used in the two instruments). Four seconds of photorefraction data were collected from both

eyes simultaneously for each lens power. Any frame containing a blink or reflections from

the lens, collected from an eccentricity of >30° from the pupillary axis, or with pupil

diameter <3 mm or >8 mm was excluded from the analysis. For the MCS PowerRefractor,

the slope of the photorefraction luminance profile across the pupil was calculated in both

eyes for each usable video frame and converted into refraction values using the proprietary

software provided with the instrument. The difference in average refraction between the

Bharadwaj et al. Page 3

J Opt Soc Am A Opt Image Sci Vis. Author manuscript; available in PMC 2014 March 27.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



eyes for each lens power (i.e., measured anisometropia) was then plotted as a function of

lens power and an ordinary least squares regression was performed on the linear portion of

the data to determine the change in anisometropia per diopter change in lens power. This

value provided the calibration factor for that dataset relative to the defocus estimates

generated by the proprietary software. For the custom photorefractor, the luminance slope

was calculated across the central 80% of the vertical pupil diameter for each eye and then

scaled reciprocally by the mean luminance across the pupil in that frame. This scaling

accounted for any multiplicative change in slope associated with pupil size. The difference

in the mean raw slopes between the two eyes was plotted as a function of the lens power and

the same ordinary least squares regression was performed on the linear portion of these data

to obtain the defocus calibration estimate for the custom system.

The relative calibration factor for the MCS PowerRefractor was a unitless quantity as it was

estimated relative to the inbuilt proprietary calibration of the instrument. The calibration

estimate for the custom photorefractor was in units of luminance slope per diopter (Ls/D).

The calibration protocol, looking at anisometropia as a function of lens power, minimized

the impact of accommodative changes on the calibration measurements and permitted

calibration under habitual viewing conditions, without cycloplegia and the associated

mydriasis. Accommodative responses in the two eyes are yoked and any change in

accommodative state of one eye would be accompanied by an equivalent change in

accommodative state of the fellow eye, without impacting the induced difference in

refraction [21]. In reality, the refraction of the uncovered eye varied very little during the

measurements, indicating relatively stable accommodation.

A. Aim 1: Repeatability of Calibration Function

The intrasubject variability in the calibration factor of the MCS PowerRefractor was

determined by repeating the protocol four times on 16 subjects at IUSO. Two calibration

routines were recorded at the same visit and two more routines were recorded within 1 week

of each other. The intrasubject variability of the custom photorefractor was determined by

repeating the protocol three times on 23 Indians at LVPEI and twice on 20 North Americans

at IUSO. At LVPEI, the two calibration routines were recorded at the same visit while the

third was recorded between 2 and 4 weeks after the first session. At IUSO, the second

routine was performed within 1 week of the first session. Data collected twice within the

same session describe intrasession repeatability while those collected across different

sessions describe intersession repeatability in the calibration estimate.

B. Aim 2: Impact of Lens Power Range on Calibration Function

The impact of the lens powers used on data collected using the MCS PowerRefractor was

determined in a subset of 12 subjects at IUSO, by repeating the protocol with a larger range

of lens powers (+8D to −6D in 1D steps; gold standard set). The data collected were then

sampled in five different lens combinations and the results compared to those obtained with

the full “gold standard” set. The protocols were (i) sampling every 2D across the full lens

range instead of every 1D (the “alternating” protocol), (ii) only positive lenses in 1D steps

(induced myopia, the “positive” protocol), (iii) only negative lenses in 1D steps (induced

hyperopia, the “negative” protocol), (iv) 0D to +4D in 1D steps and −2D (the “five-lens”

protocol), and (v) +2D and +4D, as used by Gabriel and Mutti [20] (the “two-lens”

protocol). The impact of lens powers used on the calibration estimate from the custom

photorefractor was explored in the same way using 20 subjects each from IUSO and LVPEI.

The data obtained from the resampled protocols were compared with those obtained from

the full “gold standard” +8D to −8D lens set.
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Data analyses were performed using MATLAB, Microsoft Excel, and SPSS. Statistical

analyses included ordinary least squares linear regression, student’s T-test, and Bland–

Altman style analysis for examining repeatability. The agreement between two measures of

relative calibration factors were described using the mean difference ±1.96* standard

deviation of the difference [±95% limits of agreement (LOA)].

3. RESULTS

Data collection was successful in all 16 subjects using the MCS PowerRefractor. Data

collection was successful in 56 of the 61 Indians at LVPEI and all 20 North Americans at

IUSO using the custom photorefractor. The data from 5 Indians were discarded due to poor

image quality (n = 2) and/or small pupil size (n = 3). For both instruments, data collected

from the eye with the lens changed linearly with lens power typically between ±5D, while

the data from the eye without the lens remained constant (Fig. 1). The linear range found

with the MCS PowerRefractor at IUSO and the custom photorefractors at IUSO and LVPEI

is consistent with the MCS PowerRefractor recommended range of 4D of hyperopia to 6D

of myopia [8,14].

A. Repeatability of the Calibration Function

Four sets of calibration data were collected using the MCS PowerRefractor. Lens powers

ranging from 0D to +4D, in 1D steps, and a −2D lens were used to obtain these data. The

mean (±1.96 * SD) calibration values across subjects (an indication of intersubject

variability) were 0.99 (±0.39), 1.04 (±0.40), 1.09 (±0.58), and 1.12 (±0.44) for the first,

second, third, and fourth routine, respectively. Comparison of data collected from routines 1

and 2 indicated the intrasession repeatability of calibration while comparison of data

collected from routines 3 and 4 indicated the intersession repeatability of calibration. There

was no significant difference in the means between routines 1 and 2 (df = 15; t = 0.86; p =

0.40) and between routines 3 and 4 (df = 15; t = 0.42; p = 0.68). Figure 2 shows Bland–

Altman type plots of the intrasession and intersession variability of the calibration

measurements. The mean (±95% LOA) intrasession signed difference between routines 1

and 2 was 0.04 (±0.39) and the difference between routines 3 and 4 was 0.03 (±0.56),

indicating that the calibration estimates varied within approximately ±0.5 units across all

routines. The paired intrasession and intersession differences were not significantly different

from each other, either (df = 15; t = 0.16; p = 0.87).

For the custom photorefractor, three sets of data were obtained from Indian eyes at LVPEI

and two sets of data were obtained from North American eyes at IUSO. Lens powers

ranging from −8D to +8D, in 1D steps, were used to obtain these data. Frequency

histograms of the defocus calibration factors obtained from session 1 at LVPEI and IUSO

are shown in Fig. 3. Just like the MCS PowerRefractor [18], calibration values obtained

using the custom photorefractor also showed intersubject variability, with a mean (±1.96 *

SD) slope from set 1 of 0.65 (±0.25)Ls/D for the Indians and 0.40 (±0.09)Ls/D for North

Americans. The mean slopes of the subjects in India and North America were statistically

significantly different from each other (df = 19; t = 3.45; p < 0.001). To confirm that this

difference was not related to instrument or experiment differences at LVPEI and IUSO, the

calibration protocol was repeated in 6 European and 3 African subjects who were visiting

LVPEI. The calibration factors obtained from the 6 Europeans (range: 0.37 Ls/D to 0.50 Ls/

D) were similar to the data from the North American cohort [Fig. 3(a)] while the calibration

factors obtained from the 3 Africans (0.68 Ls/D to 0.70 Ls/D) were similar to the data from

the Indian cohort [Fig. 3(a)].

Comparison of data collected from sets 1 and 2 in the Indian eyes represented the

intrasession repeatability of calibration. For the Indian data, the mean (±1.96 * SD)
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calibration factor from set 1 (0.74 ± 0.31 Ls/D) was not significantly different from that of

set 2 (0.72 ± 0.31 Ls/D) (df = 23; paired t = 0.92; p = 0.14) [Fig. 4(a)]. The mean (±95%

LOA) signed difference between the two measurements was 0.02 ± 0.11 Ls/D and the mean

(±95% LOA) absolute difference was 0.05 ± 0.07 Ls/D. Comparison of data collected from

sets 1 and 3 in Indians and from sets 1 and 2 in North Americans represented the

intersession repeatability of calibration. The intersession variability in the Indian and North

American data were qualitatively similar to each other. The mean (±1.96 * SD) calibration

factors for sets 1 and 3 in Indians were not statistically significantly different from each

other (set 1: 0.64±0.22 Ls/D; set 3: 0.66 ± 0.25 Ls/D) (df = 23; paired t = 0.66; p = 0.38),

with a mean (±95% LOA) signed difference of 0.01 ± 0.14 Ls/D and absolute difference of

0.07 ± 0.09 Ls/D across subjects [Fig. 4(b)]. The means (±1.96 * SD) of set 1 (0.39 ± 0.19

Ls/D) and set 2 (0.42 ± 0.18 Ls/D) for the North Americans were marginally significantly

different from each other with no correction for multiple comparisons (paired t = 2.43, df =
19, p = 0.03). The small individual differences tended to be consistently positive, with a

mean (±95% LOA) signed difference of 0.03 ± 0.10 Ls/D and a mean absolute difference of

0.05 ± 0.06 Ls/D [Fig. 4(c)].

B. Impact of Lens Power Range on Calibration Function

Table 2 and Figs. 5(a)–5(e) show the results of resampling the range of lenses using the five

different protocols relative to the “gold standard” routine (±8D to ±6D in 1D steps) for the

MCS PowerRefractor. The ends of the linear region were determined by visual inspection of

the data before performing the linear regression. The calibration slopes obtained in the

alternating and five-lens re-sampling procedures were closest to and most strongly

correlated with the gold standard values [Table 2, Figs. 5(a) and 5(d)]. While there was no

significant difference between either the five-lens or the alternating lens protocols compared

with the gold standard protocol, the 95% LOA range was wider in the five-lens protocol

than in the alternating lens protocol. The positive and two-lens protocols underestimated the

calibration factors significantly, relative to the gold standard and had 95% LOAs that were

similar to each other [Table 2, Figs. 5(b) and 5(e)]. The negative protocol tended to

overestimate the calibration factors (without reaching statistical significance), had the widest

95% LOA, and was least correlated with the gold standard [Table 2, Fig. 5(c)].

Table 2 and Figs. 5(f)–5(o) show the results of resampling the first set of the Indian and

North American data obtained using the custom photorefractor. Again, the slopes obtained

using the alternating protocol were closest to and not significantly different from the gold

standard, with the smallest 95% LOA, in both populations (p > 0.1 for both) [Table 2 and

Figs. 5(f) and 5(g)]. The correlation coefficient was also highest between the alternating

protocol and the gold standard for both populations (r > 0.94 for both) and weakest between

the two-lens protocol and the gold standard (r = 0.8 for Indians and r = 0.44 for North

Americans). The trends in the other protocols were similar to those observed with the MCS

PowerRefractor [Table 2 and Figs. 5(a)–5(e)].

4. DISCUSSION

The accuracy of defocus estimates obtained using eccentric photorefraction depends upon

the calibration of the luminance slope in the pupil. This study determined (i) the intrasubject

repeatability of the relative calibration of a commercial and a custom-designed

photorefractor and (ii) the impact of lens range used on the relative calibration estimates

obtained using these instruments. Data were obtained only on emmetropes or on myopes

who were rendered emmetropic using soft contact lenses. Uncorrected refractive error will

be, however, expected to only induce an absolute offset in the calibration function [i.e.,
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refraction output or luminance slope plotted against induced lens power (Fig. 1)], without

affecting its slope (i.e., the relative calibration estimate).

A. Repeatability of Relative Calibration Factor

Both photorefractors appeared to exhibit intersubject variability in their calibration factors

[estimated from the 95% CI’s (1.96 * SD)], with the ±95% CI’s ranging from 22.5% to

38.5% of the mean value for the custom photorefractor and around 40% of the mean value

for the MCS PowerRefractor. The variability found in this study with the MCS

PowerRefractor is similar to that obtained by Blade and Candy using the same instrument

[18]. This intersubject variability would have a significant impact on the final defocus

estimates obtained using photorefraction. For example, the mean calibration slope of the

custom photorefractor for Indian data was 0.65 Ls/D, with the steepest and flattest slopes

being 1.14 Ls/D and 0.41 Ls/D, respectively [Fig. 3(a)]. A unit change in luminance slope

would therefore correspond to a refraction change of 1.45D (1/0.69 Ls/D = 1.45 D/Ls),

0.88D or 2.4D, respectively. The true refraction change per unit change in slope would

therefore be overestimated by 0.57D for the subject with the steepest slope and

underestimated by 0.95D for the subject with the flattest slope if the group-average

calibration factor were used.

How much of this variability is due to true variation between subjects, as both

photorefractors also exhibited intrasubject variability in the calibration factor? The overall

intrasubject variability of the custom photorefractor was somewhat smaller (±95% LOA

between two sessions ranged from ±0.10 Ls/D to ±0.14 Ls/D) than that of the MCS

PowerRefractor (±95% LOA between two sessions ranged from ±0.39 to ±0.56 units),

indicating better repeatability of calibration in the former than in the latter. Data collected

twice in the same visit or across different days resulted in mean signed differences that were

not significantly different from zero [except for the North American data in the custom

photorefractor, where the mean difference (±95% LOA) was 0.03 ± 0.10 Ls/D; p = 0.03],

indicating that there was little or no intrasession or intersession bias in the calibration

measurements of both instruments. The slightly larger intrasubject variability in the MCS

PowerRefractor measurements, relative to the custom photorefractor, may arise due to small

differences in the range of lenses used to determine the calibration factor. For the MCS

PowerRefractor calibration, the five-lens protocol was used (0D to ±4D in 1D steps and ±2D

lens) while the gold standard protocol (−8D to ±8D in 1D steps) was used in calibrating the

custom photorefractor (Table 1). The resampling exercise undertaken in this study for the

MCS PowerRefractor (Aim 2) indicated that the five-lens protocol resulted in slightly more

variable results than the alternate lens protocol containing a larger range of plus and minus

lens powers (Fig. 5; Table 2). This was true for North American eyes in the custom

photorefractor also (Fig. 5; Table 2). Alternatively, the difference in variability between the

two instruments may also reflect inherent differences in the LED array, cameras, or software

algorithm used to analyze the pupil profiles. This question cannot be tested further due to the

proprietary nature of the MCS PowerRefractor software.

The decision to perform an individual calibration for each subject will depend on the

required accuracy and precision of the data and whether the study is designed to draw

conclusions regarding the mean of a group or for an individual (in a screening protocol, for

example). The benefit of performing a calibration routine on individual subjects will also

depend on the ratio of intrasubject to intersubject variability. High intrasubject variability

would suggest that performing a calibration routine is unlikely to provide a useful estimate

of the subject’s true calibration factor, while high intersubject variability implies that

calibrating the instrument for an individual would be beneficial. The intersubject variability

was, in fact, only marginally greater than the intrasubject variability for some calibration
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protocols. A simple single factor ANOVA performed on the repeatability data collected

using the MCS PowerRefractor suggested that the intersubject variability was still

significant though (F(15, 48) = 3.54, p = 0.0004). The ANOVA-based estimator of the

intraclass correlation coefficient (ICC) (two-way random effects model [22]) was 0.39,

indicating that the intersubject variability explained approximately 40% of the variance in

this dataset. ICC for the intersession and intrasession repeatability for Indian eyes and

intersession repeatability for North American eyes, all obtained using the custom

photorefractor, were 0.74, 0.94, and 0.84, respectively. This indicated a smaller effect of

intrasubject variability in these protocols.

B. Factors Causing a Change in Photorefraction Calibration

As listed in the Introduction, several factors could contribute to the observed variability in

the defocus calibration estimate. These could have a combination of additive and

multiplicative effects on the estimate. Measurements taken during the design and

development of the custom photorefractor indicated that a mean luminance compensation

for any multiplicative effect of pupil size changes worked robustly for pupil sizes >3 mm

and that the pupil slope estimates for a given dioptric value did not change systematically

during pupil size variation greater than this value. Similar compensation for the

multiplicative effect of pupil size and mean luminance was also employed in the eccentric

IR photorefractor developed by Schaeffel et al. (1993) [14]. Indeed, the relative calibration

slopes of 20 Indian subjects obtained here using the custom photorefractor had no

correlation with their pupil diameters (range: 3.5–5.7 mm; r = −0.14; p = 0.87) (data not

shown).

Nonlinearities in the luminance distribution across the pupil (from higher-order

monochromatic aberrations particularly at large pupil sizes [11] or from tear-film

disturbances [23], for example) may also influence the defocus calibration. The pupil

luminance profiles obtained in this study were typically linear, with only the far ends of the

profile showing nonlinearity in many subjects (only the central 80% of the profile was

included in the analyses for the custom-built system). While it may explain differences

between subjects, this factor would need to be changing between two measurements

performed on the same subject if it were to explain the intrasession and intersession

variability seen in the current data (e.g., due to changes in monochromatic abberrations of

the eye with accommodation [24]).

Measurement noise could also be introduced by small variations in the angle and VD at

which the trial lens was held before the eye. In this study, trial lenses were held by hand at a

VD of 10–14 mm from the eye. While manual positioning of the lens allowed the

experimenter to make slight adjustments to avoid lens reflections, this might have induced

small variations in VD across subjects and experimental sessions. Assuming that the

calibration factor is unity for a VD of 12 mm, a change in VD of 10 mm toward (i.e., VD =

2 mm) or away (i.e., VD = 22 mm) from the subject, results in calibration factors of 1.06 and

0.94, respectively, based on changes in the effective power of the lenses. Given that the VD

is unlikely to have changed by 10 mm in this study (at most, they changed by 2–3 mm), the

calculations indicate that this might only account for a small amount of the observed

variability.

Interestingly, in addition to the intersubject and intrasubject variability in calibration

estimates, this study also observed systematic differences in the calibration slopes obtained

using the custom photorefractor between Indian and North American eyes (Fig. 3). The

mean (±1.96 * SD) calibration slope in Indian eyes [0.65 ± 0.25 Ls/D] was statistically

significantly larger than those of North American eyes [0.40 ± 0.09 Ls/D]. The

compensation for the multiplicative effect of mean pupil luminance incorporated into the
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analysis of the custom photorefractor suggests that this difference cannot be a simple result

of brightness difference resulting from increased absorption by pigment or pupil size,

however. The calibration slopes of European subjects (with similar pigmentation as the

North Americans) visiting LVPEI were in the same range as the slopes of North American

subjects obtained at IUSO [compare asterisk symbols in Figs. 3(a) and 3(b)]. This suggests

that the difference in slopes between the two groups is unlikely to arise from differences in

instrumentation of experiment setup. The Indian subjects were all of typical Indian racial

and ethnic backgrounds, with a range of pigmentation. The North American subjects also

had a range of racial and ethnic backgrounds, but on average were less pigmented than the

Indian subjects. While fundal reflectance in the visible spectrum tends to be less in darker

eyes than in lighter eyes, this difference with eye color reduces in IR light [15,16]. Further

experiments are required to fully understand the origin of these differences in calibration

factors obtained from subjects from different geographical regions.

C. Impact of Lens Power Range on the Relative Calibration Estimate

When collecting data from subjects with short attention spans (e.g., infants and children),

any calibration protocol needs to be short in duration yet reliable. An analysis of different

lens selections was performed to determine the impact of both number and range of lenses

on the slope estimate (Fig. 5 and Table 2). The first resampling procedure used alternating

lenses over the full range and resulted in minimal differences when compared with the full

protocol [Figs. 5(a), 5(f), and 5(k)]. This protocol required eight or nine lenses instead of 15

or 17 lenses in the gold standard protocol, with the alternate protocol taking about 2–3 min

to complete in a cooperative adult. The positive and negative lens protocols required nine or

seven lenses each and resulted in differences in estimates that were more variable than for

the alternating protocol [Figs. 5(b), 5(g), 5(l), 5(c), 5(h), and 5(m)]. If the purpose was to

study accommodative performance using photorefraction, one might wish to perform the

calibration using the positive lens protocol as it mimics myopic focus, but as noted above

this protocol introduces additional variability relative to the alternating protocol using a

similar number of lenses. The final two protocols reduced the number of lenses to two and

five and therefore made the data collection shorter in duration [Figs. 5(d), 5(i), 5(n), 5(e),

5(j), and 5(o)]. They also concentrated the data collection in the myopic region. Taking the

number of lenses down to two appeared to result in additional variability and bias, while the

five-lens protocol including one lens inducing hyperopia (−2D) tended to result in estimates

that were more similar to the alternating or positive lens protocols.

Overall, if the goal was to estimate the calibration function over the entire linear region, it

would seem that the lenses should span both the myopic and hyperopic regions, with the

alternating protocol with approximately eight lenses, or the five-lens protocol with four

lenses in the myopic region and one lens in the hyperopic region resulting in the least error

relative to the gold standard condition. Gabriel and Mutti [20] used the two-lens protocol to

correct refraction data obtained using photorefraction for comparison with cycloplegic

retinoscopy. They concluded that the use of this calibration protocol did not improve the

agreement between the two datasets. This example illustrates the dilemma of trying to

achieve a valid calibration in the shortest time possible. The intraobserver variability for

cycloplegic retinoscopy is also on the order of 0.25 to 0.5D [25].

5. CONCLUSIONS

Due to its many advantages—speed, remote location, ease of operation, relatively large

working range, and the potential to assess eye alignment—the eccentric IR photorefraction

technique has been used to screen for pediatric refractive errors and to monitor the

accommodative response. Refraction estimates obtained using this technique depend

critically on the conversion of luminance profile into diopters of defocus. This study
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observed both intersubject and intrasubject variability in the relative calibration estimates.

The combined intersubject and intrasubject variability was on the order of ±40% around the

mean, implying that significant errors in refraction estimates may arise at an individual level

if a group-average calibration is used. The lens range used also had an impact on the

variability of calibration estimates, with a calibration protocol spanning both myopic and

hyperopic defocus over the linear operating range of the instrument resulting in least

variability and providing the best estimate of the full calibration factor.
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Fig. 1.

Raw datasets collected from one representative subject using the MCS PowerRefractor

(panel a) and for another subject using the custom photorefractor (panel b). Data collected

from the right and left eyes are plotted as a function of the lens placed over the right eye.

Data collected from two sessions are shown to demonstrate repeatability of the

measurements.
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Fig. 2.

Difference in calibration factors obtained using the MCS PowerRefractor between the first

and second sessions (intrasession repeatability) and the third and fourth sessions

(intersession repeatability) plotted as a function of the mean calibration factor. Solid and

dashed lines indicate 95% LOA.
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Fig. 3.

Frequency histograms of the calibration factor obtained using the custom photorefractor for

all (a) Indian and (b) North American subjects.

Bharadwaj et al. Page 14

J Opt Soc Am A Opt Image Sci Vis. Author manuscript; available in PMC 2014 March 27.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



Fig. 4.

(a) Intrasession and (b) intersession repeatability of the calibration factor for Indians, and (c)

the intersession repeatability of the calibration factor for North Americans obtained using

the custom photorefractors. All other details are the same as Fig. 2.
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Fig. 5.

Difference in defocus calibration factor between the gold standard and a resampling protocol

plotted for each subject. (a)–(f) Data obtained using the MCS PowerRefractor, (f)–(j) data

obtained from Indians, and (k)–(o) data obtained from North Americans, both using the

custom photorefractor. Subjects are arranged in ascending order of their calibration slope

obtained in the gold standard protocol. Positive numbers on the ordinate indicate that the

calibration slope obtained from the resampled protocol was larger than that in the gold

standard protocol.
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Table 1

Design Specifications, Experimental Details and the Data Collection Protocols Followed with the MCS

PowerRefractor at IUSO and with the Custom Photorefractors at IUSO and LVPEI

Custom Photorefractor

MCS PowerRefractor IUSO LVPEI

Design specifications

i. Camera used – Point Grey Research FireFly Point Grey Research Dragonfly
Express

ii. Shape of LED array Trapezoid Rectangle Rectangle

iii. Sampling frequency 25 fps 30 fps 30 fps

iv. Viewing distance 100 cm 75 cm 75 cm

Experiment details

i. Lens range used 0D to +4D in 1D steps and −2D for
repeatability; −6D to +8D in 1D steps for

resampling

−8D to +8D in 1D steps for
repeatability and resampling

−8D to +8D in 1D steps for
repeatability and resampling

ii. Vertex distance 10–14 mm 10–14 mm 10–14 mm

iii. IR filter used Kodak Wratten #87B Optcast filter Edmund Optics
NT43–954

Optcast filter Edmund Optics
NT43–954

iv. Calibration units Unitless Luminance slope per diopter
(Ls/D)

Luminance slope per diopter
(Ls/D)

Data collection protocols followed

i. Intrasession repeatability Yes (n = 16) No Yes (n = 23)

ii. Intersession repeatability Yes (n = 16) Yes (n = 20) Yes (n = 23)

iii. Resampling Yes (n = 12) Yes (n = 20) Yes (n = 20)
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