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Abstract—Wireless Mesh Networks (WMNs) serve as a key
enabling technology for various smart initiatives, such as Smart
Power Grids, by virtue of providing a self-organized wireless
communication superhighway that is capable of monitoring the
health and performance of system assets as well as enabling
efficient trouble shooting notifications. Despite this promise, the
current routing protocols in WMNs are fairly limited, particu-
larly in the context of smart initiatives. Additionally, managing
and upgrading these protocols is a difficult and error-prone
task since the configuration must be enforced individually at
each router. Software-Defined Networking (SDN) shows promise
in this regard since it enables creating a customizable and
programmable network data plane. However, SDN research to
date has focused predominantly on wired networks, e.g., in
cloud computing, but seldom on wireless communications and
specifically WMNs. This paper addresses the limitations in SDN
for WMNs by allowing the refactoring of the wireless protocol
stack so as to provide modular and flexible routing decisions as
well as fine-grained flow control. To that end, we describe an
intelligent network architecture comprising a three-stage routing
approach suitable for WMNs in uses cases, such as Smart
Grids, that provides an efficient and affordable coverage as
well as scalable high bandwidth capacity. Experimental results
evaluating our approach for various QoS metrics like latency and
bandwidth utilization show that our solution is suitable for the
requirements of mission-critical WMNs.

Index Terms—SDN, Wireless Mesh Networks, Smart Grids,
Home Area Network.

I. INTRODUCTION

Wireless networks, and in particular, Wireless Mesh Net-

works (WMNs) have been actively considered as one of

the most promising wireless technologies to build highly

scalable wireless backhaul networks [1] for Smart Grid power

systems [2], renewable energy sources [3] and solar energy

harvesting base stations [4]. These WMNs assume a hierar-

chical structure composed of Home Area Networks (HANs)

and Neighbor Area Networks (NANs), which are plugged to

a Network Gateway (NG) to access the wide area networks

(WANs). A HAN connects a group of sensing devices in a

home to smart meters that record the energy consumption

for a given home and transmit the collected data to Meter

Controlling Systems (MCS). NANs connect multiple MCSs

of the HANs that are geographically in close proximity and

interact with cloud services in the WAN for various kinds of

data collection and analytics.

Despite the promise, current wireless routing protocols for

WMNs are fairly limited and their extensions to power grid

systems are very difficult. For example, in traditional WMNs,

the nodes (i.e., mesh switches and routers) communicate with

each other using routing protocols like AODV (Ad hoc On

Demand Distance Vector) and OLSR (Optimized Link State

Routing Protocol), which are inherently distributed because

each node broadcasts information about its directly connected

end devices to all other nodes. Using this information, each

node will derive its own routing path to all the other nodes

independently and in a distributed fashion. As a result, they

reflect a partial visibility of the network without paying

attention to the real network conditions. This local visibility

limits the ability of WMNs to perform network engineering

in large-scale wireless networks. Additionally, WMNs are

difficult to manage and upgrade because their configuration

must be enforced manually at each mesh router, which is both

difficult and error-prone.

Software-Defined Networking (SDN) [5], [6] shows signif-

icant promise in meeting the networking needs of Smart Grid

systems [7] due to the separation of the control and forwarding

plane. Recent trends in Smart Grids reveal that SDN has been

used to implement a multi-rate, multicast network for Phasor

Measurement Unit (PMU) data [8]. Similarly, Rinaldi et al. [9]

investigated a wired SDN controller to manage the network

infrastructure of smart grid and provide a resilient Smart Grid

systems [10]. Despite these advances, all these efforts have

used SDN only in wired networks, which make their solutions

unusable in smart environments due to their distributed and

often wireless nature.

Addressing these needs is challenging for the following rea-

sons. Since SDN was initially conceived for wired networks,

the controller in the traditional case statically establishes paths

to every switch so that it can then run centralized routing

algorithms. In wireless networks, however, the controller has

to discover all the switches before it can run the centralized

routing algorithms. This can be achieved by installing wireless

routing algorithms like AODV and OLSR in switches, but this

means that the switches lose the simplicity that is envisioned

by the SDN paradigm, which calls for no intelligence to reside

in the switches. In other words, the SDN requirements of a

centralized routing control and simple switch design contra-

dict with the distributed routing algorithms and sophisticated978-1-5090-3216-7/16/$31.00 c©2016 IEEE



switch design of the wireless network architecture.

Consequently, we need an approach that enhances SDN for

WMNs such that the new approach can centralize the control

decisions – a trait of SDN – over distributed wireless mesh

networks. To realize such a capability, we present a novel

approach for creating an intelligent Software-Defined Wireless

Mesh Network suitable for use cases, such as Smart Grids.

Our approach proposes a novel way of performing routing

in three stages in SDN-based WMNs by using a modified

OpenFlow protocol, which allows us to remain faithful to the

SDN philosophy of keeping the switch design simple and

of a logically centralized control plane while also allowing

flexibility and mobility that is inherent in distributed wireless

mesh networks. The rest of the paper delves into the details

and evaluation of our proposed approach.

II. RELATED WORK

This section compares related work along two dimensions

with our work.

A. SDN and Routing in Wireless Mesh Networks

Wm-SDN [11] attempts to address the routing challenge

in SDN-based WMNs described in Section I by using a

hybrid protocol. It uses the traditional AODV distributed

protocol for switch-controller connection. Subsequently, when

the controller-switch connection is established, it then uses

SDN-based centralized protocols for switch-switch routing

decisions. In this architecture each switch must support both

SDN OpenFlow and also legacy routing protocols. Conse-

quently, this approach is technically not a pure SDN-based

approach since the switch is involved during the first part of

routing decisions (i.e. during AODV). Moreover, it requires the

switch to support complex hardware and software than what

SDN envisions.

Some other efforts [12] [13] have also proposed hybrid

approaches for routing though of a different kind. They pro-

pose to combine SDN-enabled switches and legacy switches

(or routers) in a wireless mesh router , where SDN-enabled

switches form the SDN network while traditional switches

form the legacy network. In this architecture, the legacy

switches run traditional routing algorithms (OSPF in this case)

while every SDN enabled switch has to be in direct contact

(wireless or wired) with one such legacy switch. This allows

SDN-enabled switches to not support any complex hardware

and software. However it requires each SDN-enabled switch

to communicate with at least one legacy switch.

B. SDN-enabled Smart Grids

There are some research initiatives to leverage the potential

of SDN in Smart Grid communication. Jianchao et al. [14]

discussed opportunities that bring SDN to support the potential

use cases in Smart Grid. Similarly, Dong et al. [10] studied

the benefits of SDN to improve network resilience in Smart

Grid. Rinaldi et al. [9] proposed using a wired SDN con-

troller to simplify and automate the network management in

power grids. Cahn et al. [15] presented a Software-Defined

Energy Communication Network (SDECN) framework for

self-configuring IEDs for substation automation. Likewise,

Dorsch et al. [7] presented fast recovery and load management

algorithms for the distribution and transmission in power grids.

Additionally, multicast Phasor Measurement Unit (PMU) has

been investigated [8]. Thomas et al. [16] proposed using a

SDN-enabled multicast scheme to support flexible and fault-

tolerant group communications in power systems.

Although the previous works enabled SDN in smart grids,

they consider only wired communications. In contrast to wired

networks which are known to be stable and robust, our

contribution addresses wireless mesh smart grid networks so

as to extend power systems to rural and disaster regions. Our

solution provides an efficient and affordable coverage as well

as low-latency, and flexible and network-aware communica-

tions.

III. THREE-STAGE ROUTING ARCHITECTURE AND DESIGN

CONSIDERATIONS

This section delves into the details of our three-stage routing

approach for SDN-enabled wireless mesh networks.

A. Three-Stage Routing in SDN-enabled WMNs

In this section, we describe our 3-stage routing approach for

SDN-enabled WMNs. Our work is realized as an extension to

the OpenFlow protocol for the wireless mesh networks, where

the new three-level routing strategy enables existing OpenFlow

protocol to adapt to the dynamic nature of the WMNs. Below

we describe the three stages of this routing strategy.

• Stage 1: Initial Controller-Switch Connection: As

shown in Figure 1, in the SDN-based wireless mesh net-

works, only a few switches are directly connected to the

controller. The first task is to connect all the switches to

(at least one) controller by setting up initial/basic routing.

We propose an initial (i.e., non-permanent) routing stage

where a SDN controller will find all the switches by

flooding the network without considering whether the

path it finds is best or not. To achieve this, we use an

OpenFlow-based routing algorithm for initial controller-

switch connection by adapting OLSR in two ways. First,

instead of the switches broadcasting their link state (i.e.

information about directly connected end devices), the

controller will broadcast information about its directly

connected switch. Second, instead of running a pure

wireless mesh routing protocol like AODV or OLSR

in the switches, we modify the OpenFlow client in the

switch such that it finds the initial path to the controller

without requiring any additional software.

• Stage 2: Controller-Switch Path Optimization: Once

the initial connection is established, the routing paths set

up in this stage will be used to install new alternatives

(i.e., shortest, optimum or load balanced) paths. The

controller can decide to choose a path among these

alternative paths between itself and a switch since at

this point, the controller has a global view of the net-

work. Thereafter, it installs the corresponding rule to
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route packets from the switches to itself in the switches

by propagating the information using the original non-

optimized paths.

• Stage 3: Routing among Switches: After the second

step, the controller will derive the shortest path routing

among switches themselves and it will then install these

routing paths and corresponding forwarding rules using

the shortest paths set-up in the previous stage. As de-

scribed above, to achieve the above routing strategy, we

had to modify the OpenFlow client.

B. Implementation Details

We now present the details of our implementation and the

message types we created for the three stages of our approach.

1) OF_Initial_Path_Request: Initially, the controller will

send the OF_Initial_Path_Request messages to all its di-

rectly connected switches. As described in Figure 1, the

switches could be either connected via wired interface

or wireless interface to the controller. Additionally, the

controller could be at the same location as that of the

switch or could be situated in the cloud data center.

Once a switch receives those messages, it updates the

controller path destination with the source id found in

the received OF_Initial_Path_Request message. Then,

the switch creates a new OF_Initial_Path_Request mes-

sage with its own source id and broadcasts it to the

other switches. This step is performed periodically by

every switch. Thereafter, every switch that receives the

OF_Initial_Path_Request message establishes an initial

path to the controller. This path may not provide shortest

paths but only be used as a first step for obtaining the

shortest path in the next stage. Also, since every switch

broadcasts this message periodically, this helps to handle

the mobility in the network.

2) OF_Initial_Path_Response: The switch sends this mes-

sage to the controller on finding the initial path in stage

I. This message is directed towards the controller and

is only sent to that neighbor from which the switch

received OF_Initial_Path_Request message first, i.e. this

message is sent via the initial path between switch

and controller. However, this response message con-

tains SSIDs of all the neighboring switches. i.e. all the

neighboring switches from whom this switch received

OF_Initial_Path_Request message.

3) OF_Controller_Shortest_Path: This OpenFlow message

is used to optimize the initial connection path between

the controller and the switch. The Controller sends this

message to the switches to update the path towards the

controller with the shortest path. This message is sent

only when the initial path differs from the shortest path

between controller and switch. Moreover, this message

is always sent using the initial path. When the switch

receives this message, it installs the new path to the

controller, which is shorter than the previous path. More-

over, the switch gives this new path higher preference

by installing the rule for this path before the rule of the

initial path. So from that point onward, whenever the

switch sends any message to the controller, it takes the

shortest path. Only when the shortest path fails to deliver

a message, the initial path is used as a backup.

C. Demonstrating the Approach in a Use Case

We now demonstrate how our approach works for a topol-

ogy shown in Figure 1. Each switch is connected to a single

edge device while only the first switch is connected to the

controller directly.

Figure 2 shows the interactions in all the three stages. In

Stage-I, the controller sends the OF_Initial_Path_Request to

Switch-1 using flooding. Switch-1 then duplicates this message

and sends it to Switch-2 and Switch-4. This allows each

switch to find an initial path to the controller. In Stage-II,

each switch sends OF_Initial_Path_Response message to the

controller via the initial path found in Stage-I. This message

contains information about neighboring switches.

Controller Switch 1 Switch 2 Switch 3 Switch 4 Switch 5

Stage I

Initial Path to 

Controller

Stage II

(Path 

Optimization)

Stage III

Intra-Switch Paths

(e.g. between Switch 3 

and 5)

Fig. 2: Three-Stage Routing Interactions

In our example, Switch-3 has received

OF_Initial_Path_Request from two switches (Switch-2

and Switch-4). However, it has received the message from



Switch-2 first. Hence, for Switch-3, the initial path to the

controller is via Switch-2. However, when the Switch-3

replies to the Controller using OF_Initial_Path_Response

message via initial path (i.e. via Switch-2), it includes

the SSID of Switch-2 and Switch-4 in it. This allows the

Controller to deduce the neighbors of each switch and hence

the topology of the entire network. Using the knowledge

about the topology of the network, the controller now installs

the shortest path routes in switches as shown in Figure 2

where Switch-3 now has a shorter path to the Controller via

Switch-4 instead of via Switch-2.

Finally in Stage-III (Figure 2), the controller installs routing

paths among switches using the shortest path from Stage-II.

As shown in Figure 2, the Controller installs OpenFlow rules

such that Switch-3 can reach Switch-5 via Switch-4.

IV. EXPERIMENTAL EVALUATION

We have implemented our three-stage routing strategy using

the SDN emulation framework called Mininet. The basic

Mininet does not provide wireless link support. An extension

called Mininet-WiFi provides basic support for simulating

wireless links but lacks support for essential wireless network

based algorithms like shortest path or AODV or OLSR, which

are normally supported by other network simulators like NS2

or NS3. Hence, we have used NS3 which is a network

simulator with support for wired and wireless links. NS3

also provides support for OpenFlow client, which is required

for SDN based switched. Thus, in order to bridge NS3 with

Mininet, we have used OpenNet. The OpenNet simulator

bridges NS3 and Mininet to provide wireless simulation in

the SDN based network settings.

Once the wireless mesh network (of mobile switches and

mobile hosts) is created using Mininet and NS3, the SDN

controller is connected to one or more of the wireless switches.

For this purpose we have used the POX controller. The three

stage routing strategy is implemented on top of the POX

controller as a network application. This strategy also makes

use of shortest-path algorithms supported by the NS3 simulator

under the hood.

We have evaluated our approach by comparing its perfor-

mance with the hybrid approach of Figure ??. For comparison

we used three metrics (1) controller-switch connection latency,

(2) controller-switch reconnection latency, and (3) switch-

switch connection latency.

In the beginning, the controller will try to connect to all

the switches using messages OF_Initial_Path_Request and

OF_Initial_Path_Response for finding the initial path in Stage-

I, which in turn will be used to install the shortest path in

Stage-II. We measure the latency to perform Stage-I and Stage-

II, and compare it with the hybrid approach. Figure 3 plots

this controller-switch connection latency against the number

of hops between the controller and switch. We measure this

latency for the hybrid approach, Stage-I and Stage-II. As can

be seen from the figure, our approach basically breaks down

the latency required by the hybrid approach into two stages

(Stage I and Stage-II). The latency incurred by the hybrid

approach is approximately the sum of the latency incurred by

Stage-I and Stage-II.
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We observed the same behavior when we measured the

latency for re-connecting the controller-switch link during

failure. We measured this latency against the number of broken

links between controller-switch as seen in Figure 4. Here also

we can see the Stage-I and Stage-II reconnection latency adds

up to the reconnection latency in the hybrid approach.

It is evident that our approach breaks up routing into two

stages where the first stage finds a potentially inefficient route

to the controller but takes lesser time while the second stage

tries to optimize the route found in the first stage but takes

more time. This helps overall performance of actual routing

between switch-switch connection in Stage-III as seen in

Figure 5. This figure shows the connection latency among

switches against number of hops between them. It is seen that

the stage-III of our approach outperforms the hybrid approach

as the number of hops increase between switches. The reason

for this result is that the switch has better connection to the

controller in our approach than in the hybrid approach as

shown in Figures 3 and 4.
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In SDN, whenever a switch wants to connect to another

switch, it requests the controller to install the routing rules.

Hence, the connection to the controller plays a big role in

the switch-switch connection latency. In wired networks, there

is almost no mobility of nodes and hence once a controller

installs rules in switches, these rules may not need to be

changed frequently. Hence, routing among switches is not

impacted by the controller-switch latency in wired networks.

However in wireless mesh networks, as nodes can move more

frequently, the switch needs to establish a reliable connection

to the controller in order to improve the switch-switch routing.

This is the advantage of our approach over the hybrid

approach. The hybrid approach always tries to find the best

route to the controller, which in turn incurs higher latency and

hence the controller-switch connection becomes unavailable

for longer durations. Our three-stage approach, however, tries

to find the first available route to the controller incurring

smaller latency in Stage-I which helps to keep controller-

switch connection alive for longer durations and thereby

improving system availability as well as helping in reducing

the latency in Stage-III.

V. CONCLUSIONS

In this paper, we proposed a three-stage routing strategy to

efficiently use SDN in wireless mesh networks. In this regard,

we proposed extensions to the existing OpenFlow protocol

with three new type of messages which facilitates the three

stage routing. We then evaluated the three-stage routing ap-

proach using latency metrics: one for the connections between

the controller and switch, and another for connection between

switches. The code for the prototype simulation can be found

at 1. In this work, we used a centralized controller in this

work. However, in wireless scenarios, distributed controllers

are more realistic. We plan to extend our work to centralized

controllers and compare the performance.
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