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1. Introduction

Audio augmented reality (AAR) is a technology that aims to embed virtual

auditory content into the real environment of a user. This thesis studies some of

the challenges involved in implementing an AAR system, and presents possible

approaches to resolve them.

1.1 Motivation

Nearly five decades after the first augmented reality (AR) application was

presented by Sutherland (1968), the technology is still at an early stage in its

development (Nicholson, 2013), and has only recently reached the general public

in the form of advertising, augmented sports broadcasting (Olaizola et al., 2006)

and mobile AR browsers, including Wikitude1, Layar2, and Junaio3. While

the above examples are mainly based on visual display of augmented content,

relatively few applications that run outside laboratory settings provide auditory

augmentation. An example of such an application is the mobile AAR browser

Toozla4. Possible reasons for the slow adoption of AAR include a general trend

in human–computer interaction research to give prevalence to the human vision

over other senses (Cohen and Wenzel, 1995), a lack of AR authoring tools

supporting audio, and perhaps uncertainty among AR application designers

regarding the benefits and requirements of AAR.

This thesis summarises a series of studies on enabling technologies for AAR,

from motion tracking to auditory display and spatial rendering. These studies

helped to identify the challenges and requirements of an AAR system, and

resulted in some novel approaches to overcome them.

1www.wikitude.com
2www.layar.com
3www.junaio.com
4www.toozla.com
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Figure 1.1. AAR system overview: (a) audio playback setup; (b) motion tracking; (c) con-

text extraction; (d) audio encoding; (e) spatial rendering; (f) user interface. The

parts studied in this thesis are marked along with Roman numerals indicating

the respective publications.

1.2 Scope of the thesis

The research leading to this thesis was motivated by issues and challenges

arising when designing and implementing an AAR system, from the choice of

playback setup and tracking technology to the design of auditory display and

the spatial rendering framework. While this thesis does by no means strive

to address all topics relevant to the research area, it does highlight some of

the problems and potential pitfalls an AAR system or application designer

might encounter, and discusses both previously presented and novel approaches

to resolve them. Figure 1.1 shows a block diagram of an AAR system. The

basic building blocks of the AAR system are (a) the audio playback setup, (b)

motion tracking, (c) context extraction, (d) audio encoding, and (e) spatial

rendering.

In this thesis, a binaural headset with integrated microphones is assumed as

the audio playback setup (see Fig. 1.1a). It allows the user to perceive both

real and virtual environments simultaneously as augmented reality.

Motion tracking (see Fig. 1.1b) determines the position and orientation of

the user and is required in AR systems to register the augmentation layer with

the real environment. A variety of motion tracking methods and systems have

been proposed previously. Here, a method is presented to extract position and

orientation information from the signals of the user-worn headset microphones.

Context extraction (see Fig. 1.1c) describes the process of determining the
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context the user is in, based on features including user location (Liao et al.,

2007), and presence or absence of people or objects in the environment (Ajanki

et al., 2011). Context-awareness allows an AR application to deliver virtual

content that is relevant or interesting for the given situation (Ajanki et al.,

2011), and thus augments the perception of the real environment. However,

the extraction and interpretation of context is highly application-specific, and

not part of the present work.

Audio encoding (see Fig. 1.1d) is the process of making virtual content audible.

Building on related research on enabling technologies for auditory display, the

work presented here investigates the effect of various display design parameters

on user performance. The parameters studied include the sound type of the

audio samples used to display information and their arrangement in time and

space. The user performance is evaluated in two basic tasks adapted from

information visualisation: detecting a sample among distractors, and estimating

sample numerosity. Due to the general nature of the tasks, the results of the

study have potential implications for a variety of practical applications, and

may inform the choice of enabling technology for auditory display in an AAR

setup.

Spatial rendering (see Fig. 1.1e) is the process of generating ear input signals

that evoke the perception of a virtual sound source emanating from a specific

direction or position in space. In AAR, virtual content is displayed via spa-

tialised virtual sound sources as an overlay onto the real acoustic environment.

The rendering process encodes measured and/or modelled localisation cues

into the sound signal of a virtual source. Here, a spatial rendering framework

is proposed that produces virtual sources with high fidelity and is not tied to a

specific database of localisation cues, unlike previously proposed approaches.

Optionally, an AAR system may also require interfaces to support user

interaction. The study of such interfaces is closely related to human–computer

interaction research, and is outside the scope of this thesis.

1.3 Organisation of the thesis

Chapter 2 presents the theoretical foundation of this thesis. The properties

of human spatial hearing are discussed, as well as the application of those

properties for rendering spatialised virtual content. Chapter 3 introduces the

motion tracking algorithms employing the microphone signals of the user-worn

AAR headset, as proposed in Publications I and II. Chapter 4 discusses the

use of auditory display to convey sample presence or numerosity, and presents
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results from a listening test reported in Publication III. A rendering framework

for displaying spatialised virtual audio content, published in Publications IV

and V, is introduced in Chapter 5. Chapter 6 summarises and concludes the

thesis.
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2. Theoretical foundation

This chapter gives an overview of the theoretical context of this thesis. First,

definitions of augmented reality (AR) and audio augmented reality (AAR), as

used in this thesis, are presented. Then, the requirements for implementing an

AAR system are briefly discussed. Finally, a short review of the perception

and generation of spatial sound is given, as these form the basis of AAR.

2.1 Augmented reality

AR aims at enhancing the sensory perception of the real world by embedding

computer-generated, virtual stimuli or information into the user’s environ-

ment (Azuma, 1997; Rozier et al., 2000). Azuma et al. (2001) define AR as a

variation of virtual reality (VR), with the following properties:

• combines real and virtual objects in a real environment;

• runs interactively, and in real time;

• registers (aligns) real and virtual objects with each other.

An alternative interpretation places AR between real and virtual environments

on a reality–virtuality continuum (Milgram et al., 1995), as it combines real

and virtual elements.

The first AR application dates back to 1968, when Sutherland presented

a see-through head-mounted display that showed three-dimensional (3-D)

information with a “kinetic depth effect” (Sutherland, 1968): The perspective

of the displayed information changes in accordance with head movements of the

viewer, to give the illusion of a 3-D object. The possibility of embedding virtual

content into the perception of the real environment through AR has since found

use in a variety of applications, including television broadcasting (Olaizola

et al., 2006), medical displays (Azuma, 1997; Sielhorst et al., 2008), and

industrial applications (Regenbrecht et al., 2005; Pentenrieder et al., 2007).
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With the advent of powerful portable computers and mobile phones, mobile

AR applications emerged, allowing the augmentation of the real world outside

laboratory settings (Feiner et al., 1997; Starner et al., 1997; Henrysson and

Ollila, 2004; Ajanki et al., 2011).

2.2 Audio augmented reality

Although many AR applications rely mostly on visual augmentation of reality,

research on taking advantage of sensory modalities other than vision is growing,

not least to make AR accessible to the blind and visually impaired. AAR can

be defined analogously to (visual) AR as a combination of real and virtual

auditory objects in a real environment (Warusfel and Eckel, 2004). Audio

forms an interesting alternative to vision as a display modality in AR, for a

number of reasons. The goal of AR is to enhance, rather than replace, reality.

An AR system must therefore support the simultaneous perception of the real

environment and the virtual overlay. This is especially important in a mobile

context, where the user should be continuously aware of the surroundings (Mc-

Gookin and Brewster, 2004b). Given the user’s limited field of view, using a

graphical interface can be challenging in situations where the user is engaged in

a visually demanding task, such as walking or driving. These limitations can be

overcome with a non-graphical display. An example of a non-graphical display

is auditory display, defined as “the use of sound to communicate information

about the state of a computing device to a user” (McGookin and Brewster,

2004b). A key advantage of auditory over graphical display is that it does not

require a stable line of sight and is not limited to a “field of view”. Therefore, in

AAR, information can be presented to the user via auditory display regardless

of the user’s head orientation. Furthermore, channeling information to the

ears reduces the visual and cognitive load and frees the user’s eyes to observe

the environment (Peres et al., 2008). A combination of visual and auditory

information display can be beneficial for multimodal tasks (Hornof et al., 2010)

or to improve the usability of a device with a small visual display (Brewster,

2002). While the sense of vision outperforms the auditory system in terms

of its spatial resolution (Behringer et al., 1999), the auditory system has a

higher temporal resolution and may react faster to stimuli than the visual

system (Nees and Walker, 2009). In an alerting or monitoring task, the auditory

system is able to rapidly detect unexpected sounds, while ignoring expected

ones (Shinn-Cunningham et al., 1997), and to attend multiple audio streams in

parallel (Bregman, 1990). A listener can focus on a particular speaker among a
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group of concurring speakers, a phenomenon referred to as the “cocktail party

effect” (Cherry, 1953). Based on the properties of the human auditory system,

researchers have identified use cases for auditory display in a variety of AR

scenarios, including telecommunication (Dalenbäck et al., 1996; Beracoechea

et al., 2008), navigation (Loomis et al., 1998; Sundareswaran et al., 2003),

tour guiding (Bederson, 1995; Zimmermann and Lorenz, 2008), context-aware

computing (Mynatt et al., 1998; Sawhney and Schmandt, 2000) and device

diagnostics and maintenance (Behringer et al., 1999).

2.3 Implementing an audio augmented reality system

Table 2.1 lists examples of AAR systems and their components. Despite the

variety of application areas, the systems share the basic building blocks depicted

in Fig. 1.1. All systems require an audio playback setup and some form of audio

encoding, to display audible content to the user. For the playback setup, most

systems rely on user-worn headphones, as they are both cheap and portable.

The form of audio encoding employed is somewhat application specific. Guiding

and navigation systems benefit from synthesised or pre-recorded speech output,

to provide explicit information to the user. Non-speech sounds, on the other

hand, may be required to alert the user, provide background information or

awareness, or communicate other non-verbal cues, for instance the spatial

location of an object or place.

Motion tracking is a part of all but one system. Knowing the position of

the user allows the AAR system to provide location-dependent information.

In many systems, the user context is inferred simply from user location. Fur-

thermore, location-awareness enables implicit user interaction: The displayed

auditory content changes as the user moves. For many systems this type of

passive user interaction is sufficient or even preferred (McGookin and Brewster,

2012), and no dedicated user interface is required.

Most AAR systems listed in Table 2.1 employ spatial rendering to display

virtual auditory content at arbitrary directions or locations. Spatial rendering

extends the auditory display space beyond the physical boundaries of the

playback setup’s transducers, creating what may be referred to as virtual

auditory display (Shilling and Shinn-Cunningham, 2002). In the following, a

short overview of the human ability to perceive and localise sound is given,

followed by a brief review of spatial rendering.
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Figure 2.1. (a) Head-related coordinate system; (b) vertical-polar, and (c) horizontal-polar

coordinate system. The head model is taken from the EEGLAB toolbox (De-

lorme and Makeig, 2004).

2.4 Spatial hearing

To generate and render virtual auditory events embedded into a real physical

environment, the properties of real auditory events as well as their perception

by the human auditory system need to be taken into account. Hearing can be

defined as the perception of auditory events that occur at a certain time and

place. Therefore, human hearing is inherently spatial (Blauert, 1996). Through

localisation, the auditory system relates attributes of the sound reaching the ears

to the location of an auditory event. In the following, these sound attributes

and their role for determining the position of an auditory event are briefly

reviewed.

2.4.1 Geometric definitions

In this thesis, geometric relations are described in the head-related coordinate

system described by Blauert (1996), unless otherwise stated. The coordinate

system is depicted in Fig. 2.1. The following geometric definitions are used

throughout this thesis:

Origin The origin of the coordinate system lies halfway between the ear

entrances.

Horizontal plane The plane through the origin intersecting the ear entrances

and eye sockets, dividing the space into upper and lower hemisphere (see

Fig. 2.1a).

Median plane The plane orthogonal to the horizontal plane and halfway

between the eye sockets, dividing the space into left and right hemisphere

(see Fig. 2.1a).
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Head symmetry Symmetry of the head about the median plane (Blauert,

1996).

Elevation The angle, −90 ≤ θ ≤ 90, measured between the horizontal plane

and a ray from the origin to a 3-D location; an elevation of −90 degrees

lies below the head, an elevation of 90 degrees lies above the head (see

Fig. 2.1b).

Azimuth The angle, −180 ≤ ϕ ≤ 180, measured between the median plane

and the projection of the ray from the origin to a 3-D location onto the

horizontal plane; an azimuth of −90 degrees lies to the left, an azimuth of

90 degrees lies to the right, and an azimuth of ±180 degrees lies behind

the head (see Fig. 2.1b).

Radius The distance, r, from the origin.

Vertical-polar coordinate system Describes 3-D location in terms of az-

imuth, ϕ, elevation, θ, and radius, r (Macpherson and Middlebrooks,

2002) (see Fig. 2.1b).

Horizontal-polar coordinate system Describes 3-D location in terms of

lateral angle, γ, polar angle, δ, and radius, r (Macpherson and Middle-

brooks, 2002) (see Fig. 2.1c).

Lateral angle The angle, −90 ≤ γ ≤ 90, measured between the median plane

and a ray from the origin (Algazi et al., 2001b); a lateral angle of −90

degrees lies to the left, a lateral angle of 90 degrees to the right of the

head (see Fig. 2.1c).

Polar angle The polar rotation angle, −180 ≤ δ ≤ 180, in the horizontal-

polar coordinate system (Algazi et al., 2001b); a polar angle of −90

degrees lies below, a polar angle of 90 degrees above, and a polar angle

of ±180 degrees behind the head (see Fig. 2.1c).

Near-field The region about 1 m or less away from a listener’s head (Kan

et al., 2009).

Far-field The region further than about 1 m away from a listener’s head (Kan

et al., 2009).
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Vertical-polar coordinates, ϕ, θ, can be converted to horizontal-polar coordi-

nates, γ, δ, via (Morimoto and Aokata, 1984)

γ = arcsin (sin ϕ cos θ) , (2.1)

δ =





δ′ if |ϕ| < π
2
,

π − δ′ else,

(2.2)

where

δ′ = arcsin

(
sin θ√

sin2 θ + cos2 ϕ cos2 θ

)
. (2.3)

2.4.2 Perception of lateral angle: Interaural cues

Early experiments on human localisation have demonstrated the ability of

humans to determine the direction of pure tones based on differences between

the signals reaching the left and right ear (Rayleigh, 1907; Macpherson and

Middlebrooks, 2002). For low-frequency pure tones, the auditory system

primarily evaluates phase differences between the ear signals to determine the

lateral angle of a sound source. For frequencies above 500 Hz, the lateral angle

of a source can be inferred from level differences between the ear signals. As

these localisation cues stem from differences between the ear signals, they are

referred to as interaural cues (Blauert, 1996).

Real auditory events carry interaural cues due to the physics underlying the

propagation of sound in air. Sound emanating from a sound source that is small

compared to the wavelength of the sound propagates in spherical longitudinal

waves (Rossing and Fletcher, 2004). If the sound source is positioned to

the left or to the right of a listener, the propagation paths from the source

to each ear of the listener differ in length. Therefore, the wave front first

reaches the ipsilateral ear (i.e., the ear oriented towards the source), and then

the contralateral ear (i.e., the ear oriented away from the source). The signal

reaching the contralateral ear is subject to a delay proportional to the difference

in path lengths. This delay is referred to as interaural time difference (ITD).

The ITD changes as a function of the source’s lateral angle, and can therefore

be evaluated by the auditory system as a cue for the lateral direction of the

sound source. For pure tones with a frequency up to 1.5–1.6 kHz, the ITD can

be derived from the phase difference between the signals at the ipsilateral and

the contralateral ear. At higher frequencies, the wavelength is shorter than

the distance between the ears, i.e., shorter than about 20 cm (Blauert, 1996).

Therefore, the wave may cycle from the moment it reaches the ipsilateral ear

to the moment it reaches the contralateral ear. The resulting phase difference
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between the ear signals is ambiguous, hence the ITD can not be inferred from

it. It should be noted that for complex high-frequency sounds the auditory

system is able to extract ITD information from the onsets and envelope of the

ear signals (Macpherson and Middlebrooks, 2002).

The dominant cue for determining the lateral angle of high-frequency sounds

is the interaural level difference (ILD) between the ear signals (Rayleigh, 1907;

Macpherson and Middlebrooks, 2002). The ILD is a result of the listener’s head

causing acoustic shadowing, thus reducing the signal level at the contralateral

ear (Blauert, 1996). Towards low frequencies with wavelengths larger than the

head size, the head becomes acoustically transparent and the ILD diminishes.

The relative importance of the interaural cues for determining the lateral

angle of a source is explained by the Duplex theory (Rayleigh, 1907; Macpherson

and Middlebrooks, 2002): The auditory system weights ITD cues strongly in

the low-frequency region and ILD cues strongly in the high-frequency region.

2.4.3 Perception of polar angle: Spectral cues

The auditory system uses interaural cues described in Section 2.4.2 to determine

the perceived lateral angle of a sound source. However, for sound sources in the

far-field positioned on the median plane or a cone centred on the axis connecting

the ears (i.e., a cone of confusion), and assuming free-field conditions and a

symmetrical head without torso, these cues are invariant (Hebrank and Wright,

1974; Shinn-Cunningham et al., 2000). Nevertheless, the auditory system is able

to extract elevation cues from sufficiently long or repeated broadband signals

of a source on the median plane (Blauert, 1996). These cues are monaural,

as the ear signals they are extracted from are identical. It has been shown

that the auditory system is not able to interpret monaural temporal cues, and

that elevation perception is instead based on monaural spectral cues (Hebrank

and Wright, 1974; Wightman and Kistler, 1997). Studies have shown that

the impression of source elevation can be created by applying a notch (Bloom,

1977) or peak (Blauert, 1996) with elevation-dependent centre frequency to

the signal spectrum. In the case of real auditory events, elevation-dependent

spectral peaks and notches are caused by pinna and torso reflections (Zotkin

et al., 2004; Takemoto et al., 2012). The combination of these spectral peaks

and notches is believed to serve as an elevation cue (Wightman and Kistler,

1997; Zotkin et al., 2004; Takemoto et al., 2012).

Experiments by Macpherson and Middlebrooks suggest that monaural spec-

tral cues have little or no importance for lateral angle perception (Macpherson

and Middlebrooks, 2002). Interaural spectral cues, that is, frequency-dependent
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ILD patterns, have been suggested as elevation cues (Duda, 1997) and lateral

angle cues (Macpherson and Middlebrooks, 2002), but their role seems to be

minor (Macpherson and Middlebrooks, 2002; Jin et al., 2004).

For the human auditory system to be able to extract spectral cues from the

ear signals, some prerequisites should be met. Firstly, although it has been

suggested that monaural spectral features exist below 3 kHz (Algazi et al.,

2001b), the source signal should have spectral content above 5 kHz (Wightman

and Kistler, 1997). Secondly, the auditory system should have prior knowledge

of the source signal, that is, it should be familiar with the source sound (Blauert,

1996). Thirdly, and perhaps most importantly, the auditory system needs prior

knowledge of the way the spectral cues change as a function of the source

direction. These spectral patterns are discussed in Section 2.4.5.

2.4.4 Perception of distance

Determining the distance of a sound source is quite a challenging task for the

human auditory system (Zahorik et al., 2005). Distance perception is based on

a variety of factors. A straightforward cue to judge the distance of a sound

source is the sound intensity: The sound is attenuated as it propagates, hence

the intensity increases as the sound source approaches the listener. For moving

sources, the rate at which the sound intensity changes can be used by listeners

to judge source distance (Zahorik et al., 2005). An important distance cue for

sources in reverberant environments is the ratio between direct and reverberant

sound energy (Middlebrooks and Green, 1991; Zahorik et al., 2005): Close

sound sources have a higher direct sound energy relative to the reverberant

sound energy than further sources. For sources further than about 15 m from

the listener, the high-frequency attenuation due to air absorption can serve

as a distance cue (Zahorik et al., 2005). For sources in the near-field, it has

been suggested that the ILD changes differently with the source position than

the ITD (Shinn-Cunningham et al., 2000; Brungart, 2002). While the ITD is

largely unaffected by source distance, the ILD for a lateral source increases

with decreasing distance. The reasons for the ILD boost in the near-field are

an increased effect of head shadowing and the fact that for a sound source

approaching the head, the level of the ipsilateral ear signal increases faster than

the level of the contralateral ear signal (Brungart, 2002). The faster increase

of the ipsilateral signal level leads to an ILD boost at low frequencies that

exceeds low-frequency ILDs found in the far-field.

An important non-acoustic cue for distance perception of an auditory event

is the familiarity of the listener with the source signal (Blauert, 1996; Zahorik
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et al., 2005). Human listeners can determine the distance of a live talker

reasonably well (Middlebrooks and Green, 1991; Zahorik et al., 2005), but fail

to determine the distance of unfamiliar sounds, unless reverberation is present

allowing the listeners to judge the distance based on the direct-to-reverberant

energy ratio (Brungart, 2002).

2.4.5 Head-related transfer functions

The localisation cues contained in the sound signal of a source in free field are a

result of the filtering that sound undergoes when travelling from a sound source

to the listener’s ears due to shadowing and reflections from the listener’s torso,

head, and pinnae (Middlebrooks et al., 1989; Wightman and Kistler, 1989).

Assuming this filtering to be linear and time-invariant, it can be described by

an impulse response or a transfer function (Breebaart, 2013), the head-related

impulse response (HRIR) or head-related transfer function (HRTF), respectively.

The HRTF can be defined as the relation of the sound pressure at a point

inside the human ear canal to the sound pressure at the centre of the head in

absence of the listener (Blauert, 1996). As the HRTFs are highly dependent on

the lateral and polar angle of the sound source, they contain the lateral and

polar localisation cues described in Sections 2.4.2 and 2.4.3. For sources in the

near-field, HRTFs are distance-dependent (Brungart, 2002; Kan et al., 2009),

and hence capture some of the distance cues mentioned in Section 2.4.4.

An important characteristic of HRTFs is that they are highly individual, due

to differences in the geometric and acoustic properties of the torso, head, and

pinnae between listeners (Wenzel et al., 1993). HRTFs can be measured by

inserting probe microphones into the ear canals of a listener. Databases of

HRTF measurements are publicly available online (Gardner and Martin, 1995;

Algazi et al., 2001a; IRCAM, 2013). Measuring and analysing HRTFs is of

ongoing research interest as it allows studying the acoustic cues responsible for

human sound localisation. The usage of HRTFs for rendering spatialised audio

is discussed in Section 2.5.5.

2.4.6 Dynamic cues

The localisation accuracy of the auditory system is best for sources straight

ahead of the listener (Middlebrooks and Green, 1991; Blauert, 1996). To

determine the position of a sound source, listeners tend to spontaneously move

the head towards it to improve the localisation accuracy (Middlebrooks and

Green, 1991; Blauert, 1996). This head movement results in a change of
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the localisation cues encoded in the ear signals. The patterns with which the

localisation cues change due to head movements constitute dynamic localisation

cues (Blauert, 1996). People who are deaf on one ear can use these dynamic

cues to better localise a sound source (Blauert, 1996). For listeners with

normal hearing, dynamic cues seem to serve mostly for resolving localisation

ambiguities, e.g., to determine whether a source is in front of or behind the

listener (Blauert, 1996).

2.4.7 Multi-modal cues

Not all factors that affect the auditory perception are themselves strictly

auditory (Slaney, 1998). To be able to extract the dynamic cues discussed

in Section 2.4.6 from the ear signals, the listener must relate them to the

head movements that caused them. The head movement is in turn inferred

from the senses of vision and balance, and the position of the neck muscles.

Therefore, dynamic cues can be considered multi-modal (Blauert, 1996). There

are several other examples where the sense of vision affects auditory perception.

Visual feedback has been shown to improve speech intelligibility in the presence

of noise or competing speech (Bernstein and Grant, 2009). In the case of

conflicting auditory and visual cues, the sense of vision may dominate the

auditory perception. If the temporal changes of a visual object are synchronised

to the changes of sound signal, the viewer might localise the sound source at

the position of the visual object, even if the actual sound source is located at a

different position (Yost, 1993; Blauert, 1996). This phenomenon, referred to as

visual capture, can be experienced when watching a television programme or a

ventriloquist: Sound synchronous to lip movements is heard as emanating from

a person displayed on screen or the ventriloquist’s puppet, even though the

sound does not actually originate from there. The McGurk effect demonstrates

how the visual perception of lip movements influences the auditory perception

of speech sounds (Cohen and Massaro, 1990): A video of a person articulating

/pa-pa/ combined with the speech sounds /na-na/ can result in the viewer

hearing /ma-ma/.

2.4.8 Properties and limitations of human spatial hearing

The accuracy of human auditory localisation can be described in terms of the

localisation blur, i.e., the minimum sound source displacement perceivable by

50% of listeners (Blauert, 1996). For sound sources straight ahead, listeners

are able to detect lateral displacements as small as one degree. This is taken
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as the maximum spatial resolution of the human hearing. The localisation

blur increases with the source azimuth, reaching a maximum to either side

of the listener. The localisation blur is higher in the vertical direction than

in the horizontal direction. The minimum localisation blur for the vertical

displacement or a source straight ahead of the listener is about four degrees for

white noise, nine degrees for a talker familiar to the listener, and 17 degrees for

unfamiliar speech (Blauert, 1996). For a source above or behind the listener,

the localisation blur in vertical direction increases.

The localisation of a sound source in a reverberant environment is aided

by the precedence effect (Litovsky and Godar, 2010): The auditory system

emphasises localisation cues encoded in the sound reaching the ears on a direct

path from the source, while de-emphasising cues stemming from reflections

that incur a propagation delay relative to the direct sound.

Due to the “cocktail party effect” (Cherry, 1953; Blauert, 1996), the auditory

system is able to employ a set of temporal, spectral, and spatial cues to follow

a target speaker in the presence of competing sound sources (Yost, 1997).

An overview of the auditory system’s performance in a variety of basic

discrimination and identification tasks is given by Kidd et al. (2007).

2.5 Spatial rendering

When generating audio feedback in augmented reality, the ability to position

auditory events is necessary to allow them to be overlaid over the real acoustic

environment. Based on the understanding of human spatial hearing (see

Section 2.4), it is possible to render a virtual sound source and control the way

it is perceived by a listener. The process of rendering virtual sound in such

a way that it evokes the same listening experience as a real sound source at

a specific point in space is referred to as auralisation (Kleiner et al., 1993).

Next, playback systems and rendering techniques for auralisation in AAR are

discussed.

2.5.1 Playback systems

The rendering of spatial audio requires precise control over the signals reaching

the listener’s ears. Controlling the ear input signals of the left and the right

ear independently allows to encode the spatial cues that evoke the perception

and localisation of an auditory event. A playback system for spatial rendering

has to support channel separation at the ears of the listener, to enable the
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faithful delivery of these spatial cues. A playback system employing a pair

of loudspeakers to control the ear input signals of a listener is referred to as

transaural stereo (Cooper and Bauck, 1989). With a transaural loudspeaker

setup, the channel separation required for spatial rendering is achieved by

ensuring the signal of one loudspeaker reaches only one ear, via a crosstalk can-

cellation algorithm (Atal and Schroeder, 1966; Gardner, 1997). The crosstalk

cancellation typically only works if the listener remains within a restricted

area known as the “sweet spot” (Gardner, 1997). A major drawback of using

loudspeakers for spatial rendering in an augmented reality system is that it

does not support mobility of the user. A mobile variant of loudspeaker-based

systems is the “Soundbeam Neckset” that comprises user-worn directional

loudspeakers (Sawhney and Schmandt, 2000).

Headphone-based systems for spatial rendering provide the advantages that

they are portable and have high channel separation, allowing precise control

over the ear input signals (Shilling and Shinn-Cunningham, 2002). In an

augmented reality setup, the use of headphones may be problematic due to

the occlusion of the user’s ear canals, which may deteriorate the perception of

the real acoustic environment. Awareness of one’s surroundings is especially

important in mobile applications, to alert the user of potential dangers. To

enhance the perception of ambient sounds when wearing headphones, Tappan

(1964) proposed the use of “Nearphones”, i.e., small loudspeakers worn near the

ears. Bone-conductive headsets, or “bone-phones” (Walker and Lindsay, 2005),

transmit sound to the cochlea by inducing vibrations directly to the skull, and

thus do not occlude the ear entrances. Bone-phones have been successfully

used to render spatialised audio (MacDonald et al., 2006) and “hear-through

augmented reality” (Lindeman et al., 2007). Martin et al. (2009) propose the

use of earphones equipped with acoustically transparent earpieces to enable

hear-through augmented reality. “Mic-through augmented reality” (Lindeman

et al., 2007), on the other hand, refers to the use of headphones with integrated

microphones for spatial rendering. Playing back the microphone signals to

the user mitigates the attenuation of ambient sounds due to the headphones

occluding the ear entrances. Some commercially available noise-cancelling

earphones employ “mic-through” technology to improve the perception of

ambient sounds: Sennheiser1 equips some of their noise-cancelling headphone

models with “TalkThrough” technology (Gelhard and Grone, 2010), whereas

Bose’s “QuietComfort” earbuds2 come with an “Aware” mode. An example

1www.sennheiser.com
2www.bose.com/qc
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Figure 2.2. The ARA headset and mixer. See text for description.

of a headset specifically geared towards AAR applications is the “Intelligent

Headset” by GN Store Nord3.

A similar concept underlies the “ARA headset” (Härmä et al., 2004; Albrecht

et al., 2011; Rämö and Välimäki, 2012) that was designed to enable the

rendering of spatial audio for mobile AR applications. The ARA headset, shown

in Fig. 2.2, consists of a pair of insert-earphones with integrated miniature

microphones, and a mixer. The real acoustic environment is captured at the

user’s ear entrances via the microphones and played back through the earbuds.

The microphone signals are equalised in the mixer to minimise the effect of

the headset on the captured sounds (Albrecht et al., 2011), with the goal

of making the headset acoustically transparent. The audio augmentation is

implemented by playing back virtual sounds through the earbuds. Therefore,

the ARA headset allows rendering virtual content overlaid onto reality, while

maintaining high fidelity with respect to the perception of the real acoustic

environment. The level of the microphone signals can be adjusted in the ARA

mixer to either amplify or attenuate ambient sounds, allowing the user to

crossfade between real and virtual content. In the remainder of this thesis, the

audio AR system is assumed to rely on a headphone-based playback system

such as the ARA headset and mixer.

2.5.2 Rendering lateral angle: Interaural cues

The process of rendering spatialised virtual audio via binaural headphone

signals is referred to as binaural synthesis (Jot et al., 1995). In the context of

augmented reality, the goal of binaural synthesis is to render a virtual sound

source in such a way that it is perceived by the user as being embedded in

the real acoustic environment. The degree of fidelity of the spatial rendering

depends on a variety of factors, including the requirements of the AR application

and the constraints of the AR system. A straightforward way to spatialise a

monophonic input source via binaural synthesis is to encode basic interaural

3intelligentheadset.com
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cues presented in Section 2.4.2 into the binaural output signals. Given a desired

source in the far-field at a lateral angle, γ, and approximating the listener’s

ears by two points in free space, the propagation path difference, ∆s, from the

source to the two ears can be approximated by the sine law (Blauert, 1996):

∆s = d sin γ, (2.4)

where d is the distance between the two points. Using this simple approximation,

the interaural time difference (ITD), τitd can be calculated as

τitd =
s

c
=

d sin γ

c
, (2.5)

where c denotes the speed of sound. Therefore, to render a monophonic source

at a lateral angle, γ, the ear input signal at the contralateral ear should be

delayed by τitd with respect to the ipsilateral ear input signal. Non-negative

delays, τ(γ), that can be applied to each ear input signal to yield an ITD

approximately equal to τitd can be calculated as follows (Pulkki et al., 2011):

τ(γc) =





a
c

·
(
1 − cos(γc + π

2
)
)

if |γc + π
2
| < π

2
,

a
c

·
(
|γc + π

2
| − π

2
+ 1

)
else,

(2.6)

where a denotes the effective head radius (Pulkki et al., 2011), and γc is

the channel-dependent lateral angle in radians: γc = γ for the left ear, and

γc = −γ for the right ear. This simple ITD approximation has proven effective

in practical applications, though more sophisticated models have been proposed

in the literature (Duda et al., 1999; Minnaar et al., 2000). The interaural

level difference (ILD) of a source as a function of the lateral angle, γ, can be

approximated by a simple infinite impulse response (IIR) filter (Pulkki et al.,

2011):

Hhs(z, γc) =

(
c
a

+ α(γc)fs

)
+
(

c
a

− α(γc)fs

)
z−1

(
c
a

+ fs

)
+
(

c
a

− fs

)
z−1

, (2.7)

with

α(γc) = 1.05 + 0.95 cos

(
180

150

(
γc +

π

2

))
, (2.8)

where fs denotes the audio sampling rate.

2.5.3 Rendering polar angle: Spectral cues

To render the polar angle (or elevation) of a sound source, appropriate spectral

cues have to be encoded in the ear input signals, as discussed in Section 2.4.3.

Algazi et al. (2002) propose the use of simple geometric models of the torso

and head to obtain polar-angle dependent acoustic cues at low frequencies.

Other approaches to model the effect of head, torso, and pinnae on the sound
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reaching the ears include the use electroacoustic filters tuneable according to a

set of anthropometric measures of the listener (Genuit, 1987), and numerical

approximations of the HRTF using finite difference (Xiao and Huo Liu, 2003)

and boundary element methods (Katz, 2001; Gumerov et al., 2010).

2.5.4 Rendering distance and reverberation

Manipulating sound intensity provides a straightforward cue for source distance

(see Section 2.4.4). Sound travelling in air is attenuated due to air absorption,

with high frequencies attenuated the most (Zahorik et al., 2005). For broad-

band signals, adjusting the relative sound intensity at high frequencies can

provide a distance cue (Zahorik et al., 2005). The ILD boost of sources in

the nearfield (see Section 2.4.4) can be approximated via a range-dependent

spherical head model (Duda and Martens, 1998; Spagnol et al., 2012). For

sources in reverberant virtual environments, adjusting the direct-to-reverberant

ratio according to the source distance provides a crucial cue for distance per-

ception (Zahorik et al., 2005). Bronkhorst and Houtgast (1999) introduced a

model relating the perceived source distance to the ratio between direct and

reverberant energy. The model was later updated to explain the effect of lateral

room reflections on the perceived distance (Bronkhorst, 2002). Rendering room

reflections via artificial reverberation (Välimäki et al., 2012) and encoding

interaural and spectral cues in each reflection yields a simulated binaural room

impulse response (BRIR). The BRIR captures the effect of both the room and

the listener on the sound. Using a simulated BRIR to add reverberation to

a virtual source allows to affect the perceived source distance by adjusting

the direct-to-reverberant ratio (Bronkhorst and Houtgast, 1999; Kolarik et al.,

2013), the number of lateral reflections (Bronkhorst, 2002), and the temporal

envelope of the BRIR (Albrecht and Lokki, 2013).

Kan et al. (2011) proposed a method for synthesising BRIRs from B-format

recordings and HRTF measurements. Gamper and Lokki (2011) proposed a

method for obtaining in-situ BRIRs from the microphone signals of a binaural

AAR headset (see Fig. 2.2). When the listener snaps a finger, the response

is recorded at the headset microphones. The recording of the impulse-like

finger snap directly yields a coloured estimate of the in-situ BRIR. A block

diagramme of the proposed approach is shown in Fig. 2.3.
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Figure 2.3. BRIR extraction from binaural AAR headset microphones (Gamper and Lokki,

2011)

2.5.5 Rendering using head-related transfer functions

A straight-forward way to encode interaural and spectral cues of a virtual

source into the ear input signals is to filter the signals with a pair of head-

related transfer functions (HRTFs) corresponding to the desired source direction.

The filtering can be performed via convolution in the time-domain (Zotkin

et al., 2004), or as a complex multiplication in the frequency-domain (Smith,

2007). While the frequency-domain approach may reduce the computational

complexity of the filtering (Smith, 2007), it has an inherent input-to-output

delay: The output of the frequency-domain filtering is only available after

processing the whole input signal. In contrast, time-domain filtering produces

a valid output sample for every new input sample (Zotkin et al., 2004). To

reduce the delay of frequency-domain filtering it is typically performed on

blocks of the input signal (Zotkin et al., 2004). The output signal can then be

obtained by combining the output blocks of the frequency-domain filter using

an overlap-add or overlap-save scheme (Smith, 2007).

Filtering a sound signal with an appropriate set of HRTFs yields ear input

signals for rendering a virtual source at the direction defined by the HRTFs. To

render a virtual source with high fidelity, the ear input signals should closely

match the ear signals produced by a real source. This requires that the HRTFs

used for filtering closely match the listener’s own HRTFs.

Measuring HRTFs on a human test subject is a complex and time-consuming

process. The measurement is typically performed in an anechoic chamber,

by recording the ear input signals of a sound emitted from various locations

around the listener. A large number of measurement locations is necessary

to record HRTFs with sufficient spatial resolution. Prior studies suggest
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measurements be taken at elevation intervals of 5–15 degrees, with 4–5 degrees

azimuthal spacing on the horizontal plane and sparser measurements towards

extreme elevations (Zhong and Xie, 2009; Zhang et al., 2012). To capture

near-field HRTFs, these measurements would have to be performed at various

distances (Brungart, 2002), resulting in thousands of measurement locations.

Therefore, instead of using measured individual HRTFs, practical applications

often rely on generic HRTF sets (Gardner and Martin, 1995; Algazi et al.,

2001a; IRCAM, 2013). However, the use of nonindividual HRTFs, whether from

another human subject or from a dummy head, can deteriorate the localisation

performance of the listener (Wenzel et al., 1993; Møller et al., 1996; Møller

et al., 1999). A study by Jin et al. (2000) indicates that accurate localisation

requires about 60 percent of individual differences between test subjects to be

preserved. Approaches have been proposed to select suitable HRTFs from a

measurement set based on the listener’s preference (Katz and Parseihian, 2012)

or anthropometric features (Jin et al., 2000; Zotkin et al., 2003; Schönstein

and Katz, 2010; Katz and Schönstein, 2013), and to numerically approximate

individual HRTFs based on a geometric model of the listener (Katz, 2001; Xiao

and Huo Liu, 2003; Gumerov et al., 2010). Experiments by Parseihian and

Katz (2012) indicate that listeners may adapt to nonindividual HRTFs after a

training period.

If measured HRTFs are used in spatial rendering, they are usually available

only for certain directions. HRTF measurements are typically performed at a

fixed distance from the test subject on a discrete measurement grid. To render

a virtual source at a direction not available in the measurement set, a suitable

pair of HRTFs for the desired direction has to be estimated from the available

measurements. This can be done via HRTF interpolation, a technique that is

discussed in Chapter 5.

When using headphones for playback, equalisation should be applied to

flatten the frequency response of the playback system and thus minimise its

effect on the binaural signals (Zahorik et al., 1995). Kim and Choi (2005)

argue for the use of individual equalisation filters, to account for individual

differences between listeners.

2.5.6 Rendering dynamic cues

To support interaction of the listener with a virtual auditory environment,

the virtual sound sources should respond to listener movement in a similar

way as real sound sources would. This requires both measuring the listener’s

position and orientation (via motion tracking, see Chapter 3) and encoding
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dynamic cues into the ear input signals. Dynamic cues arise implicitly from

a change of the localisation cues encoded into the ear input signals when

updating the position of a virtual sound source in accordance with a change

in the position and/or orientation of the listener. Dynamic cues can improve

the localisation and perceived quality of spatialised audio. To render dynamic

cues accurately, the rendering system should have a system delay smaller than

500 ms (Wenzel, 1999; Wenzel, 2001; Yairi et al., 2008) and an update rate

higher than 18 Hz (Laitinen et al., 2012).

2.5.7 Properties and limitations of spatial rendering

The goal of rendering spatial sound for augmented reality is to embed virtual

sounds into the natural acoustic environment. This implies that the rendering

system should allow the precise placement of a virtual source. A real sound

source usually causes the perception of an auditory event that lies at or close to

the source position (Blauert, 1996). However, the same may not be true for a

virtual sound source. A common problem of spatialised audio is inside-the-head

locatedness (IHL) (Blauert, 1996). IHL occurs when a virtual sound source is

perceived as emanating from inside the head, i.e., the auditory event caused by

the virtual source resides somewhere between the ear entrances. Related to IHL

is the concept of externalisation (Kim and Choi, 2005), that describes how well

a listener perceives a virtual sound source to emanate from outside the head.

Ideally, a perfectly externalised source would be indistinguishable from a real

source (Hartmann and Wittenberg, 1996). However, rendering an externalised

source via headphones is a challenging problem. In previous studies, rendering

a virtual source that is indistinguishable from a real one has been achieved with

careful calibration of the rendering system. Probe microphones were inserted

into the ear canals of a test subject to measure the ear input signals when

exposed to a real source. Using the recorded ear input signals as a baseline, the

study authors were able to render a virtual source that the test subject would

confuse with a real one (Zahorik et al., 1995; Hartmann and Wittenberg, 1996;

Langendijk and Bronkhorst, 2000; Härmä et al., 2004). However, the illusion

of the virtual source being a real one could only be created with certain sound

samples (Härmä et al., 2004), and it vanished if the rendering introduced errors

in the phase or ILD of the ear input signals (Hartmann and Wittenberg, 1996).

Experiments by Begault et al. (2000) indicate that reverberation increases

the perceived externalisation of a virtual source. Kim and Choi (2005) state

that the use of individual HRTFs and headphone equalisation improves the

perceived externalisation of virtual sources in the horizontal plane, except for
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sources straight ahead.

Rendering a well-externalised virtual source in front of the listener is diffi-

cult, especially if no visual cues are present that correlate with the auditory

event (Wenzel et al., 1993). Therefore, virtual sources straight ahead are partic-

ularly prone to IHL as well as front–back confusions, where a source in front is

perceived to be positioned behind the listener (Wenzel et al., 1993). Front–back

confusions occur due to the ambiguities of interaural cues and the resulting

cone of confusion (see Section 2.4.3) (Wenzel et al., 1993). To lower front–back

confusion rates, the use of individual HRTFs has been suggested (Wenzel et al.,

1993). Furthermore, dynamic cues induced by head movements allow listeners

to determine whether a source is in the front or in the back (Wenzel et al.,

1993; Begault et al., 2000).
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In the context of human–computer interaction in general, and AR in particular,

knowing the position and orientation of the user allows to enhance how the

user interacts with and perceives the real environment. The country the user

is located in can serve as an indicator for the language in which information or

user-interface elements should be presented. The approximate geographic loca-

tion can be used to tailor the displayed information for the specific environment

the user is in, for instance to point out nearby friends (Yu et al., 2011). Combin-

ing information about the geographic location with head orientation data allows

overlaying information onto the physical environment (Feiner et al., 1997).

Precise position and orientation data at a high update rate enables the creation

and control of immersive and interactive augmented environments (Zimmer-

mann and Lorenz, 2008). Given that the requirements regarding the availability

and the temporal and spatial resolution of position and orientation data vary

between applications, a variety of motion tracking methods and systems have

been developed to serve those requirements (Hightower and Borriello, 2001;

Welch and Foxlin, 2002).

In Publications I and II, methods are proposed for tracking the head orienta-

tion and position of human speakers in a collaborative AR environment, such

as the one presented by Butz et al. (1999), or a teleconference. The approaches

take advantage of binaural AAR headsets worn by the users, as depicted in

Fig. 2.2. The headsets function both as the playback system for delivering

AAR content and as sensors for the proposed acoustic tracking system. No

other sensors or markers need to be worn by the users. Knowing the position

and orientation of users in a collaborative environment allows embedding vir-

tual auditory objects or information into the shared space as an AAR overlay.

An example for the use of AAR content in a collaborative environment or

conference is the ability to render a remote participant acoustically at a stable

position in the shared environment. Due to the “cocktail party effect” (see
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Section 2.2), spatial rendering of a teleconference participant would potentially

enhance the intelligibility, especially if there are several remote participants.

Next, an overview of existing tracking technologies is presented.

3.1 Tracking techniques and systems

AR systems for outdoor applications often include a GPS sensor to retrieve

the geographic location of a user (Feiner et al., 1997; Julier et al., 2000;

Azuma et al., 2001; Härmä et al., 2004; Reitmayr and Drummond, 2006). The

advantage of using a GPS sensor for tracking is that it is portable, it provides

absolute location information, and it is often readily available in portable

devices, e.g., smart-phones. On the downside, GPS performance depends on

the signal strength of GPS satellites (Reitmayr and Drummond, 2006), which

is why it can usually not be used indoors (Zeimpekis et al., 2002). Other

approaches to determine the geographic location of a user outdoors include

mobile network cell identification (Zeimpekis et al., 2002), Wireless Local Area

Network (WLAN) positioning (Anisetti et al., 2011), and methods based on

measuring the cellular-network signal attenuation (Anisetti et al., 2011).

For outdoor AR applications that require tracking the azimuth angle of

the user’s head, a digital compass can be used (Glumm et al., 1998; Hoff

and Azuma, 2000). While a digital compass has the advantage of providing

absolute orientation data, it typically suffers from slow update rate and high

latency (Azuma et al., 1999). Therefore, outdoor AR systems often combine a

compass with inertial sensors (Welch and Foxlin, 2002), i.e., accelerometers

and gyroscopes (Azuma et al., 1999; Reitmayr and Drummond, 2006). The

gyroscopes track rotation in 3-D. Double integration of the accelerometer

data yields a position estimate (Welch and Foxlin, 2002), and the constant

acceleration due to gravity can be used to determine the orientation relative

to the gravity vector. Inertial sensors provide the advantage that they are

self-contained and thus require no external infrastructure, such as satellites

or network base stations (IEEE, 2001; Welch and Foxlin, 2002). However, the

absence of an external reference makes inertial sensors prone to drift (DiVerdi

and Höllerer, 2007).

Modern smartphones typically come equipped with inertial sensors, a compass,

and a GPS receiver (Li et al., 2013). When using a smartphone to deliver AR

content, the drift of the fast, high-resolution inertial tracking can be corrected

using the coarse, drift-free GPS and compass tracking (DiVerdi and Höllerer,

2007). Furthermore, the camera of an AR system can be used to estimate
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device motion from the camera stream’s optical flow (DiVerdi and Höllerer,

2007; Li et al., 2013), or from natural features of the environment (Schmalstieg

et al., 2011), thus further improving tracking accuracy.

Outdoor AR applications typically require self-contained tracking methods

that do not rely on external references (Azuma et al., 1999). Indoor applications,

on the other hand, may take advantage of an environment that is prepared

for the specific application (Azuma et al., 1999). Motion tracking in prepared

environments may employ external hardware to track the user, or as reference

for a mobile tracking system. As an example, the “Active Badge” tracking

system (Want et al., 1992) uses infrared detectors mounted on walls and ceilings

of a large office building to determine the location of badges emitting infrared

pulses. Another example of tracking in prepared environments is fiducial

tracking, whereby the position and orientation of a camera is estimated relative

to known markers (Kato and Billinghurst, 1999; Welch and Foxlin, 2002).

The markers can either be placed on the user or device to be tracked, i.e.,

“outside-looking-in” (Welch and Foxlin, 2002), or distributed in the environment

to track the motion of a user-worn camera, i.e., “inside-looking-out” (Welch

and Foxlin, 2002). Examples of fiducial markers are AR markers of known

shape and size (Kato and Billinghurst, 1999), reflective markers (Chung et al.,

2001), or light-emitting diodes (Foursa, 2004). While optical tracking systems

can be quite complex and expensive, a major advantage of fiducial tracking

using AR markers is the minimal hardware cost. Position and orientation

tracking in 3-D can be implemented using markers printed on paper and a

single camera (Kato and Billinghurst, 1999), allowing to run AR applications

on a basic cellphone with integrated camera (Möhring et al., 2004).

Magnetic tracking systems measure the field produced by magnetic coils to

estimate the position and orientation of a magnetic sensor (Welch and Foxlin,

2002). Unlike camera-based tracking systems, magnetic tracking does not

require a line of sight (Welch and Foxlin, 2002). Due to their high accuracy but

limited range, magnetic trackers are often used to track the head of a user for

spatial sound rendering (Wenzel, 1999; Macpherson and Middlebrooks, 2002;

Parseihian and Katz, 2012).

Acoustic tracking systems estimate position and orientation by analysing

sound waves. As with camera-based systems, both “outside-in” and “inside-

out” approaches exist, and the wavelengths used may be within or outside

the human-perceptible range. Tracking can be performed by estimating the

position of either a sound receiver or a sound emitter (Hightower and Borriello,

2001). If active sound emitters, including loudspeakers, are used, the tracking
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method position

tracking

orientation

tracking

self-

contained

accuracy update

rate

GPS absolute - no low low

base station absolute - no low low

WLAN absolute - no low low

compass - absolute yes medium medium

accelerometer relative absolute yes medium high

gyroscope - relative yes high high

optical flow - relative yes high medium

active badge absolute - no low low

fiducial absolute absolute no high medium

magnetic absolute absolute no high high

acoustic absolute absolute no high high

Table 3.1. Overview of tracking methods, adapted from Hightower and Borriello (2001);

DiVerdi and Höllerer (2007); Li et al. (2013).

system typically operates in the ultrasonic frequency range (Welch and Foxlin,

2002). The emitters produce short sound pulses that are used to estimate

the times of arrival (TOAs) at the receivers (Ward et al., 1997). Using 3-D

ultrasound imaging, medical instruments can be tracked with high precision by

attaching a passive marker to them (Novotny et al., 2007). Acoustic tracking

in the audible frequency range can be used to track a human speaker’s head

orientation (Tikander et al., 2004; Lacouture-Parodi and Habets, 2012, 2013)

or location (Ward et al., 2003; Tikander et al., 2004; Pertilä et al., 2008; Wu

et al., 2013; Schwartz and Gannot, 2014; Zhong et al., 2014). An advantage of

acoustic tracking over other tracking methods is that the user’s position can be

tracked without her or him wearing any sensors or markers. Table 3.1 presents

an overview of tracking methods and their respective properties.

3.2 Acoustic tracking with particle filtering

The tracking approaches proposed in Publications I and II rely on time-delay

estimation (Knapp and Carter, 1976; Ward et al., 2003), whereby the speaker

location and orientation is inferred from time of arrival (TOA) and time-

difference of arrival (TDOA) estimates. Next, the general framework for

speaker location tracking is introduced. In Section 3.4, the adaptation of this
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framework for speaker orientation tracking is presented.

The TOA, ti, of a receiver at the location, ri, is the delay a sound signal

incurs when travelling from the source position, s, to the receiver:

ti = c−1‖s − ri‖, (3.1)

where c denotes the speed of sound, and ‖ · ‖ is the Euclidean norm. The

TDOA, τi,j between receivers i and j, is the difference between their respective

TOAs:

τi,j = ti − tj = c−1‖s − ri‖ − c−1‖s − rj‖. (3.2)

A TDOA estimate, τ̂i,j , can be obtained via the generalised correlation frame-

work with phase transform (Knapp and Carter, 1976):

Ri,j(τ) =

∫
Xi(f)X∗

j (f)

|Xi(f)X∗
j (f)|e

j2πfτ df, (3.3)

where Xi(f) is the Fourier transform of the microphone signal, xi(t), recorded

at the ith receiver, and (·)∗ denotes the complex conjugate. With Eq. (3.3),

the TDOA estimate, τ̂i,j , is obtained as

τ̂i,j = arg max
τ

(Ri,j(τ)) . (3.4)

Note that the TDOAs can be estimated from the microphone signals without

knowledge of the source or receiver positions. With known receiver positions,

ri, rj , the estimated TDOA, τ̂i,j , yields a locus of potential source locations.

In absence of signal reflections and noise, the loci of different receiver pairs

intersect at the true source location, s. However, this is usually not true in

the presence of reflections or noise (Ward et al., 2003). Therefore, for practical

applications, a different approach is needed. Here, the likelihood of a set of

candidate source positions is calculated, and a source position estimate is

derived from this set rather than directly from the TDOA estimates.

3.2.1 Likelihood function

For receivers at locations, ri, rj , and a candidate source position, s, the expected

TDOA, τi,j , and the estimated TDOA, τ̂i,j , are given via Eqs. (3.2) and (3.4),

respectively. The likelihood of observing τ̂i,j for the source position, s, can be

expressed as (Lehmann, 2004)

p(τi,j(s)|τ̂i,j , σi,j) =
1√

2πσ2
exp

(
−(τi,j(s) − τ̂i,j)2

2σ2
i,j

)
, (3.5)

i.e., a normal distribution with variance, σ2
i,j , and mean, τ̂i,j . The variance is

assumed to be equal for all microphone pairs, and the estimation errors for
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each pair are assumed to be statistically independent. The total likelihood

of observing all estimated TDOAs for a candidate source position, s, can be

calculated via the maximum likelihood estimation (MLE) function (Lehmann,

2004)

p(s) =
M∏

{i,j}=1

p(τi,j(s)|τ̂i,j , σi,j), (3.6)

where M denotes the number of receiver pairs. By evaluating Eq. (3.6) for a

set of candidate source positions, a source position estimate, ŝ, can be derived

via particle filtering (Ward et al., 2003; Lehmann, 2004), a technique that is

briefly introduced in the next section.

3.2.2 Particle filtering

Given an array of microphones, acoustic tracking can be described in terms of

a Bayesian filtering problem, where an estimate for the current source position

(and velocity) is obtained from a posterior probability density function (PDF)

based on all localisation information available for the source up to the current

time step (Lehmann et al., 2007). A particle filter provides a solution to the

Bayesian filtering problem by approximating the posterior PDF by a set of

particles and associated weights (Lehmann et al., 2007). The particle locations

constitute the candidate source positions to be evaluated. To initialise the

particle filter, a set of K particles is uniformly distributed in the tracking area.

The filtering is implemented in three steps: prediction, update, and resampling.

In the prediction step, the particle locations are propagated according to a

model of the source dynamics (Ward et al., 2003). Here, Brownian motion is

assumed as the dynamic model, that is, the particles are propagated according

to a random distribution (Pertilä et al., 2008). In the update step, a weight,

wk, is calculated for each particle at location, pk, with Eq. (3.6) as

wk = p(pk). (3.7)

The weights, wk, are normalised so that

K∑

k

∼
wk = 1, (3.8)

where

∼
wk = wk

(
K∑

k

wk

)−1

. (3.9)

The source location estimate, ŝ, is given as the weighted sum of the particle

locations, p:

ŝ =
K∑

k

∼
wkpk. (3.10)
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In the resampling step, a fixed number of particles are redrawn from the particle

set according to their weights (Lehmann, 2004). Particles with low weights are

discarded and replaced by particles with higher weights. In Publications I and

II, stratified resampling is used (Douc and Cappé, 2005).

3.3 Tracking speaker position

Acoustic source tracking setups typically consist of several microphones, dis-

tributed across the room (Ward et al., 2003; Pertilä et al., 2008; Cho et al.,

2010) or arranged in clusters or arrays (Sun et al., 2009; Talantzis, 2010). This

allows reliable tracking of the speakers, given that the acoustic conditions are

favourable (Pertilä et al., 2008). Tracking the position and head orientation of

a user via binaural headset microphones was previously proposed using anchor

sound sources at known positions (Tikander et al., 2004). For reliable speaker

tracking, the aforementioned systems require the installation of multiple arrays,

which can be complex and costly, or anchor sources at known positions.

The position tracking system proposed in Publication II relies on a single

microphone array and a binaural AAR headset (such as the one depicted in

Fig. 2.2) worn by the users. The advantage of integrating user-worn micro-

phones into the tracking system is their vicinity to the acoustic source, i.e.,

the speaker, which in turn can result in better signal-to-noise ratio (SNR)

and hence better raw data for the acoustic source tracking. Furthermore,

assuming the distance between the user-worn microphones and the speaker to

be constant, the speaker–array and speaker–listener distances can be estimated.

The tracking system proposed in Publication II takes advantage of distance es-

timates obtained from the headset microphones for improved tracking accuracy

and robustness. An overview of the tracking setup is depicted in Fig. 3.1.

The proposed approach consists of three parts. First, basic voice activity

detection is performed to determine the active speaker from the binaural

microphone signals. Then, the position of the active speaker is tracked via

particle filtering, using the framework described in Section 3.2. Finally, the

distance of each conferee to the active speaker is estimated to derive an

importance function for prior weighting of the particles of silent conferees.

3.3.1 Voice activity detection

For the purpose of determining who spoke and when, a basic voice activity

detection is implemented. It relies on thresholding the signal energy recorded
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y

x
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L
L

Figure 3.1. Position tracking setup. The speaker and listeners are denoted by S and L,

respectively.

at the binaural headset microphones and the tracking evidence found for the

particles of each conferee. This simple approach worked well for the given

setup, though more sophisticated voice activity detection methods exist (Sohn

et al., 1999).

3.3.2 Time-delay estimation and likelihood function

Applying the definitions used in Section 3.2 to the speaker position tracking

scenario, the source at position, s, corresponds to the human speaker, and the

receivers at positions, ri, consist of the microphones in the reference microphone

array and the binaural headsets. TDOA estimates between pairs of reference-

array and binaural-headset microphones are obtained via Eq. (3.4). The

expected TDOA, τ , between a microphone of the reference microphone array

at position, ri, and the speaker’s left and right binaural headset microphones

at locations, rspL, rspR, is given as

τi,spL(s) = c−1‖s − ri‖ − c−1‖s − rspL‖,

τi,spR(s) = c−1‖s − ri‖ − c−1‖s − rspR‖. (3.11)

Let dspE denote the distance between the speaker’s acoustic centre and left or

right ear. It is assumed that dspE is fixed and equal for both ears:

dspE = ‖s − rspL‖ = ‖s − rspR‖ ≈ 0.18 m. (3.12)

Through substitution using Eqs. (3.1) and (3.12), the expected TDOA in

Eq. (3.11) between a receiver in the reference microphone array at location,

ri, and one of the speaker’s binaural headset microphones at location, rspE,

becomes

τi,spE(s) = ti(s) − c−1dspE, (3.13)
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Figure 3.2. MLE function for tracking area, obtained from a reference microphone array at

(0, 0) and (a) no, (b) one, and (c) two binaural headset microphones worn by

the speaker. The light-grey dot indicates the true position and head orientation

of the speaker.

By applying the relation between TOA and TDOA given in Eq. (3.13), a TOA

estimate, t̂, for a receiver in the microphone array at location, ri, can be derived

from a TDOA estimate, τ̂ , between the receiver and the speaker’s jth binaural

headset microphone as

t̂i,spj = c−1dspE + τ̂i,spj , (3.14)

where j = 1 denotes the speaker’s left and j = 2 the speaker’s right binaural

microphone. With Eq. (3.14), the distance from the ith receiver to the speaker

can be estimated from the TDOA estimate between the receiver and the

speaker’s jth binaural microphone as

d̂i,spj = c t̂i,spj = dspE + c τ̂i,spj . (3.15)

With expected and estimated TOAs given by Eqs. (3.1) and (3.14), respectively,

the MLE function in Eq. (3.6) can be expanded to take advantage of the speaker

distance estimates, d̂. The MLE function for a combination of binaural headset

microphones worn by the speaker, N reference array microphones, and a total

of M microphone pairs, is given as

p(s) =




M∏

{i,j}=1

p(τi,j(s)|τ̂i,j , σi,j)




︸ ︷︷ ︸
MLE using TDOA estimates

×



N∏

i=1

2∏

j=1

p(ti(s)|t̂i,spj , σi,spj)




︸ ︷︷ ︸
MLE using TOA estimates

. (3.16)

An example of the MLE function computed over the tracking area with no,

one, and two binaural headset microphones is shown in Figure 3.2.

3.3.3 Listener importance function

The listener importance function is used to calculate particle weights for the

listeners, i.e., the users that are silent while the speaker is talking. The listener
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particle weights indicate where a listener’s particles are to be sampled once

she or he starts talking and tracking resumes (Lehmann, 2004).

In analogy to Eq. (3.13), the expected TDOA, τ , between the listener’s jth

binaural headset microphone and one of the speaker’s headset microphones is

given as

τlisj,spE(s) = tlisj(s) − c−1dspE. (3.17)

The estimated TOA, t̂, for the speaker’s ith and the listener’s jth binaural

headset microphone is given in analogy to Eq. (3.14) as

t̂spi,lisj = c−1dspE + τ̂spi,lisj , (3.18)

where τ̂spi,lisj is the estimated TDOA obtained via Eq. (3.4). The distance

between the speaker and the listener’s jth binaural microphone can be estimated

as

d̂spi,lisj = c t̂spi,lisj = dspE + c τ̂spi,lisj . (3.19)

Taking advantage of the speaker–listener distance estimate, the listener impor-

tance function is given as an MLE function via

pI(s) =




N∏

i=1

2∏

j=1

p(τi,lisj(s)|τ̂i,lisj , σi,lisj)




︸ ︷︷ ︸
MLE using TDOA estimates

×



2∏

i=1

2∏

j=1

p(tspi,lisj(s)|t̂lisj , σspi,lisj)




︸ ︷︷ ︸
MLE using TOA estimates

.

(3.20)

Figure 3.3 illustrates an example of the MLE function computed over the

tracking area for one listener with both speaker and listener wearing no, one,

and two binaural headset microphones. As shown in Fig. 3.3(a), no listener

importance function can be derived without user-worn headset microphones.

With at least one user-worn microphone per conferee, the importance function

has the form of a circle, centred at the estimated speaker location, with a

radius corresponding to the estimated speaker–listener distance. Using just one

binaural headset microphone, the head orientation of the listener introduces a

bias of max. ±0.1 m (i.e., half the head radius) to the estimated speaker–listener

distance (see Fig. 3.3(b)).

3.3.4 Particle filtering

The particle filtering approach used for the speaker location tracking framework

is introduced in Section 3.2. Each user is tracked by a separate particle filter.

The particle filters are initialised by distributing the particles uniformly in the

tracking area. In the update step, the particle weights for the active speaker

are calculated via Eq. (3.7), using the MLE function given in Eq. (3.16). The
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Figure 3.3. Importance function for listener P2 with (a) no, (b) one, and (c) two user-worn

microphones. It is derived from the estimated distance to the active speaker

P1 and used for prior weighting of the particles of P2. The dark-grey and the

light-grey dot indicate the true position and head orientation of P1 and P2,

respectively.

listener particles are updated using the listener importance function given

in Eq. (3.20). In the resampling step, stratified resampling is applied to all

particle filters. A speaker location estimate, ŝ, is obtained as a weighted sum

of the speaker’s particle locations via Eq. (3.10).

3.4 Tracking listener orientation

Tracking the head orientation of users in an AAR environment is necessary

to render virtual auditory content overlaid onto the environment. Existing

head-tracking systems are either camera-based or require attaching a sensor or

marker to the user. In Publication I, a head-tracking algorithm is proposed that

relies on binaural microphone signals recorded via an AAR headset worn by

the user (see Fig. 2.2). Unlike previously proposed methods for tracking head

orientation via binaural microphone signals (Tikander et al., 2004; Lacouture-

Parodi and Habets, 2012, 2013), the approach presented in Publication I

performs tracking solely based on the users’ speech signals recorded via binaural

headset microphones, and does not require anchor sources at known positions.

The proposed approach relies on particle filtering, as described in Section 3.2,

and assumes that the positions of the users are known.

3.4.1 Voice activity detection

The voice activity detection method used here is the same as described in

Section 3.3.1, except that particle weights are not taken into account to

determine the active speaker.
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Figure 3.4. Schematic view of the head orientation estimation problem; the speaker and

listener are denoted as S and L, respectively. The head orientation of the

listener is denoted as ϕH.

3.4.2 Time-delay estimation and likelihood function

A schematic view of the orientation tracking problem is shown in Fig. 3.4.

The proposed algorithm tracks the head orientation, ϕH, of the listener by

estimating time delays between the speaker’s and listener’s binaural headset

microphones.

Let ϕ denote the angle of incidence of the speech signal with respect to the

listener’s interaural axis, as depicted in Fig. 3.4, and s and l the speaker and

listener positions, respectively. The speaker–listener distance, ‖s − l‖, and

the distance between the listener’s jth binaural headset microphone and the

speaker, ‖s − rlisj‖, are related to ϕ by the law of cosines

‖s − rlisj‖2 = a2 + ‖s − l‖2 − 2a‖s − l‖ cos ϕ, (3.21)

where a denotes the (listener’s) head radius. With Eqs. (3.1) and (3.21), the

expected TOA, t, for the listener’s jth binaural headset microphone is

tlisj(ϕ) = c−1
√

a2 + ‖s − l‖2 − 2a cos ϕ‖s − l‖. (3.22)

Here, the speaker–listener distance, ‖s − l‖, is assumed to be known. With

Eq. (3.18), the estimated TOA, t̂, for the speaker’s ith and the listener’s

jth binaural headset microphone is obtained from TDOAs estimated using

Eq. (3.4). The expected TDOA between the listener’s two binaural headset

microphones is given via Eq. (3.2) as

τlisL,lisR(ϕ) = tlisL(ϕ) − tlisR(ϕ). (3.23)

The proposed orientation tracking method relies on calculating the likelihood

of observing the estimated TOAs and TDOAs for a given angle of sound wave
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incidence, ϕ, via a MLE function

p(ϕ) = p(τlisL,lisR(ϕ)|τ̂lisL,lisR, σlisL,lisR) ×



2∏

i=1

2∏

j=1

p(tspi,lisj(ϕ)|t̂lisj , σspi,lisj)


 .

(3.24)

3.4.3 Particle filtering

The particle filtering for tracking the listener orientation is implemented anal-

ogously to the speaker location tracking framework presented in Section 3.3,

with the difference that the particles track an angle rather than a position. The

head orientations of all users are tracked by separate particle filters. The filters

are initialised by distributing the particles uniformly between 0 and 2π. In the

update step, the particle weights for the listeners, that is, all users except the

currently active speaker, are calculated via Eq. (3.7):

wk = p(ϕk), (3.25)

where ϕk is the angle of the kth particle, and p(·) is the MLE function given

in Eq. (3.24). An estimate for the speech signal’s angle of incidence, ϕ̂, with

respect to the listener’s interaural axis is given for each listener via Eq. (3.10)

as

ϕ̂ =
K∑

k

∼
wkϕk, (3.26)

where
∼
w is the normalised particle weight, as defined in Eq. (3.9). With

Eq. (3.26), an estimate of the head orientation, ϕ̂H, with respect to the

reference frame is obtained for each listener as

ϕ̂H = ϕl,s − ϕ̂ +
π

2
, (3.27)

where ϕl,s denotes the direction of the speaker relative to the listener (see

Fig. 3.4). Here, ϕl,s is derived assuming the positions of the listener and the

speaker to be known. Alternatively, the position estimates obtained via the

position tracking method presented in Publication II could be used to derive

ϕl,s.

3.5 Experimental setup

In a case study, the positions and orientations of three conferees were tracked

during 60 seconds of a conversation in a meeting scenario, as illustrated in

Fig. 3.5. Tracking was implemented via binaural AAR headsets worn by each

participant, and a reference microphone array located in the centre of the
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P1
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y
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Figure 3.5. The experimental setup of the case study. The dashed line illustrates the path

of conferee P3. The reference microphone array is located at the centre of the

coordinate axes.

tracking area at (0, 0). The experiment was conducted in a multipurpose space

with a reverberation time of about 0.3 s (Kajastila et al., 2007) and an SNR

between 15 and 30 dB. The ground truth data for the position and orientation

tracking was obtained by tracking visually distinct markers placed on the head

of each conferee using the ARToolkit, which for the given setup provides a

location tracking accuracy of around 1 cm (Kato and Billinghurst, 1999) at

an update rate of 30 Hz. Speech activity and the currently active speaker

were determined in each frame using a simple voice activity detection method

(see Sections 3.3.1 and 3.4.1). If speech activity was detected, the location of

the active speaker and the orientations of the listeners were tracked. Speaker

position and listener orientation tracking was implemented for each participant

via particle filters with K = 100 particles. The performance of the proposed

head orientation tracking approach was compared to a reference method from

the literature (Tikander et al., 2004).
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Distance RMSE [m] Direction RMSE [deg] Position RMSE [m]

B 0 1 1∗ 2 2∗ 0 1 1∗ 2 2∗ 0 1 1∗ 2 2∗

P1 5.53 0.07 0.11 0.07 0.08 8.0 10.7 9.5 8.5 6.9 5.54 0.15 0.15 0.13 0.11

P2 10.81 0.07 0.06 0.05 0.05 26.2 23.2 12.9 22.2 11.5 10.87 0.22 0.13 0.21 0.12

P3 1.61 0.06 0.09 0.09 0.07 10.4 15.7 3.7 7.1 3.7 1.64 0.39 0.12 0.14 0.11

mean 5.99 0.07 0.09 0.07 0.07 14.9 16.6 8.7 12.6 7.4 6.02 0.26 0.13 0.16 0.11

∗Prior weighting of listener particles based on listener importance function.

Table 3.2. Speaker location tracking performance for the estimated distance, direction, and

position of each conferee relative to the reference microphone array. B indicates

the test condition, i.e., the number of binaural headset microphones used per

conferee. The lowest RMSE for each conditions is shown in bold typeface.

Method (Ward et al., 2003) (Fallon and Godsill, 2010) (Talantzis, 2010) here

RMSE [m] 0.14 0.29 0.14 0.11

Table 3.3. Tracking performance compared to state of the art tracking systems tested under

similar experimental conditions.

3.6 Results

3.6.1 Speaker location tracking

The root-mean square error (RMSE) for the speaker location tracking under

various conditions is summarised in Table 3.2. When using the reference

microphone array alone, tracking performance is poor due to the small mi-

crophone spacing of the array (see Table 3.2, B = 0). While the speaker

direction estimation accuracy with the reference microphone array alone is

comparable to the combination of array and binaural-headset microphones

without listener importance functions, the distance estimation is substantially

worse (see Table 3.2, B ∈ {1, 2}).

With the use of binaural headset microphones, the distance RMSE is below

0.09 m on average for all conditions, i.e., in a similar range as the head radii

of the conferees (see Table 3.2, B > 0). This greatly improves the position

tracking performance compared to using the reference microphone array alone.

The use of listener importance functions improves both the direction esti-

mation and the position tracking accuracy (see Table 3.2, B ∈ {1∗, 2∗}). A

succession of importance functions obtained from different speakers forces the

particles of a listener to cumulate at the intersection points of the importance

functions. One of the intersection points lies at or near the true location of

the listener, thus allowing a rough estimate of the listener location from the

particle locations (see Fig. 3.6, 20–30 s: tracking for the silent P2 re-converges

to the true location around 28 s).
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Figure 3.6. Tracking results and speech activity map. The active speaker, marked with

a dot for each frame in the activity map, was detected as the conferee with

the maximum headset microphone energy and sum of non-normalised particle

weights. Speech activity was detected in 38% of all frames. The tracking results

during frames where a conferee was active are marked as bold lines.

Best performance for the position tracking is achieved when using two binaural

headset microphones and listener importance functions for each conferee. The

tracking performance for this condition is shown in Fig. 3.6. With each

conferee wearing just one microphone, the performance deteriorates slightly

(see Table 3.2, B = 1∗). The tracking RMSE of the proposed framework is

comparable to values reported for state-of-the-art tracking methods under

similar experimental conditions. Ward et al. (2003), Fallon and Godsill (2010),

and Talantzis (2010) proposed the use of particle filtering to track acoustic

sources in a room via microphone pairs delimiting the tracking area. The

results are summarised in Table 3.3.

3.6.2 Orientation tracking

Figure 3.7 illustrates the tracking results for each conferee and the speech

activity map. Speech activity was detected in 67% of the frames. The RMSE of

the orientation tracking is given in Table 3.4. It is calculated for each conferee

over the frames during which tracking was performed.

As a reference, the orientation tracking method proposed by Tikander et al.
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Figure 3.7. Head orientation tracking results for each of the three conferees P1, P2 and P3.

The bottom graph indicates the frames were speech activity was detected.

(2004) was used. The reference method estimates the head orientation from a

TDOA estimate between the binaural microphone signals of the listener, using

a TDOA model:

τl,r = a (ϕ + sin ϕ) , (3.28)

where a denotes the head radius.

For all three conferees, the proposed method clearly outperforms the reference

method. This is partly due to the fact that the reference method estimates

the head orientation based only on the TDOA estimate between the binaural

microphone signals of the listener, whereas the proposed method uses also

the TDOA estimates between the binaural microphones of the speaker and

the listener. Furthermore, the fact that the particle filter takes into account

past and current localisation information, through the history of each particle,

seems to improve the tracking performance.

As can be seen in Fig. 3.7, P2 rotated the head the most during the meeting

scenario. The RMSE is largest for P2, since a moving target generally suffers

from a larger tracking error than a steady one. The tracking deteriorates in

passages with large head movements or low speech activity, for instance around

15 s into the recording for P2. A key factor for the tracking performance is

the SNR, calculated as the difference in dB between the signal energy and

the noise floor. Fig. 3.8 illustrates the RMSE of both the proposed and the
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Orientation RMSE [deg]

Conferee (Tikander et al., 2004) here

P1 28.97 9.26

P2 44.11 11.95

P3 30.39 8.92

Table 3.4. RMSE of the head orientation tracking for the reference method and the pro-

posed approach. The results are calculated over the frames where tracking was

performed.
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Figure 3.8. Orientation tracking RMSE versus SNR. The RMSE is averaged over three

conferees.

reference method as a function of the SNR. The RMSE for each SNR value is

obtained by averaging the RMSE of all three conferees over all frames with at

least that SNR. As expected, the performance of both methods is better in

frames with high SNR. Above 30 dB SNR the performance of the reference

method approaches the performance of the proposed method. This implies that

with high SNR a single TDOA estimate between the binaural microphones

of the listener provides a reliable estimation of the head orientation, whereas

the use of additional TDOA estimates in the proposed method yields only a

minor improvement. In frames with low SNR, however, the proposed method

clearly outperforms the reference method. Frames with low SNR provide weak

evidence for tracking, hence in those frames the reference method fails, as it

estimates the head orientation in each frame separately. The proposed method

compensates for weak evidence in frames with low SNR by taking into account

the tracking history, thus relying on strong tracking evidence found in frames

with high SNR. Furthermore, the use of several TDOA estimates adds to the

robustness of the proposed method.
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3.7 Discussion

Methods for tracking user motion in an AAR environment are proposed in

Publications I and II. The methods rely on microphone signals obtained from

microphones embedded into the binaural ARA headset shown in Fig. 2.2. The

tracking is based on time-delay estimation between microphone pairs and

particle filtering.

For the speaker position tracking, a reference microphone array is combined

with user-worn binaural headset microphones. The contribution of the location

tracking method proposed in Publication II is twofold. Firstly, the improvement

in tracking accuracy by employing user-worn microphones is shown. Secondly,

a prior weighting method of the particles of silent conferees (i.e., the listeners)

is proposed. It is based on deriving an importance function from the distance

of each listener to the active speaker estimated from the signals of user-worn

headset microphones. In an experimental setup, the locations of three conferees

(two seated, one moving) engaged in a lively discussion were tracked. The root-

mean square error (RMSE) for the speaker tracking was about 0.11 m using two

binaural headset microphones per conferee, and about 0.13 m using one binaural

headset microphone per conferee, which is comparable to the performance

of state-of-the art acoustic tracking methods (see Table 3.3). The tracking

performance obtained with just one user-worn microphone suggests that the

proposed method may be suitable for other forms of user-worn microphones,

including clip-on microphones attached to the clothing. The proposed listener

importance function for prior particle weighting of the inactive conferees led to

equal or improved tracking performance. Speaker tracking without user-worn

microphones resulted in an RMSE of several metres, mainly due to speaker

distance estimation errors, indicating a substantial improvement in tracking

accuracy through the usage of user-worn microphones. The results show the

proposed methods for speaker tracking and prior weighting of particles to be

reasonably robust and accurate.

The orientation tracking method proposed in Publication I relies on the

signals of binaural headset microphones. Unlike previously proposed methods

that rely on anchor sources at known positions, the tracking is performed

directly with the users’ speech signals. In an experimental setup, the head

orientations of three conferees in a meeting scenario were tracked. The RMSE

of the proposed method is about 10 degrees. Although the orientation tracking

depends on prior knowledge of the user locations, the locations could be inferred

via the speaker location tracking method proposed here.
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Future work includes the integration of dynamic models into the tracking

algorithms, such as the Langevin model for location tracking (Ward et al., 2003)

or the Ornstein-Uhlenbeck process for head orientation tracking (Lacouture-

Parodi and Habets, 2013), to improve blind tracking performance during frames

without speech activity.
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4. Sound sample detection and

numerosity estimation

An augmented reality (AR) system delivers information to the user as virtual

content overlaid onto the environment. Research on information visualisation

deals with the question how data can be presented to the user effectively by

means of a graphical display (Ware, 2012). In information visualisation, two

basic tasks relevant in a variety of applications are (i) detecting a certain

element or sample among distractors, and (ii) estimating the percentage of

certain elements or samples among distractors (Treisman, 1986; Julesz and

Bergen, 1987; Healey et al., 1996; Michalski and Grobelny, 2008).

Publication III reports a user study investigating the performance of auditory

display in these basic tasks adapted from information visualisation research.

In the study, users were presented with lists of short sound samples, and asked

to perform two tasks. Task I of the user experiment consisted in detecting a

specific sound sample, referred to in this paper as the <key> sample, among

distractor samples. In a practical application, the detection rate of a <key>

sample is relevant when presenting points of interest in an AR navigation

system, for example. In human vision, target elements can be detected and

localised simultaneously (Sagi and Julesz, 1985). To test the hypothesis that

detection and localisation can be done in parallel using auditory display, users

were asked to state the perceived direction of the <key> sample. Task II of the

user study investigated the user performance in estimating sample numerosity.

Test participants were presented with two lists of short sound samples, and

asked to determine which list contained more instances of the <key> sample.

The ability to judge numerosity is relevant in an application conveying a general

overview or “vibe” of an environment to the user (McGookin and Brewster,

2012).

The goal of the listening test was to study the effect of various auditory display

design parameters on user performance in these two tasks. The parameters

studied were derived from related work on auditory display.
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4.1 Related work

To display information via auditory display in AAR, the information needs to

be encoded as acoustic signals, if the primary source is not acoustic.

One option to automatically encode text for auditory display is via text-

to-speech synthesis. The advantage of speech output is that the information

presented can be readily interpreted by the users, without prior learning. Speech

is used in public announcement systems, or in screen reader applications that

allow visually impaired users access to verbal information (McGookin and

Brewster, 2004a; Nees and Walker, 2009). On the downside, displaying infor-

mation as speech can be slow, due to the sequential nature of speech (Sawhney

and Schmandt, 2000). For non-verbal information, users may prefer non-speech

sounds. Comparing speech and non-speech sounds in a navigation task, Tran

et al. (2000) state that users found non-speech sounds easier to localise and

more pleasant. Sonification refers to the process of mapping data to acoustic

parameters of non-speech sound (Peres et al., 2008; Walker and Nees, 2011),

e.g., in the form of auditory graphs (Brown et al., 2002; Nees and Walker, 2009;

Batterman and Walker, 2013). Auditory icons, the acoustic counterpart of

visual icons, employ metaphors to map sounds to their virtual referents (Gaver,

1986). Therefore, auditory icons are useful only if an intuitive mapping exists

between information to be displayed and a sound. As an alternative to auditory

icons, Blattner et al. (1989) introduced earcons. Earcons are abstract non-

speech sounds that can be mapped to any item or process (Nees and Walker,

2009). Information is typically encoded in the form of a tone or short melody

played by a musical instrument (Brewster et al., 1995b). Earcons provide the

ability to convey hierarchical relationships through sound parameters, including

rhythm, timbre, or pitch (Brewster et al., 1995a). Due to the abstract nature

of earcons, the user needs to learn the association between an earcon and the

information it represents (Garzonis et al., 2009). To minimise the learning

required when using earcons, Walker et al. (2006) introduced spearcons, i.e.,

speech-based earcons. Spearcons are created by speeding up synthesised speech

samples of the information to be displayed. Walker et al. (2013) studied the

performance of spearcons for navigating auditory menus.

In the study reported in Publication III, earcons and synthesised speech

were compared as two established and actively researched audio encoding

strategies. Earcons were chosen as a non-speech alternative to synthesised

speech. The specific characteristics of earcons as an encoding strategy for

auditory display have been studied extensively elsewhere (Brewster et al., 1993,
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Figure 4.1. Audio sample sets containing 15 samples, staggered with (a) 50 ms and (b)

200 ms stimulus onset asynchrony (SOA), ∆t. The <key> sample is highlighted.

1995b; McGookin and Brewster, 2004a), and are not considered here. Unlike

prior work that has investigated a combination of earcons and speech in a user

interface (Karshmer et al., 1994; Ramloll et al., 2001; Vargas and Anderson,

2003; Walker et al., 2006), the effectiveness of synthesised speech and earcons

was compared separately. While earcons require learning (Dingler et al., 2008;

Walker et al., 2013), adequate practice has been shown to lead to performance

comparable to synthesised speech output in a dual attention task (Bonebright

and Nees, 2009). To minimise the effects of learnability and memory on user

performance, each participant of the study reported in Publication III had to

concentrate on just one speech and one earcon sample representing the <key>

sample, throughout the whole test.

When presenting a list of samples to the user, they have to be arranged

in time. Earlier work has shown user performance to deteriorate as the

number of maskers or distractors played concurrently with a <key> sample

increases (Brungart et al., 2001; Brungart et al., 2002; McGookin and Brewster,

2004b). To study the effect of temporal overlap on user performance, the

samples were displayed as a list staggered with a stimulus onset asynchrony

(SOA). Based on findings by McGookin and Brewster (2004a) and a pilot study,

a range of SOAs critical for user performance was determined and tested in

the study. Figure 4.1 illustrates to sample sets with differing SOAs, ∆t. As

can be seen, an SOA of 50 ms results in up to eleven samples being played

back concurrently, while at most four samples are presented simultaneously

with an SOA of 200 ms.

Related to the temporal presentation is the spatial arrangement of the sound

samples. Earlier work on spatial release from masking (SRM) and the “cocktail

party effect” (see Section 2.2) indicates that spatial separation of concurrent

sounds improves user performance (Bronkhorst, 2000; Brungart and Simp-
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son, 2002; McGookin and Brewster, 2004a; Ihlefeld and Shinn-Cunningham,

2008a,b). However, masker type, spatial configuration, prior information on

the target direction (i.e., “knowing where to listen”), and level differences

between the target and maskers may affect user performance (Bregman, 1990;

Darwin and Hukin, 2000; Brungart et al., 2001; Brungart et al., 2002; Kidd

et al., 2005; Kidd et al., 2010). To investigate the effect of spatial separation

on user performance, the study reported in Publication III compared spatial

and non-spatial presentation of sample sets.

Prior research related to the tasks presented in Publication III studied the

concept of “change deafness”, i.e., the inability of the auditory system to

detect changes in complex auditory scenes (Eramudugolla et al., 2005). In

studies by Eramudugolla et al. (2005) and Pavani and Turatto (2008), test

participants were asked to compare two auditory scenes that were identical

except for the presence or location of a <key> element. Both studies found

that the test subjects had difficulties perceiving changes in scenes containing

between three and eight elements. However, the ability to perceive changes

improved substantially when the test subjects’ attention was directed to a

specific <key> element. Both experiments reported in Publication III consisted

of directed attention tasks. While the study by Eramudugolla et al. (2005)

tested the test subjects’ ability to detect object disappearance or a change in

location when comparing two scenes, Task I in Publication III investigated

the ability to detect object presence in a single scene in each trial. The study

by Pavani and Turatto (2008) used animal calls to study the ability to detect

object appearance or disappearance when comparing two scenes. Both tasks

in Publication III used either synthesised speech or earcons as examples of

well-established sound types for auditory display.

4.2 Experimental design and procedure

A listening test was conducted to investigate the effects of various auditory

display design parameters on user error rates in two tasks adapted from

information visualisation: (i) detecting the <key> sample, and (ii) estimating

sample numerosity. The independent variables for the study were derived from

auditory display design parameters: (i) the audio encoding strategy, (ii) the

temporal arrangement, and (iii) the spatial arrangement. For the numerosity

estimation, a fourth independent variable was the relative numerosity of the

<key> sample in two sets. A schematic overview of the experimental design is

shown in Fig. 4.2. The audio encoding strategies compared in the study were
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Figure 4.2. Experimental setup. The cross symbol represents the <key> sample; all other

symbols represent distractors. In task I, each set contained a total of 15 samples

staggered with an SOA of 50, 100, 200, or 400 ms. In task II, each set contained

two to seven instances of the <key> sample, totalling 10 or 20 samples staggered

with an SOA of 100, 200, or 400 ms.

synthesised speech and earcons. For the temporal arrangement, SOAs ranging

from 50 ms to 400 ms were tested. To present the samples spatially separated,

a multichannel loudspeaker system was used. Non-spatial presentation was

implemented via diotic headphones-playback. The sample numerosities tested

in the numerosity estimation task were 3 vs. 4, 2 vs. 3, 3 vs. 5, 3 vs. 6, and 3

vs. 7.

4.2.1 Test conditions

In task I, test subjects were presented with sets of 15 sound samples. For

each set, the subjects were asked to determine whether the <key> sample was

present. For the spatial presentation, the subjects were asked to indicate from

which loudspeaker the <key> sample was presented. The test hypothesis was

that the subjects would be able to recall the direction of the <key> sample.

In task II, test subjects were presented with two sets of 10 or 20 samples,

containing two to seven instances of the <key> sample each. The subjects

had to determine whether the two sets contained the same number of <key>

samples, or which set contained more. The test hypothesis was that larger

relative numerosity differences would be easier to detect than small differences.

In both tasks, the sound samples were staggered with an SOA ranging from

50 ms to 400 ms, the hypothesis being that a larger SOA would improve user

performance by decreasing the temporal overlap between samples.

The sound samples were presented either diotically via headphones or with

randomised directions via a multi-channel loudspeaker setup. For the diotic

playback, the anechoic monophonic input signal was presented to both ears,

allowing precise control over the ear input signals and minimising the effect
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Figure 4.3. Earcons used in the user study. The timbres were produced via Apple OSX

GarageBand’s inbuilt MIDI instruments.

of head rotation. The loudspeaker playback ensured accurate reproduction

of localisation cues, thus maximising the potential benefit of displaying the

samples spatially separated along a circle in the horizontal plane.

4.2.2 Apparatus and sound samples

The study was conducted in the same space as the experimental evaluations of

the motion tracking algorithms (see Section 3.5) proposed in Publications I

and II. The speech samples used in the study were obtained by synthesising the

words “book”, “chair”, “keys”, “microwave”, “couch”, and “cup” via the Apple

OSX’s inbuilt speech synthesiser. Correspondingly, six earcons were generated

using Apple OSX’s GarageBand via the inbuilt MIDI instruments with the

following timbres: “Bass”, “Bells”, “Guitar”, “Saxophone”, “Whistle”, and

“Percussion”. A transcription of the earcons is shown in Fig. 4.3. To ensure

equal loudness, all samples were normalised using A-weighting.

4.2.3 Test procedure

The study reported in Publication III was laid out in a fully randomised,

within-subject design. None of the 22 test participants reported any hearing

impairments. The duration of the experiment was about 90 minutes. The

participants were seated in the centre of the circular loudspeaker setup and

asked to report their answers to the listening tasks in a questionnaire. The

<key> samples, one earcon and one synthesised speech sample per test subject,

were introduced at the beginning of the experiment.

4.3 Results

To evaluate the results of the listening test, the total error count was calculated

for each tested condition in both tasks and summarised in a contingency

table. The reported p-values were obtained via pairwise Pearson’s chi-squared

tests. For multiple comparisons, a Holm-Bonferroni correction is applied to

the p-values (Holm, 1979; Dudoit et al., 2003).
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SOA [ms] Playback Sound type

50 100 200 400 Diotic Spatial Earcon Speech

Trials 440 440 440 440 880 880 880 880

Errors 104 46 26 11 80 107 73 114

Errors [%] 24 10 6 2 9 12 8 13

p-value <0.001 0.037 0.037 0.044 0.002

Table 4.1. Error count table for Task I. Chi-squared tests indicate statistically significant

differences between all adjacent columns of the independent variables.
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Figure 4.4. Average error rates as a function of (a) playback condition and (b) sound type

for different SOAs. The hatched area indicates false positive errors. Error bars

indicate 95% confidence intervals for the means.

4.3.1 Task I: detect the <key> sample

In task I, 80% of all trials contained the <key> sample. Test subjects were

not aware of this distribution. Therefore, guessing the presence or absence of

the <key> sample would yield an error rate of 50%.

The results indicate that error rates decrease for each SOA increase, the effect

being statistically significant. No substantial difference in user performance

was found between spatial playback via the multichannel loudspeaker setup

and diotic headphone playback. Earcons slightly outperformed synthesised

speech, with the “bass” earcon (see Fig. 4.3) being correctly identified in all

trials. The results are summarised in Table 4.1.

Figure 4.4 shows the average error rates of (a) both playback conditions and

(b) both sound types across the tested SOAs. False positive errors, i.e., a user

indicating that the <key> sample was present in the set when it was not,

account for less than 9% of the total error rate (see Fig. 4.4, hatched area).
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Figure 4.5. Angle RMSE of speech and earcon playback as a function of (a) the lateral

angle of the <key> sample and (b) the SOA.

For the spatial loudspeaker playback, the test subjects were asked to state

from which loudspeaker they thought the <key> sample was being played.

Figure 4.5 shows the root-mean square error (RMSE) of the direction estimates,

calculated from the difference between the actual and the perceived lateral

angle of a correctly detected <key> sample. A visual inspection of the graphs

in Fig. 4.5 indicates that the RMSE does not differ substantially between

earcon and speech playback, and that there is no visible dependency from (a)

the lateral angle of the <key> sample or (b) the SOA.

4.3.2 Task II: estimate the <key> sample numerosity

In task II, the distribution of <key> samples was randomised, with set A

containing more instances of the <key> sample in 50% of the cases and set B

containing more instances in the remaining 50% of the cases. Test subjects

were not aware of the sample distribution. Therefore, guessing would result in

a 67% error rate.

As in task I, there is a statistically significant decrease of the error rates

for each increase of the SOA. A similar relationship holds between error rates

and the numerosity of the <key> samples. Here, the numerosity is expressed

as a relative difference in per cent. For example, 3 <key> samples in set

A vs. 4 <key> samples in set B corresponds to a relative difference of 33%.

Error rates decreases statistically significantly for each increase of the relative

numerosity difference. The error rates under both playback conditions, i.e.,

diotic headphone and spatial loudspeaker playback, are equal. Synthesised
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SOA [ms] Difference [%]

33 50 67 100 133

100 200 400 (3 vs. 4) (2 vs. 3) (3 vs. 5) (3 vs. 6) (3 vs. 7)

Trials 880 880 880 528 528 528 528 528

Errors 433 238 103 254 215 131 103 71

Errors [%] 49 27 12 48 41 25 20 13

p-value <0.001 <0.001 0.037 <0.001 0.045 0.030

Playback Sound type

Diotic Spatial Earcon Speech

Trials 1320 1320 1320 1320

Errors 385 389 412 362

Errors [%] 29 29 31 27

p-value 0.898 0.036

Table 4.2. Error count table for Task II. Chi-squared tests indicate statistically significant

differences between all adjacent columns of the independent variables, except for

“playback type”, i.e., diotic headphone and spatial loudspeaker playback.
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Figure 4.6. (Left) error rates (in per cent) as a function of SOA, difference between the

number of <key> samples, playback condition (diotic headphone or spatial

loudspeaker playback), and sound type (speech or earcons). The <key> sample

numerosity is expressed as a relative difference in per cent. Pure guessing would

give an error rate of 67%. (Right) a regression tree of the user performance.

The nodes indicate average error rates.

speech playback slightly outperforms earcons. The results are summarised in

Table 4.2.

Figure 4.6 displays (left) the error rates for all levels of the independent

variables and (right) a regression tree obtained via the R rpart library (Therneau

et al., 2011). Both the regression tree analysis and a visual inspection of the plot

confirm the SOA and relative difference to be the main determinants affecting

user performance. Furthermore, a strong interaction between the SOA and the
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relative difference is visible. For small relative differences (33% and 50%) and

an SOA of 100 ms, the average error rate is 66%, which corresponds to random

chance (Fig. 4.6, bottom left). A larger relative difference or SOA improves

performance substantially. With an SOA of at least 200 ms and a relative

difference of at least 67%, the average error rate drops below 10% (Fig. 4.6

(left), top right).

4.4 Discussion

The user study presented in Publication III investigates the effect of auditory

display parameters on user performance for detecting a <key> sample and

estimating its numerosity. As expected, error rates in both tasks decreased

significantly with each SOA increase, due to the reduced temporal overlap of

samples staggered with a larger SOA. However, with an SOA of at least 100 ms,

error rates for detecting a <key> sample dropped to about 10%, indicating

that auditory display is effective for sample detection tasks even with a dense

temporal sample arrangement. This result is largely in line with findings by

Pavani and Turatto (2008), who reported an average error rate of 18% for

detecting the presence of a <key> element in auditory scenes consisting of

animal calls.

Contrary to the test hypothesis, spatial separation of the samples did not

improve user performance in either task. This may be explained by the fact that

the directions of the <key> samples were randomised and thus unknown to the

listener beforehand. The lack of a priori information about the target direction

may have cancelled the advantage of spatial separation, as indicated by earlier

studies (Brungart et al., 2002; Kidd et al., 2005). As a consequence, in practical

applications, diotic or indeed monophonic playback may be sufficient to convey

the presence or numerosity of a target sample. However, for spatially separated

samples, users were able to estimate the direction of a <key> sample, once

detected, relatively accurately.

The results suggest that earcons and synthesised speech were similarly ef-

fective for the detection and numerosity estimation tasks. While the samples

used in the study could be further optimised to improve performance, the

finding that samples obtained via text-to-speech synthesis performed similarly

to non-speech sounds may be of interest for practical applications that need

the encoding of data into sound to be automated.
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5. Rendering virtual sources

AAR applications rely on the ability to render virtual sound sources at an

arbitrary direction or position in space. This requires encoding appropriate

localisation cues into the ear input signals. For a real source in free field, these

localisation cues are described by the head-related transfer function (HRTF)

(see Section 2.4.5). When displaying a virtual source over headphones, for

instance in a mobile AAR application, the localisation cues can be encoded by

filtering the sound signal with an appropriate pair of left and right HRTFs (see

Section 2.4.5). This allows rendering spatialised sound via a pair of headphones,

for instance in mobile AAR applications.

There are, however, a few caveats when rendering a virtual source over

headphones using HRTFs. As discussed in Section 2.5.7, despite encoding

appropriate localisation cues, the virtual source may be perceived inside the

head rather than externalised. Steps to improve the externalisation of virtual

sources include the careful calibration of the playback system, the usage of

individually measured HRTFs, and the inclusion of measured or artificial

reverberation. Furthermore, a virtual source in the front may be perceived

as emanating from the back and vice versa, a problem referred to as front–

back confusion. To prevent front–back confusions, and to keep a virtual

source correctly registered with the real environment in the presence of head

movements, dynamic cues need to be rendered.

To render dynamic virtual sources with high fidelity in a mobile AAR appli-

cation, the spatial rendering system needs to reproduce spatial cues accurately,

to avoid inside-the-head locatedness (IHL), render dynamic cues, to support

interaction and avoid front–back confusions, and run in real time. Furthermore,

it may be desirable to minimise computational load, to prolong battery life,

and audible artefacts caused by the rendering system. Such artefacts can occur

when the filters used to encode spatial cues in the ear signals change abruptly.

To improve the accuracy and smoothness of the spatial rendering process,
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HRTF interpolation can be employed. In Publications IV and V, an HRTF

interpolation framework is proposed that has low computational complexity

and can be applied to HRTF measurement sets with arbitrary measurement

positions, including measurements taken at various distances.

5.1 Head-related transfer function interpolation

When rendering virtual sources for AAR applications, the source direction

or position relative to the listener changes if either the listener or the source

moves. To account for this change, the rendering system needs to update the

rendering filters that encode the spatial cues accordingly. The rendering filters

are often obtained from measured HRTF datasets. As HRTFs are typically

measured on a discrete grid, a straightforward way to update the spatial filters

is to use the HRTFs closest to the desired direction or position of the virtual

source. However, if the desired source direction or position does not fall on

an HRTF measurement point, switching to the closest measured HRTFs may

result in an audible spectral change of the ear input signals (Zotkin et al., 2004).

Furthermore, for a coarse HRTF measurement grid, switching to the closest

measured HRTF would give incorrect spatial cues and introduce localisation

errors.

To prevent audible artefacts due to the filter update, and to provide more

accurate spatial cues, intermediate HRTFs can be estimated via interpolation

from HRTFs measured on a discrete grid. Experiments by Langendijk and

Bronkhorst (2000) have shown that HRTF interpolation successfully restores

spatial cues in virtual sources rendered at directions not available in the HRTF

dataset, if the spatial resolution of the dataset is about 6 degrees.

HRTFs are typically measured at a fixed distance from the test subject,

over a range of azimuth and elevation angles spaced at regular intervals.

Examples of publicly available HRTF databases include the MIT KEMAR

database (Gardner and Martin, 1995), the CIPIC database (Algazi et al., 2001a),

and the LISTEN database (IRCAM, 2013). When using one of these databases

for spatial rendering, a straightforward way to arrive at an intermediate HRTF

estimates is to take a weighted average of neighbouring HRTF measurements via

linear interpolation. More complex interpolation approaches take into account

more or all measurements, for example by using spherical splines (Hartung

et al., 1999). The interpolation itself may be performed in the time domain

directly on the delay-aligned HRTFs (Hartung et al., 1999) or using a minimum-

phase representation (Wenzel and Foster, 1993), in the frequency domain on
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the magnitude spectra (Zotkin et al., 2004; Carty and Lazzarini, 2009), or

using other representations including principal components (Wang et al., 2009)

or spherical harmonics (Zotkin et al., 2009).

While the more sophisticated approaches to HRTF interpolation potentially

yield smoother and more accurate HRTF estimates (Luo et al., 2013), they

come at the cost of increased complexity both in terms of implementation and

computation. Therefore, spatial rendering approaches for practical real-time

systems, including AAR applications, typically rely on the simpler and compu-

tationally less demanding linear interpolation of nearest neighbours (Savioja

et al., 1999; Freeland et al., 2002; Queiroz and Sousa, 2011). The steps for

rendering a virtual sound source using linear HRTF interpolation are

1. select neighbouring HRTF measurements;

2. calculate interpolation weights;

3. interpolate HRTFs;

4. filter the input signal with the interpolated HRTFs.

The neighbour selection and calculation of interpolation weights is typically

done based on some distance criterion. The interpolation can be performed for

instance in the time or frequency domain, as discussed above. The filtering

of the input signal is typically implemented via fast block-convolution; after

employing the Fast Fourier Transform (FFT), blocks of the input signal are

convolved with the spatial filters in the frequency domain via overlap-add or

overlap-save (Oppenheim et al., 1999; Välimäki et al., 2012). To allow dynamic

rendering using head tracking, the block size should be chosen small enough to

allow a sufficient update rate (see Section 2.5.6).

While several studies in the literature have investigated ways to improve

and optimise steps 3 and 4 in the above list, relatively little attention has

been given to the way in which a subset of neighbouring HRTFs is selected

and the interpolation weights are calculated. Furthermore, most prior work

has focussed on 2-D HRTF interpolation, i.e., interpolation in azimuth and

elevation. Next, previously proposed approaches to subset selection and the

calculation of interpolation weights for 2-D interpolation are discussed.

5.1.1 Subset selection

Proposed methods for selecting a subset of HRTF measurements for linear inter-

polation include finding the nearest three measurement points (Jot et al., 1995;

Zotkin et al., 2004) and finding the nearest four measurement points (Wenzel
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Figure 5.1. Subset selection approaches: (a) nearest-3, (b) nearest-4, (c) enclosing triangle,

and (d) enclosing rectangle. The dots denote measurement points in the MIT

KEMAR HRTF database (Gardner and Martin, 1995), the cross denotes the

desired source direction.

and Foster, 1993; Hartung et al., 1999). Distance measures proposed to deter-

mine the nearest neighbours include the great-circle distance (Hartung et al.,

1999) and the Euclidean distance (Zotkin et al., 2004). Another subset selection

approach is to select the nearest measurement points that enclose the desired

source direction. Proposed approaches include finding a rectangle (Savioja

et al., 1999; Langendijk and Bronkhorst, 2000) or triangle (Freeland et al.,

2004; Queiroz and Sousa, 2011) enclosing the desired direction.

Figure 5.1 shows an example of the various subset selection approaches. With

the approaches depicted in Fig. 5.1a and 5.1b, a subset of HRTF measurements

is selected for interpolation based on the distance to the desired virtual source

direction. The advantage of a simple distance criterion for selection is that it

works regardless of the measurement grid layout. However, it may result in

selecting HRTFs that do not enclose the desired source direction, and instead

lie on a line (see Fig. 5.1a and 5.1b).

Figure 5.1c and 5.1d illustrate subset selection based on the criterion that the

selected HRTFs enclose the desired source direction. While this approach is well-

suited for linear interpolation, it can not be implemented in a straightforward

way if the HRTF measurement grid exhibits irregularities. When measuring

HRTFs on a spherical grid, the measurement points are typically distributed

more sparsely towards the poles than at the equator, in accordance with the

decreasing localisation accuracy of humans towards extreme elevations (Gardner

and Martin, 1995; IRCAM, 2013). Other potential causes for irregularities

in the HRTF measurement grid are movements of human subjects during

HRTF measurements (Bolaños and Pulkki, 2012), and positioning errors of the
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mechanical measurement setup.

5.1.2 Calculation of interpolation weights

Bilinear interpolation can be used to calculate weights to interpolate measured

HRTFs linearly with respect to azimuth and elevation. Bilinear interpolation

has been proposed for interpolating three measurement points (Freeland et al.,

2004), and four measurement points arranged in a regular grid (Savioja et al.,

1999). Geometric approaches calculate weights based on the distance of the

desired direction from each measurement point. For the interpolation of three

or more measurement points, weights can be calculated from the inverse of

the Euclidean distance (Zotkin et al., 2004) or the great-circle distance (i.e.,

the distance along the sphere) (Hartung et al., 1999; Carlile et al., 2000). The

interpolation of measured HRTFs can be interpreted as a superposition of the

signals of virtual loudspeakers positioned at the measurement points (Queiroz

and Sousa, 2011). With this interpretation, the interpolation weights are

analogous to the panning gains of these virtual loudspeakers. Panning gains

for arbitrary loudspeaker setups can be calculated using VBAP (Pulkki, 1997).

5.1.3 Interpolation in azimuth, elevation, and distance

While far-field HRTFs can be considered distance-independent (Brungart,

2002; Kan et al., 2009), the faithful rendering of virtual sources in the near-

field requires the use of distance-dependent HRTFs (Brungart et al., 2001).

A number of approaches have been proposed previously to estimate near-

field HRTFs from HRTFs measured at a fixed distance (Duraiswami et al.,

2004; Menzies and Al-Akaidi, 2007; Romblom and Cook, 2008; Kan et al.,

2009; Spors and Ahrens, 2011). However, recently published HRTF databases

containing measurements obtained at various distances in the near-field (Qu

et al., 2009; Yu et al., 2010; Bolaños and Pulkki, 2012) call for 3-D interpolation

methods. Previously proposed methods to interpolate near-field HRTFs include

interpolating two HRTFs to estimate HRTFs at an intermediate distance (Lentz

et al., 2006), or eight HRTFs forming a volume enclosing the desired source

position (Villegas and Cohen, 2010). However, these previously proposed

3-D interpolation approaches rely on ad hoc methods for subset selection and

interpolation weight calculation tailored for a specific HRTF database, and

can therefore not be directly applied to arbitrary HRTF measurement grid

layouts. An example of an HRTF database with grid irregularities is shown in

Fig. 5.3. The irregularities are mainly caused by movements of the test subjects
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Figure 5.2. (a) Magnitude spectra of measured (dashed line) and estimated (solid line)

HRTF via linear interpolation of measured HRTFs (light lines); (b) desired

source position x and HRTF measurement positions forming tetrahedron used

for interpolation. The measurements are taken from the database by Yu et al.

(2010).

during the HRTF measurements. These movements are difficult to avoid when

performing measurements on human subjects. Therefore, there is a need for an

HRTF interpolation framework that can cope with grid irregularities inherent

in datasets of human HRTFs.

5.2 Proposed approach

The proposed HRTF interpolation framework is based on linear interpolation

of a minimal subset of measured HRTFs. It builds on prior work on HRTF

interpolation methods (see Section 5.1), and presents a general interpola-

tion framework applicable to HRTF measurement databases with arbitrary

measurement grid layouts.

Given a set of HRTFs measured at a fixed distance, an interpolated HRTF

can be obtained from three measurement points forming a triangle enclosing

the desired source direction (Freeland et al., 2004; Queiroz and Sousa, 2011)

(see Fig. 5.1c). The present work shows how this approach can be extended

to include the desired source distance, through direct interpolation of HRTF

measurements obtained at various distances that form a tetrahedron enclosing

the desired source position (see Fig. 5.2b). To minimise computational load at

run time, the HRTF measurements are grouped into subsets suitable for linear

interpolation during initialisation. Next, this pre-processing of HRTF data is

described.
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5.2.1 Triangulation of measurement points

Linear HRTF interpolation is based on the assumption that an HRTF estimate

for a desired source direction or position can be obtained by interpolating a

subset of HRTF measurements close to the desired source. To avoid ambiguities

when selecting the subset there should be a unique representation of an HRTF

estimate for a specific direction or position as a linear combination of neigh-

bouring HRTF measurements. To meet these requirements, the measurement

points are grouped such that they form non-overlapping geometric simplices,

i.e., triangles or tetrahedra. The grouping is done during initialisation, to

minimise computational load during run time.

A set of points in 2-D can be grouped into non-overlapping triangles via

triangulation. For a set of points lying on the surface of a sphere, taking the

convex hull yields a Delaunay triangulation (Aurenhammer, 1991). When using

triangles for interpolation, it is desirable that they be nearly equiangular. The

Delaunay triangulation is optimal in this sense, and it maximises the minimum

angle of the generated triangles (Aurenhammer, 1991).

Efficient algorithms exist to perform the Delaunay triangulation in 2-D and

3-D (Aurenhammer, 1991). For points lying on a plane, the Delaunay triangu-

lation generates triangles such that the circumcircle of each triangle contains

no other points (Aurenhammer, 1991). In 3-D, the Delaunay triangulation

yields tetrahedra such that the circumsphere of each tetrahedron contains no

other points. Figure 5.3a illustrates the Delaunay triangulation for 100 random

measurement points distributed over the surface of a sphere, in analogy to

HRTF measurements taken at random directions with fixed distance. As can

be seen, the triangulation deals well with grid irregularities. Figure 5.3b and

5.3c illustrates the tetrahedral mesh generated via Delaunay triangulation of

a set of 3-D measurement points, for (b) an HRTF database with a highly

regular measurement grid, and (c) a database with grid irregularities. The

mesh consists of non-overlapping tetrahedra that fill the space occupied by

the measurement grid. Any point inside that space is enclosed by exactly

one tetrahedron, except if the point lies on a vertex, edge, or facet shared by

multiple tetrahedra.

5.2.2 Calculation of interpolation weights

Once a mesh of non-overlapping simplices has been generated from the HRTF

measurement points via triangulation, an HRTF estimate for any desired

source position, x, lying inside the mesh can be obtained by interpolating the
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Figure 5.3. Delaunay triangulation of (a) 100 random HRTF measurement points at a fixed

distance, (b) the PKU&IOA HRTF database (Qu et al., 2009), (c) the HRTF

database by Bolaños and Pulkki (2012).

HRTFs forming the vertices of the simplex enclosing x. Next, the calculation of

interpolation weights is discussed for a tetrahedral mesh of HRTF measurements

taken at various distances. The interpolation of triangles on the surface of a

sphere can be interpreted as a special case of the tetrahedral interpolation.

Consider a tetrahedron formed by the vertices, A, B, C, D, as depicted in

Fig. 5.2b. Any point, x, inside the tetrahedron can be represented as a linear

combination of the vertices:

x = g1A + g2B + g3C + g4D, (5.1)

where gi are scalar weights. With the additional constraint

4∑

i=1

gi = 1, (5.2)

the weights, gi, are the barycentric coordinates of the point, x (Sundareswara

and Schrater, 2003). The barycentric coordinates can directly be used as

interpolation weights for estimating the HRTF, Ĥx, at the point, x, as the

weighted sum of the HRTFs, Hi, measured at the vertices, A, B, C, D:

Ĥx =
4∑

i=1

giHi. (5.3)

Subtracting D from both sides of Eq. (5.1) yields

x − D =
[
g1 g2 g3

]
T, (5.4)

where

T =




A − D

B − D

C − D


 . (5.5)

Given a desired source position x, the barycentric interpolation weights are

found by evaluating

[
g1 g2 g3

]
= (x − D) T−1, (5.6)
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and, with Eq. (5.2),

g4 = 1 − g1 − g2 − g3. (5.7)

Note that T depends solely on the geometry of the tetrahedron and is indepen-

dent of the desired source position x. Therefore, T−1 can be pre-calculated

for all tetrahedra during initialisation and stored in memory. This reduces the

operational count for finding the interpolation weights via Eqs. (5.6) and (5.7)

to twelve additions and nine multiplications per tetrahedron.

The interpolation of HRTFs measured at a fixed distance can be interpreted

as a special case of the tetrahedral interpolation with a dummy vertex at the

origin. Assume a triangular mesh obtained via a Delaunay triangulation from

HRTF measurement points on the surface of a sphere. Given a triangle with

vertices, A, B, C, and a dummy vertex at the origin, D, a tetrahedron is

formed with A, B, C, D. With D = 0, i.e., the null vector, Eq. (5.5) and

Eq. (5.6) simplify to

T =




A

B

C


 (5.8)

and
[
g1 g2 g3

]
= x T−1, (5.9)

where g1, g2, g3 are the barycentric interpolation weights for the HRTFs mea-

sured at the vertices of the triangle, A, B, C. Note that the source position,

x, obtained from the desired source azimuth and elevation, lies on the surface

of the sphere, and thus outside the tetrahedron formed by the vertices, A, B,

C, D. With this assumption, the weights calculated in Eq. (5.9) are analogous

to the panning gains used in vector base amplitude panning (VBAP) (Pulkki,

1997).

Barycentric weights are well-suited for interpolation for a variety of reasons:

• For a point lying inside a triangle or tetrahedron, the barycentric weights

gi are positive: 0 < gi < 1.

• For a point moving inside a triangle or tetrahedron, the weights change

smoothly as a function of the vertex-distance (Sundareswara and Schrater,

2003).

• For a point lying on a vertex A, the barycentric weights are 1 at A and

0 otherwise, hence the interpolation at A is exact.

• For a point lying on an edge of a triangle, only the vertices forming that

edge have nonzero barycentric weights. Furthermore, the vertex weights
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for all triangles sharing that edge are identical. The same is true for a

point lying on an edges or facets of a tetrahedron.

The above properties are particularly advantageous for the display of moving

virtual sources, as the interpolation via barycentric weights does not cause

discontinuities in the interpolated HRTFs. For a source moving smoothly from

one triangle or tetrahedron to another across a shared vertex, edge, or facet, the

HRTF estimate changes smoothly at the crossing point. Figure 5.2a illustrates

the HRTF interpolation for a source position, x, using barycentric weighting of

the HRTF measurements at the vertices of the enclosing tetrahedron, depicted

in Fig. 5.2b.

5.2.3 Selecting a subset for interpolation

Given the triangulation of HRTF measurements and a desired source position,

x, a suitable subset for interpolation can be found by evaluating the barycentric

coordinates: x lies inside a simplex if and only if all barycentric coordinates

are positive. Therefore, a straightforward way to find a suitable subset for

interpolation is to iterate through the mesh until a simplex is found that satisfies

this condition. An example run of this linear-time “brute-force” approach for

a tetrahedral mesh is shown in Fig. 5.4a.

Given the large number of simplices generated for dense HRTF measurement

grids, and the tight processing time constraints of real-time audio applications,

it is desirable to speed up the process of selecting a subset for interpolation.

A more efficient way to locate a point in a triangulation is via an adjacency

walk (Sundareswara and Schrater, 2003). Starting from a random tetrahedron,

evaluate the barycentric coordinates and walk to the adjacent tetrahedron across

the triangle formed by the vertices with the three largest barycentric coordinates;

terminate when all barycentric coordinates are positive (see Fig. 5.4b, light grey

tetrahedra). The adjacency walk algorithm for a triangle mesh is analogous.

The theoretical complexity of the adjacency walk for non-homogenous meshes is

O((n)
1

m ) (Sundareswara and Schrater, 2003), where n is the number and m the

dimensionality of the vertices. This constitutes a substantial improvement in

terms of scalability over the O(n) brute-force approach. As shown in Fig. 5.4c,

the worst-case performance of the adjacency walk (AW) is well below 0.1 ms

even for the largest tested database (31752 tetrahedra). To reduce the number

of steps needed for the adjacency walk to terminate in a tetrahedral mesh, a

tetrahedron close to the desired source position x can be chosen as the starting

point for the walk. A simple yet efficient way to find the closest neighbours to a
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Figure 5.4. Tetrahedron selection for source position x via (a) brute-force (BF) search (18772

iterations) and (b) adjacency walk (AW) with a random starting tetrahedron

(light grey, 105 iterations) and with a tetrahedron selected via an octree query

(O+AW, dark grey, 5 iterations); (c) running-times for 1000 random source

positions, averaged over 100 repetitions, on a computer with a 2GHz quad-core

processor, for 3 HRTF databases: H1 (Bolaños and Pulkki, 2012), H2 (Yu et al.,

2010), H3 (Qu et al., 2009); vertical lines extend from minimum to maximum,

boxes from lower to upper quartile.

point in 3-D is by querying an octree representation of the HRTF measurement

points (Samet, 1989). A cuboid containing all points forms the root of the

octree. Starting from the root cuboid, the octree is generated by recursively

dividing every cuboid into eight equal-sized cuboids. The subdivision of a

cuboid stops when it contains at most N points, making it a leaf of the octree.

N is chosen to yield the desired spatial resolution of the octree. To find a

tetrahedron close to a desired source position x, the octree is searched for the

leaf cuboid enclosing x. A tetrahedron with a vertex contained in that leaf

cuboid lies close to x, and can be used as a starting point for the adjacency walk,

thus reducing the iterations needed for the walk to terminate (see Fig. 5.4b,

dark grey) as well as the running time of the selection algorithm (see Fig. 5.4c,

O+AW).

5.3 Experimental evaluation

To evaluate the performance of the proposed HRTF interpolation framework,

experiments are carried out on both modelled and measured data.

To illustrate the qualitative effect of various approaches to select a subset of

HRTF measurements for interpolation and to calculate interpolation weights

on the estimated HRTFs, interpolation is performed on modelled HRTF data.

The HRTF data is obtained via the ILD model in Eq. (2.7), and sampled at

regular intervals of azimuth and elevation. Four different approaches for subset

selection and interpolation weight calculation are compared:
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Figure 5.5. RMSE for interpolating a simple head-shadowing model sampled at regular

azimuth and elevation intervals (dark dots) using (a) proposed method; (b)

inverse distance weighting; (c) bilinear interpolation of three measurement

points; (d) bilinear interpolation of four measurement points.

a) the proposed method (using triangulation and barycentric weights);

b) inverse distance weighting (Zotkin et al., 2004);

c) bilinear interpolation of three measurement points forming a trian-

gle (Freeland et al., 2004);

d) bilinear interpolation of four measurement points forming a rectan-

gle (Savioja et al., 1999).

For each approach, a subset of modelled HRTF data is selected and interpolated

using the interpolation weights. The interpolation itself is performed the same

way for all approaches, on the magnitude responses of the selected HRTFs.

Figure 5.5 illustrates the RMSE of the interpolation as a function of azimuth

and elevation, for all four tested approaches. While the RMSE of the proposed

method (Fig. 5.5a) and the bilinear interpolation of four measurement points

(Fig. 5.5d) changes smoothly over the range of tested directions, both the

inverse distance weighting (Fig. 5.5b) and the bilinear interpolation of three

points (Fig. 5.5c) exhibit discontinuities. Note that the modelled data varies

smoothly as a function of the lateral angle, hence the discontinuities visible in

Fig. 5.5 are artefacts of the subset selection and interpolation weight calculation.

Informal listening tests indicate that these discontinuities may be audible when

rendering a moving virtual source.
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Figure 5.6. (a) Triangulation (top) and HRTF magnitude spectra (bottom) of the HRTF

database by Yu et al. (2010), at 0 degrees elevation, 50 cm distance, using

all measurement points, and with 50% and 90% of points randomly removed.

Ticks mark magnitude spectra obtained directly from measured HRTFs (i.e.,

without interpolation). (b) RMSE for Qu et al. (2009) (top) and Yu et al.

(2010) (bottom), as a function of the percentage of points removed; vertical

lines extend from minimum to maximum, boxes from lower to upper quartile.

To evaluate the framework’s performance for 3-D HRTF interpolation, ex-

periments are carried out on datasets containing distance-dependent HRTF

measurements: the PKU&IOA database (Qu et al., 2009), and the database by

Yu et al. (2010). Figure 5.6a shows the triangulation and magnitude spectra

for the database by Yu et al. (2010). To evaluate the effect of grid irregularities,

datasets with measurements at irregular direction and distances were obtained

by randomly removing measurement points from the HRTF datasets. This

allows comparing interpolated and measured HRTFs at the removed positions

as an objective performance measure. Examples of reduced datasets obtained

from the database by Yu et al. (2010) are shown in Fig. 5.6a (top).

The HRTF interpolation is implemented as a linear combination of the

measured HRTF magnitude spectra (Zotkin et al., 2004). The phase of the

interpolated HRTF is not considered in the evaluation. It can be calculated

using a spherical head model (Zotkin et al., 2004), and implemented, e.g., via

Eq. (2.6), independent of distance (Brungart and Simpson, 2001). Interpolated

magnitude spectra obtained via interpolation of reduced datasets are shown in

Fig. 5.6a (bottom).

As an objective measure for the performance of the proposed interpolation

framework, the RMSE between measured and interpolated HRTFs is calculated

over third-octave bands with centre frequencies from 500 Hz to 16 kHz. The
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RMSE for the two measured datasets as a function of the points removed to

obtain the reduced datasets is shown in Fig. 5.6b. The RMSE is calculated

for ten trials of random removal for each percentage, except for the 0 percent

condition, which is obtained for 100 trials by removing a single random point

from the measured dataset.

5.4 Discussion

A framework for HRTF interpolation in 2-D, with measurements on the surface

of a sphere, and in 3-D, with measurements at various distances, is proposed.

The main contributions of the proposed interpolation framework lie in the use

of a standard triangulation method to efficiently group HRTF measurements

into non-overlapping subsets, the use of a fast search algorithm to find a subset

suitable for interpolation, and the use of triangular (in 2-D) or tetrahedral (in

3-D) interpolation using barycentric weights. An objective evaluation shows

that the proposed framework is robust with respect to grid irregularities and

produces HRTF estimates that change smoothly as a function of the source

position, thus enabling the spatialisation of dynamic virtual sources in 2-D

and in 3-D. A MATLAB R© demonstration of the algorithm is available online1.

1http://www.mathworks.com/matlabcentral/fileexchange/43809

(Gamper, 2013)
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6. Summary

This thesis studied various aspects related to the implementation of an audio

augmented reality (AAR) system. A motion tracking algorithm was presented

that relies on microphones embedded into a user-worn, binaural AAR headset to

determine the user’s position and orientation. The encoding of information into

audible content via auditory display was studied, and results of a listening test

indicating the effect of various display design parameters on user performance

were presented. Finally, the rendering of spatialised virtual audio for the

delivery of audible content as an overlay onto the real acoustic environment

was investigated. As a result, a general framework for rendering sound in 3-D

via head-related transfer function (HRTF) interpolation was proposed.

6.1 Main results

The main outcomes of this thesis can be summarised as follows:

• The head orientation tracking method proposed in Publication I success-

fully tracks user orientation based on speech signals recorded at binaural

headset microphones. Unlike previously proposed methods, the method

proposed here does not require anchor sources at known positions. By

integrating distance estimates into the likelihood function of the tracking

filter, the performance and robustness is substantially improved compared

to a reference method.

• The position tracking method proposed in Publication II employs both

user-worn binaural headset microphones and a reference microphone

array to track user movement in a meeting scenario. Distance estimates

are obtained both for the active speaker and the listeners, to derive an

importance function for the tracking algorithm. The proposed importance

function is shown to improve the accuracy and robustness of the tracking
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algorithm. The motion tracking algorithm is applicable to other forms of

user-worn microphones.

• Results from a listening test presented in Publication III suggest that

with adequate stimulus onset asynchrony (SOA), users are able to detect

a sample from distractors and estimate sample numerosity via auditory

display. Samples automatically generated via text-to-speech synthesis

led to similar performance as manually designed non-speech samples.

The spatial quality of the samples did not affect performance, indicating

that diotic or indeed monophonic playback may be sufficient in practical

implementations. However, users were able to simultaneously detect and

localise spatially presented samples.

• Previously proposed HRTF interpolation methods typically rely on ad hoc

methods that rely on a particular measurement grid layout for selecting

a subset suitable for interpolation. Experiments reported in Publication

IV show that subset selection and interpolation weight calculation may

introduce artefacts, regardless of the actual interpolation method used.

• The HRTF interpolation framework proposed in Publication V enables

smooth and computationally efficient rendering of virtual sources. It

relies on triangulation to group HRTF measurements into subsets for in-

terpolation and barycentric coordinates to calculate interpolation weights.

To the best of the author’s knowledge, the proposed framework is the

first that allows the direct interpolation of HRTF measurements taken at

arbitrary directions and distances, in real time.

6.2 Future work

There are a number of possible future research directions:

• The motion tracking algorithms proposed in Publications I and II could

be further improved by integrating dynamic models for the user movement

and head rotation.

• The motion tracking algorithms could be integrated into a single frame-

work, and the effect of replacing known user positions in the head orien-

tation tracking algorithm (Publication I) with position estimates from

the position tracking algorithm (Publication II) could be investigated.

92



Summary

• The findings of the listening test presented in Publication III could

serve as the basis for the development and study of an AAR application

conveying textual information to users outside laboratory settings.

• The HRTF interpolation framework presented in Publication IV and ex-

tended in Publication V could be further extended to allow the estimation

of far-field HRTFs from near-field measurements.

• A perceptual evaluation of the proposed HRTF interpolation framework

should be conducted to assess the fidelity of virtual sources rendered in

the near field.

• The results presented in this thesis stem from simulation or user experi-

ments in controlled laboratory settings. Further studies could investigate

the performance of the proposed methods and the applicability of the

results outside controlled environments.

• Finally, while this thesis studied various components of an AAR system

in isolation, integrating the proposed methods and results into a single

system would give further insights into the challenges and limitations

arising from the combination of various components.
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