Py : ) University of Pennsylvania
"% | Libraries

JNIVERSITY 0f PENNSYLVANIA : ScholarlyCOm mons
Departmental Papers (ESE) Department of Electrical & Systems Engineering
October 2003

End-to-End Congestion Control Schemes: Utility Functions,
Random Losses and ECN Marks

Srisankar S. Kunniyur
University of Pennsylvania, kunniyur@seas.upenn.edu

R. Srikant
University of Illinois

Follow this and additional works at: https://repository.upenn.edu/ese_papers

Recommended Citation
Srisankar S. Kunniyur and R. Srikant, "End-to-End Congestion Control Schemes: Utility Functions, Random
Losses and ECN Marks", . October 2003.

Copyright 2003 IEEE. Reprinted from IEEE/ACM Transactions on Networking, Volume 11, Issue 5, October 2003,
pages 689-702.
Publisher URL: http://ieeexplore.ieee.org/xpl/tocresult.jsp?isNumber=27747&puNumber=90

This material is posted here with permission of the IEEE. Such permission of the IEEE does not in any way imply
IEEE endorsement of any of the University of Pennsylvania's products or services. Internal or personal use of this
material is permitted. However, permission to reprint/republish this material for advertising or promotional
purposes or for creating new collective works for resale or redistribution must be obtained from the IEEE by writing
to pubs-permissions@ieee.org. By choosing to view this document, you agree to all provisions of the copyright laws
protecting it.

This paper is posted at ScholarlyCommons. https://repository.upenn.edu/ese_papers/49
For more information, please contact repository@pobox.upenn.edu.


https://repository.upenn.edu/
https://repository.upenn.edu/ese_papers
https://repository.upenn.edu/ese
https://repository.upenn.edu/ese_papers?utm_source=repository.upenn.edu%2Fese_papers%2F49&utm_medium=PDF&utm_campaign=PDFCoverPages
http://ieeexplore.ieee.org/xpl/tocresult.jsp?isNumber=27747&puNumber=90
https://repository.upenn.edu/ese_papers/49
mailto:repository@pobox.upenn.edu

End-to-End Congestion Control Schemes: Utility Functions, Random Losses and
ECN Marks

Abstract

We present a framework for designing end-to-end congestion control schemes in a network where each
user may have a different utility function and may experience noncongestion-related losses. We first show
that there exists an additive-increase-multiplicative-decrease scheme using only end-to-end measurable
losses such that a socially optimal solution can be reached. We incorporate round-trip delay in this model,
and show that one can generalize observations regarding TCP-type congestion avoidance to more general
window flow control schemes. We then consider explicit congestion notification (ECN) as an alternate
mechanism (instead of losses) for signaling congestion and show that ECN marking levels can be
designed to nearly eliminate losses in the network by choosing the marking level independently for each
node in the network. While the ECN marking level at each node may depend on the number of flows
through the node, the appropriate marking level can be estimated using only aggregate flow
measurements, i.e., per-flow measurements are not required.
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End-to-End Congestion Control Schemes: Utility
Functions, Random Losses and ECN Marks

Srisankar Kunniyur and R. Srikarenior Member, IEEE

Abstract—\We present a framework for designing end-to-end « designing a control mechanism for achieving this fair-

congestion control schemes in a network where each user ness using end-to-end measurable quantities such as lost
may have a different utility function and may experience non- packets;

congestion-related losses. We first show that there exists an . . - .
additive-increase-multiplicative-decrease  scheme using only  ° replacing losses with alternate indicators of congestion to

end-to-end measurable losses such that a socially optimal evolve toward networks where congestion-related losses
solution can be reached. We incorporate round-trip delay in this are negligible;

model, and show that one can generalize observations regarding  « providing ways to combat spurious congestion indicators
TCP-type congestion avoidance to more general window flow such as errors on wireless links.

control schemes. We then consider explicit congestion notification . . . .

(ECN) as an alternate mechanism (instead of losses) for signaling I this paper, our goal is to provide a simple framework based on
congestion and show that ECN marking levels can be designed to deterministic fluid models that would provide insightinto the ef-
nearly eliminate losses in the network by choosing the marking fect of utility functions, random losses, and explicit congestion
level independently for each node in the network. While the notification on the design of end-to-end congestion controllers.

ECN marking level at each node may depend on the number of . : ; :
flows through the node, the appropriate marking level can be We start with the nonlinear programming formulation of

estimated using only aggregate flow measurements, i.e., per-flow@ flow allocation problem suggested in [12] from which a

measurements are not required. penalty function formulation is derived in [11]. In [11], it has
Index Terms—Explicit congestion notification (ECN) marking, been shown. _thgt a COQgestlon controlle.r ganioe deS|gned .
Internet congestion control, TCP, TCP over wireless. that the equilibrium point of the congestion controller is stable

and converges to the unique solution of the penalty function
form of the nonlinear program. We incorporate random losses
|. INTRODUCTION in the model and first show that by appropriately designing

ECENTLY, there has been surge of interest in designiige penalty function, the resulting congestion controller for
best-effort service networks that can deliver low-loss lowgach user is a function of only its own loss rate and does not
delay service by encouraging users to adapt to the network cégpend on any other information from the network. We also
gestion using minimal information from the network. The poshow that the penalty function can also be thought as a pricing
tential advantages of such networks would be the ability to offéeheme which steers a set of noncooperative users to a socially
even real-time services with little or no interaction from th@ptimal solution as in the “smart-market” proposal [22]. Our
core network, i.e., without the need for a centralized admissié@rmulation is also closely related to the approach presented
control, resource reservation, or complicated scheduling medh{21]. While [21] uses duality theory to solve the nonlinear
anisms. This work is partly motivated by the recent works ¢ffogram formulation of the resource allocation problem, we
Gibbens and Kelly [6], [7], who have demonstrated the pos$ise a penalty function approach as in [11]. Also, [21] does not
bility of designing such networks using simple models. Sonféal with random losses in the network. As we will see later,
of the issues that have to be addressed when designing tHégePrimary motivation for doing this is that we want TCP to be
networks include the following: a special case of our formulation and thus, any controller in the
« defining appropriate notions of fairness: class that we study can be gheckeq .for .TCP-fnendIlness' [4].
. designing a pricing scheme to induce noncooperati\'/:é”ther' our e>§pI|C|t congestion not|f|cat|9n (ECN) marklng
users to work toward an equilibrium that is fair: scheme, described later, becomes a straightforward modifica-
tion to TCP where losses are simply replaced by marks in the
congestion avoidance algorithm. For yet another related but
different approach, see [8].

Manuscript received February 14, 2001, revised August 13, 2002; approvedour approach allows for different CongeStion controllers for
by IEEE/ACM TRANSACTIONS ONNETWORKING Editor T. V. Lakshman. This different users which are directly derived from their utility func-
work was supported by the National Science Foundation under Grant ANjons. This allows one to model the heterogeneity in the needs
9813710 and Grant ANI-9714685. An earlier version of this paper was pre; . L . . .
sented at the IEEE INFOCOM 2000, Tel Aviv, Israel, March 2000. of different applications. It is now well established that various
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niyur@ee.upenn.edu). 1we use the termandom losseto indicate noncongestion-related losses such
R. Srikant is with the Department of Electrical and Computer Engineeriras errors on wireless links. However, in our fluid models used throughout the
and the Coordinated Science Laboratory, University of lllinois at Urbana-Chamaper, we do not explicitly model the stochastic behavior of the loss process.
paign, Urbana, IL 61801 USA (e-mail: rsrikant@uiuc.edu). We simply reduce the number of packets by a certain fraction to account for
Digital Object Identifier 10.1109/TNET.2003.818183 noncongestion-related losses.
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functions [12], [23], [26]. While the well-knowmax-minfair- istic fluid model, we simply let the received rate for useboe

ness [1] cannot be defined in terms of a single utility function,. = «,.y,., where(1 — «,.) is the fraction of packets lost due

it can still be defined in terms of a sequence of utility functo noncongestion related reasons. These are typically referred to
tions [12]. Thus, another motivation for allowing different utilityasrandom lossesThe received rate, is some function of,.
functions for different users is to develop a model that would pandz¢ and we denote it by,.(z,., z&). The objective of user
tentially allow one to study interactions between different typés to maximize

of congestion controllers derived by starting with different no-
tions of fairness.
We then study the effects of round-trip delay on different

with different utility functions. The effect of random losses an
round-trip delay on TCP performance have been quantified
[5], [14], and [19]. Our results generalize these earlier works
the case of multiple nodes and to window flow controllers d
rived from other utility functions.

Finally, we study the use of early congestion notificatior},n
prior to losses occurring, using ECN marks. We show that, |n

window flow control schemes that could be derived by startir%l

Jr(xr) = err(‘Tr) - /BTP (iﬂml’i) (1)

whereU,. is a utility function andP is some function of the
nsmitted rates of all the users. For example, since our goal
IS build a low-loss low-delay network? could be thought of

da penalty on the loss rdte,. — z,.). The parameters,. and

- attempt to trade off between maximizing utility and mini-
nizing loss rate. The above problem is a game among the het-
erogeneous set of useRswhere each user € R attempts to
aximize its own objective given by (1). Throughout this paper,

. we will refer to this as theongestion control gamédeally we

the fluid model framework, there is a notion of a marking Ievqllv
ateach node and that marking levels for each node can be ch
in a decentralized manner to achieve loss-free service globa)
The framework developed in this paper allows us to show th
with ECN marking, the deleterious effects of noncongestion—r%-
lated losses can be nearly eliminated.

The main contributions of this paper are as follows.

1) We present an analytical framework to study various con-
gestion control schemes in the presence of random losses
in terms of users optimizing some utility function.

2) We obtain window-flow control algorithms that approx-
imate the optimal solution of the fluid model. In this
framework, we consider a TCP-like source and derive its
utility function.

3) We study the notion of ECN marking and marking levels
that would lead to a low-loss operation throughout the
network and the impact of the number of users on the
possibility of marking leading to low-loss operation.

4) We present a decentralized adaptive marking algorithms
at each link that leads to socially optimal operation of the
network.

Il. END-TO-END RATE-BASED CONGESTIONCONTROL IN THE
PRESENCE OFRANDOM LOSSES

Consider a network with a set of link&such that link € £
has capacity’;. The network is used by a set of us&sAsso-
ciated with each user € R is a route which is also denoted by
r, and which consists of a subset@fNow, consider a loss-sen-
sitive user- which generates traffic at raig. Letz{ be a vector
of rates of all the other users in the network. We think of a user
as having a transmitter and a receiver. The transmitted rate is
z,. and let the received rate in the absence of noncongestion re-
lated losses bg. < z,.. The received rate could be less than the
transmitted rate due to congestion in the network. However, the
rate at which packets are received at the receiver for usgr
in general, not only a function of congestion, but is also a func-
tion of noncongestion-related losses such as hardware failures
in a wireline network, or more frequently, due to errors on wire-
less links on the route. Typically, these are modeled as a random
phenomena that are independent across users. In our determin-

ould like this game to have a unique equilibrium point and
he set of users to converge to this equilibrium point from

}ﬁy arbitrary initial condition. In this section, under the fol-

wing assumptions implicitly used in [11], we show that there

I5 an end-to-end rate-based congestion control scheme which

achieves these goals with no feedback from the core network.

1) The loss rate for useron a linkl € r is given by

z.p | Ci, Z xj

7:lEejd

wherep;(Cy, z) is the total rate loss or the loss proba-
bility at link [, when the total arrival rate into the link is

z. If there is any loss at a link, then we simply assume
that the total loss is distributed among the users in
proportion to their flow rates. For example, this would
be a good approximation of FIFO queueing with small
buffers and packets that are small compared to the
capacity of the link, i.e., a fluid model for the traffic.
Thus, we do not require any complicated per-flow
scheduling mechanism at each node. We assume that
p(C, 2) is an increasing function of.

The total loss ratér,. — y,.) due to congestion for user

7 is given by

2)

)

(xr - yr) -

Z z.p | Ci, Z x;

l:ler 7:lej

We will refer to this to as thdink independencas-
sumption for the loss. Thus, we assume that the same
flow is presented by a user to all links on its route. This
assumption is reasonable if thegs are small. Ifp;’s

are not small and marking is assumed at the links, then
it is possible to modify the utility function to account
for the exact expression for the end-to-end marking
probability (see [13]). Alternately, if thg;’s are inter-
preted as prices generated by the links, then the total
price on a path is the sum of the prices on the links in
the path and then again, this assumption is reasonable.
However, our simulations indicate that this assumption
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is reasonable even when congestion indication is presherep := (u/C)). Let the arrival rate, capacity, and buffer size

vided in the form of lost packets. be scaled by a factoK as in a many-sources large-deviation
3) Thepenaltyfunction is of the form scaling. By lettingk’ — oo, we get
Fa—f (22 . (1=p)p"P (w-Cpt
P(z,,z) = /3/ %dw. KIE)%O 1— pKB+L — w
0

Note that even though the buffer size goesxothe delay re-

Recall thatf,.(x, z7) is simply the received rate. of mains constant as the capacity also goes:tdrhroughout this
userr when the transmitted rate of users z,. and paper, we will use
x¢ is the vector of transmitted rates of all the other
users in the network. Later, we will argue that the (u—Cp)F
penalty-per-unit flow has the interpretation of price. pi(Cryu) = T

4) U,.(-) is a continuously differentiable, strictly concave
increasing function in the intervaD, co) and we as-

sume thal/,.(z,) is unbounded as, — 0. Assuming

In a deterministic fluid model, this has the simple interpretation
of fraction of fluid lost when the arrival rate exceeds capacity.

U, (z,) is unbounded as, — 0 ensures that, > 0 Corollary 1: In the absence of random losses = 1, Vr),
for all c R ie. al users have nonzero rates in thi€ game admits a unique Nash equilibrium which is also the

optimal solution. Examples of such a function includémique maximum of the following team problem, i.e., one where

log z» and—1 /.. An open issue is to incorporate non-a” users jointly optimize a single performance objective

concave utility functions such as those studied in [2]. T
Proposition 1: The game admits a unique Nash equilibrium =

which is glso the unique maximum Qf the f(_)llc_meg team maxz Wy U, () —/’Z / (x—Cy) dr  (5)
problem, i.e., one where all users jointly optimize a single {z.} By = x
" 0

performance objective, as follows:

S s subject taz,. > 0, Vr. Moreover, agi — oo, the Nash equilib-
2 rium of Proposition 1 converges to the unique optimal solution

. 1—a,
r{naif ( wﬂ )Ur(xr)—[ig / p(Cr,x)dz—pf & of
Ty Ay O . Qp
r lel Wy
0 (3) I{r;fa)f <—ﬂ > Ur(xr) (6)
subject toz, > 0, Vr. tor '

Proof: The objective function in (3) is a strictly concavesypject to
function, and thus, has a uniqgue maximum. The first-order nec-

essary conditions for the maximum (which is also sufficient be- Z r; <0, VleEL (7
cause of the strict concavity) are given by JilEj
z. >0, VreR. (8)
< Wr > Ul(x,.)-B Z m | C, Z T —[31_QT =0, Vr. O
rPr lilcr jilej Or

From now on, for the purpose of simplicity, we consider only
Due to the link independence assumption for the loss [Assun{ﬁLO classes of Utlllty fUnCtionS, although the fOIIOWing results

tion 2)], this is the same as can be easily extended to all functions satisfying Assumption 4)
stated earlier. LR, be the set of users whose utility function
( Wy ) U () — =Y _ ﬂl Y o v is log ., and let the utility function of user € R, = R\ Ry
B Ty o be—1/z¥.If R; = R, then (6) defines the proportionally fair

W, " Ty — Zp solution [12] and ifR; = R andv, = 1 Vr, then (6) defines
= (E) Up(wr) =A== =0, 97 (4) " the minimum potential delay faimess [23].

) ] o .. Proposition 2: Suppose that each user R, employs the
which are nothing but the necessary and sufficient Cond't'o%ngestion-control algorithm

for the Nash equilibrium of the congestion-control game. Since
(4) has a unique solution due to the concavity of the objective . (
Ty = Kp

function of the team problem, the Nash equilibrium of the con-
gestion-control game is unique and is the same as the optimal

w,
L o - zr)) ©)

solution of the team problem. O and each user € R, employs the algorithm
Let the loss probability at link be given by the loss proba- .
bility for a M /M /1/B queue, wherd3 is the buffer size at the —_ (Vﬂw? — Bz (w; — Zj)> (10)
link. We now know that Bi
(1—p)p®? wherex,, k; > 0 are some constants. The above congestion-

p(Cru) = 1 — pBt1 control scheme converges to the unique solution of (3).
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Proof: It is easy to see that (9) and (10) can be rewrittesuch as duplicate acks or timeouts as in TCP. We further note

as that
An(t,t+0) Wit
Ty = Ko ([3 = Bag(z, —yr) — B(1 — oz,n):vr> — 5 = zp(t) & .
W, 1—a,)z, Thus, we have
= KpQtp ( T~ Blxy —ypr) — /3#)
atr Py a 2 (t 4+ 8) — 2o (t)  Wo(t+6) — Wi(t) A(t,t + 6)
for each user € Ry, and each user € R, uses the algorithm Y A(t,t +0) d.6
W (t+6) — Wi (t) W(t)
. v 1—ay) o, At t+ 6 dz
Tj = Kj (; — fz J(j—yj)—ﬁngﬁl)' ( )
Bia; @ Also, note that
Now, the convergence of the congestion-control scheme (9), (2, — 2,)6 ~ Ny(t,t+6).
(10) follows along the lines of the proof of [11]. O

By letting o, = 1, Vr we recover the result in [11] when Using these approximations, the congestion-control algorithms
there are no random losses in the system. The above propositieaome
shows that, for each of the utility functions, in the class defined

by Assumption 4), there exists a congestion-control schem&.,.(t + 6) — W,.(t) = ﬁéwrdTA (t,t+0)

which achigves thg Nash. equilibrium (or team-optimality) —;r,[;d No(tt+8), reR, (12)

using only information available at the transmitier.) and

the receiver(y,). Mo and Walrand [26] have derived an vy (; 4 5) — W,(t) = “J”J“’JdJA (.t +6)

alternate end-to-end control scheme in the case where there’ BiW.

are no random losses in the system and the round-trip time ”»" ]

measurements are explicitly accounted in their model. As we — KB ,, Nj(t,t+06), j€Rs.

will see later, the window flow control approximation of our g (13)

scheme is more along the lines of TCP which uses packet loss

as the congestion indicator. Remark 1: The discrete-time representation for the window

flow control mechanism is simply used for convenience. It has

[ll. WINDOW FLOW CONTROL to be interpreted as follows.

Window flow control where the window size is modifiedupon  * ™ € Ri: For each received ack, the window size is in-
receipt of acks or nacks is a more convenient implementation ~creased in proportion ta; /W,; for each lost packet, the
than a rate-based control scheme because it is inherently self- Window size is decreased by a fixed amount.
clocking, i.e., there is no need to decide parameters like mea-* J € R2: The window size is increased again in proportion
surement intervals, discretization time-steps, etc. To obtain a 0 d; /W; for each received ack; however, it is decreased
window flow control mechanism to reach our stable Nash equi- N proportion to a function of the current window sidé”
librium point, we start by discretizing (9), (10) to obtain upon receipt of each nack.

Tt +8) —anlt) <

O

5 3, Bz, )) , TER A. Relationship to TCP
(11) We discuss the similarities between the above congestion
and control algorithms and most current versions of TCP. In fact,
our results allow us to generalize many earlier observations
wj(t+6)—wi(t) _ (ww] 0 Y
-

5 2 bx ”J( zj)>, 7 € Ro. regarding the performance of TCP-like congestion-control
J

algorithms for the cases of a single link shared by multiple
Now, let the round-trip delay for useibed, and letW,.(¢) be

users with different round-trip delays and a single link utilized
its window size at time. We make the following approximation PY @ Single user who suffers from random losses. To this end,
relating data transmission rate and window size [19]:

we first note the striking similarity between current versions of
TCP and the algorithm for users in the §& whenv, = 1.
W,(t) The significant difference is that thiecreaseterm is dependent
d—T' ond,.

Ignoring the rapid slow-start phase, most current versions of
Let A,.(t,t+6) denote the numbers of acks received by user TCP employ the following algorithm:

zp(t) =

the time intervalt, ¢t + 6) and letN,.(¢, ¢ + 6) be the number of 1
nacks received by userin the same time interval. By acks, we W;(t+6)—W;(t) = WA]-(t,t+5)—0.5Wij(t,t+6). (14)
refer to botlpositiveandnegativeacknowledgments here. Thus, J

A.(t,t+ 6) > N,(t,t + ¢). Although we use the term nacks,Thus, a TCP source would correspond to a user in our frame-
loss of packets could be conveyed through other mechaniswark whose parameters satisfy = 1, x; = 1 w;/3; = 1/d?,
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andf = 0.5. A little care has to be used in interpreting thave get the earlier model. Further, the decrease factor is given
discretization that resulted in (13). The discretization was dobg 8 = 1u(2) = 0.6931. Note that this value off is close to
assuming that we are considering very small intervalswfits. (3 = 2/3 proposed in [27].
However, nacks in TCP-type window flow control may not be The impact of random losses on the performance of TCP and
frequent enough to assume that there would be several nacksthrer transport protocols has been widely studied due to the
an interval of sizé. Thus, it is more reasonable to suppose thamergence of mobile computing applications [14], [15], [19],
[ is not exactly equal to 0.5. In fact, we will later show that th§20], [24], [28]. Typically, analytical results relating random
value of 3 can be approximated by In(2). Due to this reason, wesses and the delay-bandwidth product are available only for
will simply usef3, instead of using 0.5 in approximating the dythe case of a single link accessed by a single user. Remark 2
namics of TCP-type congestion avoidance as a continuous-tigeneralizes this to the case mlltiple users in a networklo
rate control. We also note that (14) is mainly intended to captusee this, let us specialize the result to the case of a single link
the steady-state behavior of TCP. A more precise model wowddd a single user. In this case, the objective of the single user is
account for feedback delay; we refer the interested reader to [16] N
and [25]. s P O

Remark 2: A network of users using TCP-type congestion I{Iia)}( _d;w, — [5(1 a/’a])xj -8 / wda: a7)
avoidance can be thought of as a team of users whose goal isto' 9 ! 0
optimize the following objective:

For large values gfd?, itis easily seen that the optimal solution

}E:j i z* is less tharC;. Thus, we get
1 (1-ay) (z—-C)*
_ _ ) — = A, 1
I{Iii?i(z ( a;d?a; p o l’]) ﬂz / z d wj(og, dj) = ———= (18)
- 05T j e ) ! VB /1T —aj

0 afact observed even in the original TCP congestion avoidance

In [9], a different utility function has been suggested fopaper [10] and rediscovered later by many others. While Re-
TCP-type congestion avoidance. The starting point for theifark 2 extends this to a network with multiple users, Proposi-
analysis is a stochastic model from which an ordinary difion 2 presents the general result when a window flow control
ferential equation is derived. Events in TCP occur at packstheme (12), (13) is used in a network of heterogeneous users.
level (i.e., most of the events are triggered by the arrival of Itis also instructive to compare the solution of (17) with=
an ack or a nack), while [9] also uses a discrete-time modelto the solution (18) obtained with; # 0. The solution with
Ref. [9] also assumes a rare-negative feedback regime, ignasgs= 0 is given by
slow-start, and assumes sources have identical round-trip times.

Their results suggest that the utility function is of the form . 1 ) 4
log(z/(1 4 z)). For largex wila; =0,d;) =5 | G+, |7 + a2 ~C (19

x 1 1
log 1+z log 1+17 log (1 B E) o for large 3d2. Comparing (18) and (19), it is easy to see that
= 0,d;) > x}(j, d;) implies that

X

thus, recovering our result. We note that these methods éiru'éo‘j
only approximations to TCP-type congestion controllers and 1
do not_ attempt to model TCP precisely. For examp!e, slow 1—a; > R
start, timeout, etc. are ignored. However, as we mention later, il

—1/ captures the dependence of the throughput on the invex§e o the performance of the window flow control scheme (14)
of the product of round-trip delay and probability of loss. Ayeteriorates when the random loss probability is much larger
alternate utility function for TCP has been proposed in [13}h4 the inverse of the square of the delay-bandwidth product,
However, when the loss rate is small, the two utility functiong 5t observed in [19] and [24]. Thus, Remark 2 is a general-

approximately yield the same steady-state throughput. i, 4tion of this fact observed earlier for a single-link single-user
In the above model, we made the approximation that window, ¢

size is reduced by a factgilV; for each received nack. Alter-
nately, we could assume that the congestion controller hal{gs Round-Trip Delay

the window size for each received ack and this leads to . . _ . .
As in TCP, supposing one ignores round-trip delay in the con-

N(k)
W(k+1) = A(k) + <1> W (k) (16) gestion control mechanism (12), (13), we obtain the following

W(k) " \2 window adaptation scheme:
where the length of each time slot is some multiple of the o
round-trip delay,A(k) is the number of acks received, andV,.(t + 6) — W,.(t) = JTWT Ap(t, it +8) — BrpNp(t,t +6),
N(k) is the number of packets lost or the number of nacks in s
. . . . r € Ry, (20)
the kth time slot. Using the approximation P »
[\ NG N W;(t+6)—-W;(t) = WAJ(ILWt‘f“s)_’{jﬂWjJNj(tvt‘}'é)v
2 — o~ In@)N() 1 _ i _
<2) e 1—1n(2)N(k) JiEeRy (21)
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Lettingé — 0, this can written as Our results also provide a justification of the definition of
I o TCP-friendliness in [4] in the context of the nonlinear program
" — kK, < T Bz, — ZT)) , reRy (22) formulation of the congestion control problem. A flow is TCP-
dt Br W friendly if its arrival rate does not exceed the arrival of a confor-
and mant TCP connection in the same circumstances [4]. In partic-
ular, if the arrival rate of a flow exceed§/d\/1 — «, whereK
dw; Vw;T; v . ) o "
=K <7 — (xj — zﬂﬂWﬂ) ., j€R,. (23) Iissome constantand— « isthe packet drop probability, then
dt BiW; ! the flow is not TCP-friendly.
Using the relation:, = W, /d,., we can rewrite this in terms of  From (18), we see that the steady-state throughput of a TCP
rates as flow is equal to1/(\/Bd\/1 — «), whered is the round-trip
delay of the flow andl — « is the packet loss probability ex-
- hr < Wr_ _ B(x, — Zr)) . TER, (24) perienced by the flow. From (26) using the same type of ar-

~dy Brdy gument used in obtaining (18) for TCP-type congestion avoid-
and ance schemes, it is easy to see that any congestion conjroller
whose throughput is proportional 1g/d;(1 — a;)*/(*:+1) can
. vi— Viw; v . be thought as a usgmwith the following utility function:
Tj = jde ' <ﬂ (Jll/jzl-l - (xj - Zj)ﬁ:vf) S R2' 9 ¢ J Y
i
’ (25) Ui(z;) = _z%j7 vj >0
Remark 3: The window flow control scheme (20), (21) ob- I logz;, vj=0.

tained by ignoring round-trip times can be thought as a team of . N _ _
users attempting to converge to the unique solution of the fdihus, we can associate utilities with any congestion control al-
lowing problem: gorithm and solve the optimization problem given in (3) to find
whether the flow is TCP-friendly or not. In general, we can gen-
Wy w; eralize the notion of TCP friendliness to compare the through-
( >Ur(xr)+ > <aﬂ—]> i(z5) P 9
J

I{I;a)}( — a,.d, P jd'{frl puts of any two arbitrary congestion controllers that fit the utility
refh JEf ! function model. As a result, one can design congestion con-
gj""‘j trollers that are “friendly” to each other.
(1-a,) (z —C)) Now, consider a link of capacity’ = 300 units that is shared
- Z ﬂTc’Ur - ﬁz / li,dl'- (26) by 100 flows, 50 of which are TCP users and the rest employ
r€R: | JRo lec an additive-increase-multiplicative-decrease congestion con-
. troller whose throughput is proportional I¢dj_(1 — ;). Th'e
throughput seen by each user can be obtained by solving the
following optimization problem:
IV. PRICING AND TCP-FRIENDLINESS gop P
Supposes is the price per mark charged by the network. - log z: =1
Then the cost incurred by useat node/linkl is 3f,z;, where maxz; 08 Li — Zl ;
1= J=>5

fi is the fraction of packets marked by noHeTherefore, the

total cost incurred by user(by the link independence assumpsypject to
tion) is > ;.,c; Bfiri. However, the utility of rater; to useri is
(w;/B:)U;(z;). Therefore, since useércannot estimate the im- >0

pact of its own flow on the marking rate, it solves the following @ity @ <300
optimization problem: =1 i=51

100

andz; > 0, Vi. Solving this problem yields; = 4.0,4 < 50

wj
max g;(z:) = EU"("’“) - Z Bhiw;. andz; = 2.0, j > 50. Thus, in this example, we see that
’ Liled the users with throughput proportional tg¢d; (1 — a;) get a
Differentiatingg; (z;) with respect tor;, we get larger share of the bandwidth compared to TCP flows. On the
other hand if these non-TCP-friendly users were replaced by
dgi _ EU-’(xi) _ Z Bfi users whose throughput is proportional fal,; (1 —«a;)'/3, then
doi B " lilci the corresponding optimization problem would be one where
N log z; is replaced by-(1/z?). In this case, the solution yields
Wi, (28:168 Zs — Cl) xz; = 2.76,¢ < 50 andxz; = 3.24, j > 50. In this example,
- EUZ (w:) = ;e; S wies Ts : users whose throughput is proportionalfl;(1 — «;)'/? are

not TCP-competitive, i.e., their share of the bandwidth is smaller
Thus, the first-order necessary condition is the same as thi@n that obtained by TCP. In either case, the users using a larger
of the original game that we considered. A gradient ascestiare of the bandwidth will receive more marks. If the price
procedure to find the maximum in the above optimizatiooharged is proportional to the marks received by a user, then
problem again leads to the same additive-increase-multipliegsers using a larger fraction of the resources will pay more than
tive-decrease algorithm as before. the rest of the users.
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V. ECN MARKS options to ensure loss-free service. ThereforeVaimcreases,
Explicit congestion natification (ECN) has been recently prd’y etneed tol|ncreaﬁto E ns_ltjrr]e Ioslts_,-flree sgrwce. It;]s m(tjeresntngl
posed to provide early indication to sources about immine}t&a » EVen In-a network with mulliple nodes, such a decentral-

congestion [3]. Current versions of TCP and the window ﬂo\%ed .marklng schgmg, whgre_ the 'T”a”"”g level on each. link is
gtamed by considering it in isolation as above, results in zero

control algorithms that we have discussed so far rely on log S . . o
as the congestion indicator. Clearly, this is not desirable if o S Th's_ IS stated in the following proposition. . ~
wishes to operate the network at very low levels of loss. On theProposnmn 3:_ For eacht, suppose that _the marking level
other hand, loss is a good indicator of congestion and one neésdghosen to satisfy the following inequality:

other signals from the network if we have to make congestion

control decisions with very little or no loss. ECN marking is a Z wr G _ Z [U’T”T G _ ] AR c
mechanism to provide such information about the network tq.. e, /0 Ci=Ci =5 L B0 C1=C; B
the users. We use the term ECN not to necessarily signify the (27)

implementations discussed in [3] or related works, but rathemdnereR; = {r € R|l € r}. (Recall thatR; is the set of
simple marking scheme to serve as an early indicator of congasers whose utility function &g .., andR» is the set of users
tion before loss actually occurs at a node. whose utility functions are of the form1/z%".) Then, the Nash

equilibrium of the congestion control game satisfies
A. Decentralized Design of Marking Levels

In [6] and [7], marking mechanisms have been suggested for Z zr <O, VI
stochastic models of a single node accessed by many sources. To r:ler
recast our fluid model to incorporate ECN marking, we simply
have to interpret “lost” packets as “marked” packets. Since vge
have a bufferless model, we assume that, at each, lankaction u
of the packets are marked when the arrival rate exceeds s
Cy, whereC; < C;. The fraction of packets marked is given o
(z — Cy)/z wherez is arrival rate on linK. First, we consider > >0
the case with no random losses, and instead of interpreting
as the rate at which packets are received at the recejwee Consider a route € R, such thai € r. (If such anr does not
will now interpretz, as the rate at which “unmarked” packetsxist, it is trivial to modify the proof.) From the necessary and
are received at the receiver. Thus, Proposition 1-2 can nowdagficient condition for the Nash equilibrium of the congestion
interpreted in these terms, with; replaced byC;. Similarly, control game, we have
in the window flow control implementation, the window size

Proof: We will prove the proposition by contradiction.
ppose there exists drsuch that, at the Nash equilibrium

(28)
sERy

should be reduced upon receipt of either a nack or a mark. In 3 (Z i —C )+
this framework, it is possible to offer a loss-free service if the wr 1 - Z sER T i
marking levelC; is chosen appropriately for each link. In what Br @y e 2seR,, s
follows, we characterize the levél, at which marking should &
take place so that the total arrival rate on each link is less than > A (ESERI Ts l)
the link capacity. - Y scR, Ts

It is instructive to consider the case of a single lintf ca- B(Cy — éz)
pacity C; accessed by; sources, where the utility function of >

each user i¥/,.(z,) = log z,» andw, = 3, = 1. The necessary Cl

and sufficient condition for the solution of (3) is given by We have removed the superscriptfrom the second equation
1 S e =G above since we have assumed in (28) that g, z. > Ci.

—=p — =0 The last inequality follows from the fact that — C;)/« is an
Lr 2, increasing function of: and we have assumed that on lihk
for eachr. By symmetry it is clear, = =, for anyr, s. There- >_ cg, 7s > Ci. Thus
fore
~ Wy Cl
1 Na, - Te < 29
i /3731? Ci =0 BBy C - G @9
Ty Nz,
~ Nu =Cy+ N Similarly, forr € R such that € r,

B

Thus, ifC; + (Ny/B) < Cy, then the solution to the optimiza-
tion problem (3) results in zero loss. Note tiiatdepends upon
the number of users in the system. Clearly, for a figedf the gnd thus
number of users is very large, then there may not exist a marking )
level that ensures loss-free operation. Thus, increasing the avail- wyvr O wr 1)
able capacity through provisioning or increasihgre the only s < [ BB ¢ — OJ )

Wy Vp > /B(Cl - C~1l)
a vr+1l —
Br x Ci

(30)
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From (29) and (30), the total flow on linksatisfies The congestion control scheme for usean now be written
as
Yot Y o Y w b= 20— B 3 (o e+ &) (31)
s s S = i = o — by E(Cky Ak + Sk
sER;NR, SER;NR2 reR;NR, B C = C Bs k:k€i

1
+ Z [w’"’/’“ Cl _ } ey . Wwhere &, is the bounded perturbation at link and
pB: = C A = Y ,.e; %5 is the total flow of the controlled sources into
the link. Assume that perturbation at each link is bounde@, by
From (27), we have assumed that the marking level has beehemma 1: For a givenl € £ and for each user such that
chosen such that this total flow on liriks less than or equal to ¢ € [, consider the differential equation
C,. This contradicts (28).
A consequence of Proposition 3 is that the loss-based rate and W; ~
window flow control algorithms described earlier can be used, ¥* = 5, ~ Byip (C“ Z yl) yi(0) = :i(0).  (32)
along with appropriate marking, to provide loss-free service by e
simply substituting marks for negative acknowledgments.  Denote

r€R;NR2

I
=

B. Perturbations Due to Short Flows y(t) = Z yi(t) =(t)

wl€r wl€r
In the previous section, we considered flows long enough to

react to marks/losses. However, there might be some unrespbfien: for allt > 0, we have

sive flows or very short flows which might not react to marks.

In this case, we can model such short flows/unresponsive flows a(t) < y(t)-

as a bounded perturbation and study the existence of a decen-

tralized marking algorithm that will lead to a near loss-free op- : MR

eration throughout the network. There are two ways to view thtgat there exists a finite tim# such that

system. _ o _ ) T :=sup {t > 0|z(s) < y(s), Vs<t}. (33)

1) Consider a deterministic fluid model wherg., .) is the
marking rate for a specific marking level and total argy continuity, this implies
rival rate at the link. In this case, the marking level has to
chosento account for the time-varying disturbance caused x(T) = y(T) and &(T) > ¢(T). (34)
by the short flows.

2) We can also start with a stochastic discrete-time packgtien
model of the system and use the stochastic-approximation
approach [9] to infer thag(., .) is the expected loss rate . T — w;
with respect to the disturbance at lihkas a function of o(T) = Z 8.
the marking level and total arrival rate. However, in this
case, the marking level is designed such that the expected

Proof: We will prove the lemma by contradiction. Assume

idei

total arrival rate is less than the capacity of the link. This —h Z zi(T) Z‘pk Cr, 'Z.xj(T) +&(T)
will lead to a near loss-free operation as the variability in e kikei Jike€
the loss rate might lead to some losses in the system, but w; ~
this variability is relatively small. = (Z /7) = Ba(T)p: (Cz,:v(T) + &(T))
:ler

We discuss both models in this section.

1) Fluid Model Approach:In this section, we will assume ~
- (T - (T AT
a fluid model of the system ang(.,.) to be the loss rate for ﬂ;@%( >k;§;eipk Ok/j%e:j 7+ )

a specific marking level and total arrival rate at the link. We
. w; N
assume that the total arrival rate of the short flows are bounded, (;lei ﬁi) — Ba(T)p1 (Cl7z(T) s (T))

i.e., if §(t) represents the total arrival rate due to short flows at

a link [, we assume tha(¢) < & for all t > 0.

We will show that in the case when all users have a log utility < Z ﬂ) — Bz(T)p; (@7 «(T) + fz(T))
function, we can find a marking level in a decentralized way at idei Bi
each link such that there is no loss in the network. The case when 4
the users have a general utility function is a topic of future re- = Z %) — By(T)p (él,y(T) + 51(T))
search. We will first prove alemma which upper bounds the total iilei pi
rate of the perturbed system into a link by the total rate of aper- = g(T)

turbance-free system. We will then use this lemma along with
Proposition 3 to show the existence of a decentralized markinpere the first inequality is due to the fact that ., .) is non-
algorithm. negative for allk, and the second inequality is due to the fact
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that&;(t) > 0 andpg(., .) is an increasing function in its secondmodel, we can now apply the method of ordinary differential
argument, but this is a contradiction. Hence equation (ODE) [9] to obtain the congestion control scheme

z(t) < y(t) Vt>O0. w:
o 7B
From Proposition 3, we know that in the case of no distur-
bances, we can obtain the marking level on each link by consigherep, (¢, S o xj + &) is defined to be
ering it in isolation and such a marking level would also lead to Pk
a loss-free operation for the entire network. We will show that
we can choose the marking level in a decentralized fashion even E;
in the presence of disturbances that will lead to a loss-free op-
eration.
Proposition 4: For eacH, suppose that the marking lev@

is chosen to satisfy the following inequality:

BWH) " D> i | Cr D wj+& | (38)

k:ke€i j:keyg

Loss rate at linkk when the marking level i€
and the total arrival rate i3 _; ;.. ; z; + &

E. denotes that the expectation is taken with respect to the per-
turbation term¢. In this case, we can rewrite Proposition 3 to
show that there exists a decentralized marking algorithm that
w; 1 R ensures low-loss operation. :
BB m(Cy. C. <G =& (35) Proposition 5: For each, suppose that the marking lev@}
{ci PPim(Cr, ) is chosen to satisfy the following i ity:
g inequality:
Then, the solution of the congestion control game (31) satisfies

lim sup Z z;(t) + &(t) < . Z Ut %Pl 1, Z T <G -§ (39)

t—o0 ilei riler JilEe]

Proof: We will prove the proposition by contradiction.then the solution of the congestion-control game given by (38)

Suppose there exists a lilsuch that, at the solution satisfies
Yo wt) +at) > O (36) Yozi<a-4&
:1€1 jilEj
For each usersuch that € i, consider the differential equation Proof: Similar to the proof in Proposition 3. O
Proposition 5 states that the expected value of the total flow
0 = Wi Byipi | Ci, Z n yi(0) = 2;(0).  (37) (including the perturbationg) into a link is less than some
Bi iil€i desired level if the marking level is chosen according to (39).

However, the arrival rate will have a small variance that is typi-

From Proposition 3, we know that cally proportional to the increase and decrease parameters of the

Jim sup Z i) < Cr — fz. system [18].In a'real net_work, to account for this and for the un-
1m0 52 = modeled dynamics of window flow control, one has to operate
' the network at slightly less than full utilization if we desire very
We also know that low-loss operation.
D owilt) <Y wilt) C. ECN Marks and Random Losses
vl vl In addition to nearly eliminating congestion-related losses,
= lim sup Z z;(t) < lim sup Z vi(t) ECN marks can also be used to distinguish between conges-
t=00 ¢ e tion-related losses and random losses. Thus, it could help elim-
= lim sup Z z;(t) <C) — é inate the deleterious effect of random losses on end-to-end rate
=00 e and congestion control schemes. If there are no losses due to
= lim sup Z wi(t) + &() <Oy congestion, oratleastifthe congegtion-rel_at_ed losses are asmall
t—o0 S fraction of random losses, then with negligible error all losses
can be attributed to random losses. In other words, use only
which is a contradiction. O marks to reduce the rate of transmission and assume that all

Therefore, Proposition 4 shows that in the case of a prop@sst packets are due to noncongestion-related phenomena. This
tionally fair network (i.e., one in which all the users have @ould be reasonable if the marking level is chosen to nearly
log(z) utility function), a loss-free service can be guaranteesliminate congestion-related losses. Of course, some marked
by choosing the marking level at each link according to (35)ackets could also be lost to random losses. Thus, interpreting
As mentioned earlier, the case where all users have a gengrads the rate at which unmarked packets are received by-pser

utility function is a topic of future research. the congestion control scheme can be written as
2) Stochastic Approximation Modeln this case, we can in-

terpret the congestion control scheme as a stochastic approxima- . <
Ty = Ky

w,
tion of a stochastic discrete-time model of the system. With this 5.~ Porler - ZT)) » TE€ERL (40)

Lr
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and wherez is the total flow through linkl and « is a step-size
parameter which can be adjusted to regulate how d¢&sis
i = Kj (% _ /3ajx’;" (z; — Zj)> ., j€MR,. (41) changed.The basicideabehindthe apo.velalgorithm is to attempt
Bj to regulate the total flow te/C;: thus,C; is increased when
. . . is less thanyC; and it is decreased whenis larger thanyC;.
This Iead_s_to the. foIIow_lng proposition. . We note that the above algorithm can be used with or without
Proposition 6: Consider the congestion control schem

given in (40), (41) and suppose that, for each liplcy has ﬁme—of—day pricing or even without interpreting as a price

, parameter, but simply treating it as a congestion control param-
been chosen such that there are no losses. Then the users g &° Simulations indicate that a discretized version of this up-
{z,} converge to the unique solution of

date equation converges for sufficiently small values ahder
Y . very general conditions. The only assumption required is that a
w. 1es ™ (x— )t positiveC; given by Proposition 3 exists. Clearly, for a fixgd
max < d ) U.(x,) — [32 / de if the number of users is very large, then there may not exist a
0

{er} pro lec marking level that ensures loss-free operation. Thus, increasing
(42) the available capacity through provisioning or increasiraye

subject taz,. > 0, V7. Ll the only options to ensure loss-free service. A variation of this

When {«a,} are small, we see from (42) that the effect ohigorithm is shown to be semi-globally exponentially stable in
random losses are negligible despite the fact we may be losjng].
some congestion indication signals by ignoring lost marks. In
contrast, from Proposition 2, when losses are the indicators of
congestion, even small values ff,.} have a significant im-

pact on the performance of the congestion controllers wthien  In this section, we perform four different experiments using
large. the software packages-2 In the first experiment, we simulate

Remark 4: A window flow control implementation of (40), various window flow control schemes. This is a detailed simu-

(41) obtained by ignoring the round-trip delays can be intelation taking into account finite packet sizes, round-trip delay,

preted as a discrete-time version of the rate control algorittid window-flow control, and is designed to study the accuracy
that converges to the solution of of the fluid model predictions for different utility functions with

packet-levelimplementations of the congestion controller. In the
w, w; second experiment, we consider ECN marks and random losses
I{T}Ea)}( </B7‘ardr> Up(r) + Z m Uj(zj)  in the model. We then study the adaptive algorithm for setting
T€R1 JER2 \FITI%g the marking level such that the resulting steady-state throughput
Do, T is less than the node’s capacity, thus ensuring loss-free opera-
_3 Z / (x —Cp)F dz. (43) tion. Finally, we study the performance of the algorithms in the
T presence of short flows.

VI. SIMULATIONS AND NUMERICAL RESULTS

leL g

0 A. Experiment 1: Packet Model Simulations With Different
Congestion Controllers

D. Adaptive Algorithm for Setting the Marking Level We use a packet model with round-trip delays to simulate the

According to Proposition 3, computing at each node re- window flow control. The simulations were done using-2
quires the node to know the number of flows passing throughdtie to space limitations, we present only one among a set of
and the utility function of each user, or alternately the Conge@fﬂUlationS that we have conducted to validate our results.
tion control scheme used by each user. This is not practicallyConsider the network shown in Fig. 1. The network consists
feasible. From Proposition 3, it is clear that one can mainta®h hine nodes. Nodes0 andn1 are connected by a 2-Mb/s link
the sameC' independent of the number of users, proviged With a one-way propagation delay of 10 ms. (This roughly cor-
is scaled appropriately withV;. Since3 may be interpreted as responds to a distance of 2000 km.) The reverse path, however,
price-per-mark, the price has to be modified according to thé@s a bandwidth of 1000 Mb/s, also with a delay of 10 ms. The
number of users in the network. This essentially amounts f@verse path has a higher bandwidth to prevent acks from getting
time-of-day pricing. During peak hours, a larger price is chargd@st. Nodes:1 andn2 are connected by a 1-Mb/s link which has
than during off-peak hours. This requires a rough estimate of tAélelay of 10 ms. In this case also, the reverse link has a band-
number of users and their utility characteristics as a function #fdth of 1000 Mb/s and a delay of 10 ms. Nodes »1, and
the time of day. Any uncertainty in this can be handled using a2 can be thought of as the core network with the rest being ac-
adaptive algorithm to estimate the appropriate marking leve| CESS nodes. All other nodes are connected by links of 1000 Mb/s

We propose the following adaptive algorithm for setting thand have delays of 0.005 ms in both the directions. Thus, end

marking level at linki: nodes that are two hops away in the core network are separated
by roughly 4000 km. The idea is to make the links between
N a(yC) — x), 0< Cy < ~C andnl and betweem1 andn?2 the bottleneck links. All other

o = mex 0,a(vCr =), Cr=0 links are access links and, hence, have a much higher bandwidth

min (0, a(vC) — z)), C;=~C, and much lower delay than the bottleneck links.
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User 1 User 2 " | \?lindow Sife (in pacl:ets)vsﬁn:e forilowio | |
b 200}
________ :‘_\: <= ¢ / “ 1501
e O { -
Link 1 ~ 5OWMM'MWWWW
0
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3] Window Size (in packets) vs time for flow 1
Fig. 1. Network used for packet simulationsrig-2 8250 ' ! ’ ' ‘ ] y !
c 2
User 0 traverses the links connecting nodesandn8 and o
passes through both the bottleneck nodes. User 1 is between N'0r
nodesn3 andn6 and user 2 is between nodeSandn7. There- (g sor
fore, users 1 and 2 pass throyg_h only one bottleneck node. The 2 % &;5 1é0 "‘55 1;0 1;5 @ 155 P
queue size at each node is limited to 100 packets. The packet 'g Window Size in packets) vs tim fo flow 2
sizes are taken to be 32 bytes long while the acks are 16 bytes < L '
long, though the packet sizes and acks can be taken to be arbi- -~ 20r
trary as long as we scale the bandwidth appropriaté the 150
flows are assumed to experience no random losses. We also let 100/
wi; = we = w3 = 1 andB = 0.5. We use the utility function 50
—1/+/x for user 0 log = for user 1, and-1/z for user 2. o
It is known that using a simple FIFO queue widop-tail 1 1% 160 16 0 15 180 1 190 1% A
mechanism results in synchronization-related problems that re- Time t (in sec)

sult in poor performance of window flow control mechanisms.
Therefore, random scheduling mechanisms like RED [5] ha{i- 2-  Window size evolution for all users.
been developed to combat this problem. Since, in our simula- ] ] )
tions we are trying to approximate the fluid model in Whiclﬁ)Fher close_ly. The v_vmdow sizes of the three flows are shown_ln
losses are proportionally distributed among all users, any me&tig- 2- While the window size fluctuates, the average behavior
anism which randomizes the drop (like RED) at the queue Wm‘.t.he wmdgws is cl_ose to the predicted values after a very short
work. However, for our simulation purposesop-front FIFO  Initial transient period.
queuing works well and in all our simulations we assume thgt
all queues employ drop-frontscheduling mechanism. '
We now implement the window flow control scheme given In this experiment, we will use a packet-level implementation
by (12) and (13) with increments and decrements measut@dgpimulate the effects of random loss on the performance of the
in units of packets. From our network model, user 0 hasu$€rs using the-1/z utility function. We will then provide re-
round-trip delay of approximately 0.04 s, while users 1 argllts which show that with ECN marking and the users reacting
2 have a round-trip delay of 0.02 s, ignoring the buffering Lnly to marks, the perfqrmance improves dramatlcally as com-
each node. For round-trip delays in the window flow contrdlared to the case of using losses for congestion control.
scheme, we use the values 2 for user 0 and 1 for users 1 and £onsider a single node with three users having the same
Thus, we are normalizing time such that 1 unit is 0.02 s. TRility function, —1/z. The bandwidth at the node is 1 Mb/s
throughputs of the users should thus be measured in paci@id the queue size at the node is assumed to be 40 packets.
per 0.02 seconds. Also, since the rates are measured in packBground trip delay of each user is assumed to be 40 ms. This
per (0.02) second, the bandwidth of the link between node®uld roughly correspond to the source and destination being
n0 and nl becomes 156.25 packets per (0.02) second aftg00 km apart. We assume a random loss probability of 0.05
the bandwidth of the link between nodes andn2 becomes for each of the users.
78.125 packets per (0.02) second. In the first scenario, packet losses are indicators of conges-
The steady-state rates of this system should be equal to the 2 @nd the users react to packet loss. In the second scenario,
timum rates that solve the optimization problem given in Prop§€ users use ECN marks as indicators of congestion in the net-

sition 5. The rates obtained by solving the nonlinear program &¥@rk and attribute all packet losses to random losses. Therefore,
the system decreases its window on receiving marks, but does

To = 16.56, 1 = 139.69, x5 =61.57 not do so with packet losses. The marking leWes chosen to
be 0.99C. A marking level ofC' corresponds to using a vir-
whereas the average rates obtained in the simulation are  tual queue whose capacity@and marking packets in the real
queue when the virtual queue exceeds its buffer capacity. While
xo = 16.81, 1 = 140.83, 2z = 60.34. the idea of a virtual queue is used in [6], our implementation
does not continue to mark till the virtual queue is empty. Fig. 3
It can be seen that the rates obtained by solving the optimizatsimows the throughput of each user for a duration of 200 s for
problem and the rates obtained in the simulation match easdch of the above two scenarios.

Experiment 2: ECN Marks and Random Losses
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experiment 3.
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From Fig. 3, we can see that the throughput of an user usir

ECN marks is much better (about five times) than a user withot
ECN marks. Thisimprovementin performance is due to the us: 3000
attributing all losses to random losses in the network. Since ttg
marking level makes sure that there are very few congestic§
related losses, most of the packet losses seen by the user €y
indeed due to random losses.

(

tilde C,

C. Experiment 3: Adaptive Estimation of Marking Level 2000
With 300 Sources

In the previous experiment, we saw that with a suitahleve
can have improved performance even when there are randt
losses in the system. However, the expressionfodepends
uponN;, the number of users using lirkwhich is not available 1000 ) ) , , \ , ) , )
to the node. In Section V-D, we gave an update equation fc ~© 20 0 4 Timets(i%sem) e 70 80 9% 100
determining the value af; at the node. In this section, we will
provide some simulation results which indicate that it is possibi#). 5. Adaptive marking levet, (in packets per second) for link 2 in
to estimateC;, without the knowledge of the number of flowsexperiment 3.
through the node. We perform a packet-level simulation using
ns for this purpose. From the update equation, we see&tligt capacity of 2 Mb/s and a delay of 10 ms. Link 2 similarly has a
updated as a function of the difference betweéhand the total capacity of 1 Mb/s and a delay of 10 ms. Thus, users in Class 1
arrival rate). In a packet-level simulation, we calculate the totdlave a round-trip delay of 40 ms, while users in Class 2 and
arrival rate at the node evefy packets that come into the nodeClass 3 have a round-trip delay of 20 ms ignoring the queueing
Note that unlike the discretized version of the update equatiatelays and we lekl’ = 1000 andy = 1.0. Figs. 4 and 5 show
this does not depend on any measurement interval. Therefdhe, evolution ofC; andC, with time.

C is updated every packets received at the node. From Figs. 4 and 5, we can see that and C» converge

We consider the network shown in Fig. 1, but with 300 userf) their steady-state values quickly. More importantly, we also
in three different classes. Class 1 consists of users that traveaserved in the simulation that none of the users experience
both Links 1 and 2, while Class 2 users use only Link 1 arahy packet drops after a short initial transient period. This can
Class 3 users use only Link 2. Each class has 100 users. Withirther be controlled by varying the utilization facter Fig. 6
each class, 50 users havdog x utility function, and the re- shows the window size of a typical user from a user class with
maining 50 users have al/z utility function. Link 1 has a time.

1500
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D. Experiment 4: Adaptive Estimation of Marking Level
With Short Flows

In the previous experiment, we considered a scenario in
which the flows are assumed to be present for the entire du-
ration of the simulation. In this experiment, we will introduce
some short flows along each route in addition to the long flows
that will be present for the entire duration of the simulation.
Packet sizes here are assumed to 1000 bytes.

Consider the network shown in Fig. 7. The routing or the
incidence matrix and the capacity vector is also shown in the
figure. Each link is also assumed to have a one-way propagation
delay of 20 ms. Short flows are generated in a Poisson manner
with an arrival rate (of the flows, not the packet arrival) of one
flow per second per route. The flow lengths are chosen to be
Pareto distributed with a mean of ten packets and truncated to
20 packets. Fig. 8 shows the evolution of the marking level at
each link in the network for a duration of 250 s.

Fig. 6. Window sizes as a function of time for a typical user from each user

class in experiment 3.
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