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Abstract Induction of decision rules plays an important role in machine learning.

The main advantage of decision rules is their simplicity and human-interpretable form.

Moreover, they are capable of modeling complex interactions between attributes. In

this paper, we thoroughly analyze a learning algorithm, called ENDER, which con-

structs an ensemble of decision rules. This algorithm is tailored for regression and

binary classification problems. It uses the boosting approach for learning, which can

be treated as generalization of sequential covering. Each new rule is fitted by focusing

on examples which were the hardest to classify correctly by the rules already present

in the ensemble. We consider different loss functions and minimization techniques

often encountered in the boosting framework. The minimization techniques are used

to derive impurity measures which control construction of single decision rules. Prop-

erties of four different impurity measures are analyzed with respect to the trade-off

between misclassification (discrimination) and coverage (completeness) of the rule.

Moreover, we consider regularization consisting of shrinking and sampling. Finally,
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we compare the ENDER algorithm with other well-known decision rule learners such

as SLIPPER, LRI and RuleFit.

Keywords Decision rules · Impurity measures · Ensemble · Boosting ·

Forward stagewise additive modeling

1 Introduction

A decision rule is a simple logical pattern of the form:

if condition then decision.

The condition part of the rule is a conjunction of elementary conditions defined on

values of particular attributes, and the decision part specifies a value of the function

being learned under the stated conditions. The main advantage of rules is their sim-

plicity and human-interpretable form. Moreover, they are an aggregation model able

to represent complex interactions between attributes. From the machine learning per-

spective, a rule can be treated as a simple classifier that gives a constant response to

examples satisfying the condition part, and abstains from the response for all other

examples.

The problem of learning a set of decision rules has been widely considered in

machine learning. The most popular algorithms were based on a sequential covering

procedure (Michalski 1983; Clark and Niblett 1989; Grzymala-Busse 1992; Cohen

1995; Fürnkranz 1996), also known as separate-and-conquer approach. According

to Fürnkranz (1996), this procedure can be described as follows: “learn a rule that

covers a part of the given training examples, remove the covered examples from the

training set (the separate part) and recursively learn another rule that covers some of

the remaining examples (the conquer part) until no examples remain”.

In this paper,1 we follow a more general approach that treats decision rules as base

classifiers in the ensemble. The ensemble is constructed using boosting (Freund and

Schapire 1997), also called forward stagewise additive modeling (Hastie et al. 2003).

A boosting-like approach can be seen as a generalization of sequential covering,

because it approximates the solution of the prediction task by sequentially adding

new rules to the ensemble without adjusting those that have already been added. Each

rule is fitted by focusing on examples which were the hardest to classify correctly by the

rules already present in the ensemble. This is accomplished in terms of minimization

of the empirical loss, i.e., the loss over the training set.

The sequential covering approach to rule induction encounters several problems.

For example, there is no clear picture how to classify new examples by a set of decision

rules. Usually, the rules overlap and do not cover the entire attribute space. In many

rule induction algorithms, the rule generation phase and the classification phase are

considered separately. First, the algorithm generates a set of rules, and then, one of

1 This is an extended version of the paper “A general framework for learning an ensemble of decision rules”

presented by the authors at the ECML/PKDD 2008 Workshop “From Local Patterns to Global Models”.

It also generalizes some previous results published in Błaszczyński et al. (2006) and Dembczyński et al.

(2008b).
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several possible strategies is used to classify new examples. Usually, different voting

schemes are considered. The weights of the rules used in the voting are simple statistics

computed over training examples covered by the rules. A popular choice is a relative

number of covered examples or an estimate of conditional class probability within the

rule. The latter suggests that the rules are treated as independent ones, which may not

be true taking into account how the sequential covering procedure works.

The above problem can easily be solved in the boosting approach to rule induction.

The general form of the classifier is given as a linear combination of rules, and the algo-

rithm finds iteratively the best rules minimizing the empirical risk. Thus, the weights of

rules are computed in a natural way, taking into account the interdependencies among

the rules. As written by Cohen and Singer (1999), boosted rule ensembles are in fact

simpler and better-understood formally than other state-of-the-art rule learners.

Let us also remark that classifiers in the form of a linear combination of decision

rules have an additional interesting feature. In such areas as medicine or economics,

one often uses decision procedures based on expert scoring that is in many cases just

a linear combination of experts’ rules. In other words, the expert scoring uses similar

representation to that given by the boosting algorithm. This similarity in representation

enables also a straightforward combination of expert knowledge with rules induced

from data.

Induction of decision rules can be seen as an instance of the LeGo approach (Knobbe

et al. 2008), a paradigm which relies on building global models by using local pat-

terns. This is particularly the case of mining large databases, for which there exist

many techniques for discovering local patterns. The aim is then to combine them into

a global model. The typical rule learning algorithms (based on sequential covering or

boosting) differ a bit from LeGo main stream approaches, since the rules being the

local patterns are usually generated with the aim of minimizing some general crite-

rion concerning the global model. However, optimization of a global criterion, broken

down to sequential optimization of local loss functions, could be still considered as an

example of the “local to global” modeling framework. Nonetheless, the rule learning

algorithms can also be tailored to the case in which the previously generated patterns

are combined together into a powerful ensemble. In this case, instead of building rules

from data, the algorithm chooses from a set of pre-generated patterns the one that best

fits the data in a given iteration.

1.1 Main contribution

We introduce and characterize an algorithm for learning an ensemble of decision rules,

referred to as ENDER, that can be used in regression and binary classification tasks.

ENDER consistently minimizes the empirical risk in all stages of the learning pro-

cedure: setting the best conditions, stopping the rule’s growth and determining the

response (decision) of the rule.

In particular, impurity measures that control construction of single decision rules

are derived by using various minimization techniques often encountered in boosting.

The minimal value of the impurity measure is a natural stopping criterion for building

a single rule, as it represents a trade-off between misclassification and coverage. No
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additional parameters are needed, contrary to the case of decision trees for which one

has to set, for example, the maximal number of nodes, or the minimal number of

training examples in terminal nodes.

Our main theoretical results concern the above-mentioned trade-off between

misclassification (discrimination) and coverage (completeness). We investigate in

depth four techniques of empirical loss minimization with respect to this trade-off.

The first minimization technique, called in this paper simultaneous minimization, can

be applied with the squared-error or the exponential loss function (Friedman 2001;

Schapire and Singer 1999). Two others, the gradient descent (Mason et al. 1999)

and the gradient boosting (Friedman 2001), can be used with any differentiable loss

function. The last one, called constant-step minimization, can be used with any loss

function and is particularly well-suited for decision rules. It relies on building a rule for

a fixed constant value of the rule response, equal to the step length in the optimization

process. We show that the coverage of the rule can be controlled by the step length.

When the length approaches zero, this technique is equivalent to the gradient descent

technique. Moreover, it follows that the gradient descent technique produces the most

general rules (i.e., rules with the highest coverage) in comparison to other techniques.

All these results are also confirmed experimentally.

We also verify the performance of ENDER with three different loss functions often

used in binary classification: the exponential, the logit and the sigmoid loss. It appears

that choice of the loss function has only a little impact on the performance. However,

the use of a proper regularization can significantly increase the accuracy of the rule

ensemble. We consider two forms of regularization: shrinkage and sampling. This

result is rather common for boosting algorithms, however, it is interesting to observe

what parameters of shrinkage and sampling are the best in the case of rules. Moreover,

we test whether computation of a rule response on all training examples increases the

performance, independently of the fact whether a condition part of the rule was built

using a subsample or not. Such an approach usually decreases the value of response,

so it plays also the role of regularization, and avoids overfitting the rule to the training

set.

The three elements: shrinking, sampling, and calculating response of the rule on

the whole training set, can be treated as an alternative to post-pruning, very often used

in induction of decision rules.

1.2 Related work

The main competitors of the ENDER algorithm are SLIPPER (Cohen and Singer

1999), LRI (Weiss and Indurkhya 2000), RuleFit (Friedman and Popescu 2008), and

MLRules (Dembczyński et al. 2008a). The interesting fact is that all these algorithms

fall into the general framework adopted in this paper. This framework permits a thor-

ough analysis of different rule ensemble algorithms which, to our knowledge, has

not yet been done. As we will see, the main differences between above-mentioned

algorithms lay in the chosen loss function and minimization technique.

Theoretical analysis of the trade-off between discrimination and completeness of a

decision rule has been already performed in Janssen and Fürnkranz (2008), however,
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while the referred paper discusses some classic rule impurity measures, our analysis

concerns impurity measures obtained within boosting.

There are several theoretical studies concerning rule induction from the point of

view of statistical learning theory. For instance, the generalization bounds for the

sequential covering approach can be given using the analysis of the set covering

machine (Marchand and Shawe-Taylor 2002). Rückert and Kramer (2008) gave gen-

eralization bounds based on margin minus variance objective, which is minimized in

their procedure constructing a rule ensemble. On the other hand, bounds for the ensem-

ble approach can be given by a slight modification of the margin theorem (Schapire

et al. 1998; Koltchinskii and Panchenko 2006) used to explain the generalization abil-

ity of convex combinations of classifiers. Unfortunately, all those bounds cannot be

used directly in practice, as they tend to be very loose (and thus overpessimistic) for

real-life data. Therefore, experimental analysis is needed to test the generalization

power of rule learning.

Let us also remark that some other approaches to rule induction exist. For instance,

the a priori-based algorithms (i.e., algorithms that resemble the way in which associa-

tion rules are generated) are also used for induction of predictive rules (Jovanoski and

Lavrac 2001; Stefanowski and Vanderpooten 2001). There are also several rule-based

approaches of lazy learning type (Bazan 1998; Góra and Wojna 2002b), possibly com-

bined with instance-based methods (Domingos 1996; Góra and Wojna 2002a). Other

algorithms based on Boolean reasoning and mathematical programming try to select

the most relevant rules—this is the case of Logical Analysis of Data (Boros et al.

2000), where rules are called patterns. Let us also notice that decision rule models are

strongly associated with rough set approaches to knowledge discovery (Pawlak 1991;

Słowiński 1992; Grzymala-Busse 1992; Stefanowski 1998; Greco et al. 2000, 2001),

where also Boolean reasoning has been applied (Skowron 1995).

1.3 Content

The paper is organized as follows. In Section 2, we formulate regression and binary

classification problems. Section 3 outlines the ENDER algorithm. Different loss func-

tions are considered in Section 4. Derivation of rule impurity measures is presented

in Section 5. Theoretical analysis concerning the trade-off between misclassification

(discrimination) and coverage (completeness) of a rule is performed in Section 6. Con-

struction of a single rule in ENDER is described in Section 8. Section 9 discusses some

connections with other rule induction algorithms, as well as with decision tree induc-

tion. Section 10 contains results of a large computational experiment on artificial data,

and compares ENDER to other rule-based methods. Section 11 concludes the paper.

2 Problem statement

In the prediction problem, the aim is to predict the unknown value of a decision attribute

y of an object, using a vector of known values of other attributes x = (x1, x2, . . . , xn).

In the following, we consider two types of the prediction problem, regression and

binary classification. In the former, the decision attribute is quantitative and it is
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assumed that y ∈ R, where R is a set of real numbers. In the latter, the decision attri-

bute is qualitative and values are taken from a finite set, y ∈ {−1, 1}. One class is then

called “negative” (for which y = −1), and the second is called “positive” (y = 1).

The task is to find a function f (x), called classifier, that predicts accurately the

value of y. The accuracy of a single prediction ŷ is measured by loss function L(y, ŷ)

which determines the penalty for predicting ŷ when the true value is y. The overall

accuracy of function f (x) is measured by the expected loss, called risk, over joint

distribution P(y, x):

R( f ) = Eyx L(y, f (x)).

Therefore, the optimal risk-minimizing classification function, called the Bayes opti-

mal decision, is given by:

f ∗ = arg min
f

Eyx L(y, f (x)).

Since P(y, x) is generally unknown, the learning procedure uses a finite set of train-

ing examples {yi , xi }
N
1 to construct f to be the best possible approximation of f ∗.

Usually, this is performed by minimization of the empirical risk:

Remp( f ) =
1

N

N
∑

i=1

L(yi , f (xi )),

where f is chosen from a restricted family of functions.

The regression problem is typically solved by using the squared-error loss:

Lse(y, f (x)) = (y − f (x))2. (1)

The Bayes optimal decision for the squared-error loss has the following form:

f ∗(x) = arg min
f (x)

Ey|x Lse(y, f (x)) = Ey|x(y). (2)

It follows that minimization of the squared-error loss on the data set can be seen as

estimation of the expected value of y for a given x.

The most natural loss function in binary classification is the 0–1 loss. If we assume

that the classifier gives continuous responses, f (x) ∈ R, the loss function can be

expressed by L(y f (x)), where y f (x) is called margin. The positive margin means

correct classification, and, intuitively, its magnitude tells what is the credibility of

assigning an object to a given class. The margin 0-1 loss function is therefore:

L0−1(y f (x)) = [[y f (x) < 0]],

where [[π ]] is the Boolean test equal to 1 if predicate π is true, and 0 otherwise. The

expected value of this loss function is simply a misclassification error of f (x) defined

by Pr(y f (x) < 0). Thus, the Bayes optimal decision has the following form:
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f ∗(x) = arg min
f (x)

Ey|x L0−1(y f (x)) = arg max
k∈{−1,1}

Pr(y = k|x). (3)

By minimizing the 0-1 loss function, we estimate two regions in the attribute space:

the positive one, for which the conditional probabilities of y = 1 for given x are

greater than 1/2, and the negative one, for which in turn the conditional probabilities

of y = −1 for given x are greater than 1/2.

3 Ensemble of decision rules: the ENDER framework

A single decision rule, denoted by r(x), can be formally defined as the following

function:

r(x) = α�(x),

where �(x) corresponds to condition part and α to decision part of the rule.

The condition part �(x) is defined as a conjunction of elementary conditions con-

cerning particular attributes. An elementary condition for the attribute j ∈ {1, . . . , n}

has the general form:

x j ∈ S j ,

where x j is the value of an object x on the attribute j and S j is a subset of a domain

of this attribute. In particular, elementary conditions are of the form x j ≥ s j , x j ≤ s j ,

for quantitative attributes, and x j = s j , x j �= s j , for qualitative attributes, where s j

is taken from a domain of the attribute j . Let � be the set of elementary conditions,

then �(x) indicates whether an object x satisfies the conjunction of elementary con-

ditions �. In other words, �(x) defines an axis-parallel region in the attribute space.

We say that a rule covers object x if it belongs to this region, i.e. �(x) = 1; otherwise,

�(x) = 0. The number of training examples covered by the rule is referred to as rule

coverage.

The decision (or response) α, is a real value assigned to the region defined by �(x).

Depending on the way in which the rules are combined together, the interpretation of

α is different. In the following, we consider a linear combination of rules. In such a

case, the decision α defines the change of the prediction function if the condition �(x)

is met. For regression, this is just the change of the predicted real value. For binary

classification, sgn(α) can be interpreted as the class for which the rule “votes”, and

|α| as the weight of the rule.

The prediction function being the linear combination of M decision rules is given

by:

fM (x) = α0 +

M
∑

m=1

rm(x), (4)
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where α0 is a constant value, which can be interpreted as a default rule, covering the

entire attribute space. In the case of regression, prediction is made directly by value

fM (x), and in the case of binary classification, by sgn( fM (x)).

The construction of an optimal combination of rules minimizing the empirical risk

is a hard optimization problem. Therefore, we follow forward stagewise additive mod-

eling. This results in an iterative procedure in which rules are added one by one. We

start with the default rule defined as:

α0 = arg min
α

Remp(α) = arg min
α

N
∑

i=1

L(yi , α). (5)

In each subsequent iteration, a new rule is constructed taking into account previously

generated rules. Let fm−1(x) be a prediction function after m − 1 iterations involving

the first m − 1 rules and the default rule. In the m-th iteration, a decision rule can be

obtained by solving:

rm = arg min
r

Remp( fm−1 + r) = arg min
�,α

N
∑

i=1

L(yi , fm−1(xi ) + α�(xi )).

Since �(x) takes two values only, 0 or 1, it is convenient to rewrite the above formu-

lation to:

rm = arg min
�,α

⎛

⎝

∑

�(xi )=1

L(yi , fm−1(xi ) + α) +
∑

�(xi )=0

L(yi , fm−1(xi ))

⎞

⎠ . (6)

Unfortunately, the exact solution of Eq. 6 is still computationally hard. That is why

we proceed in two steps.

1. Find �m by minimizing an impurity measure Lm(�) derived from Eq. 6 in such

a way that it does not depend on α:

�m = arg min
�

Lm(�). (7)

2. Find αm by solving the following line-search problem:

αm = arg min
α

∑

�m (xi )=1

L(yi , fm−1(xi ) + α), (8)

where �m is a solution of the first step.

These two steps depend on a chosen loss function and minimization technique used

for deriving the impurity measure. In the next two sections, we will consider sev-

eral loss functions and minimization techniques commonly used within the boosting

framework for regression and binary classification tasks.

The general framework for learning the rule ensemble, called ENDER, is given as

Algorithm 1.
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Algorithm 1: Ensemble of decision rules – the ENDER framework

input : set of training examples {yi , xi }
N
1 ,

L(y, f (x)) – loss function,

M – number of decision rules to be generated.

output: ensemble of decision rules fM (x).

α0 = arg minα
∑N

i=1 L(yi , α)

f0(x) = α0;

for m = 1 to M do
�m = arg min� Lm (�)

αm = arg minα
∑

�m (xi )=1 L(yi , fm−1(xi ) + α)

rm (x) = αm�m (x)

fm (x) = fm−1(x) + rm (x)
end

4 Loss functions and decision of the rule

In this section, we review different loss functions that can be used within the frame-

work of ENDER. We also present the calculation of the decision αm of rule rm for

given �m , for all considered loss functions.

In the case of regression, we consider the squared-error loss (Eq. 1). The decision

αm of rule rm follows from the problem (Eq. 8) that has in this case the closed-form

solution:

αm = arg min
α

∑

�m (xi )=1

(yi − fm−1(xi ) − α)2

=

∑

�m (xi )=1(yi − fm−1(xi ))
∑N

i=1 �m(xi )
, (9)

which is the average over the residuals yi − fm−1(xi ) of examples covered by the rule.

For binary classification, the direct goal is to minimize the 0-1 loss. There is, how-

ever, a problem with minimization of this loss function, since it is neither convex, nor

differentiable. Moreover, it is insensitive to the value of the margin y f (x). Therefore,

instead of this function, convex surrogates (upper-bounding the 0-1 loss) are com-

monly used, such as the exponential and the logit loss, which makes the minimization

process more tractable. The exponential loss is defined as:

Lexp(y f (x)) = exp(−y f (x)). (10)

This loss function is used in AdaBoost (Freund and Schapire 1997). The logit loss

L log(y f (x)) = log(1 + exp(−2y f (x))) (11)
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is commonly used in statistics. These two loss functions have the same Bayes optimal

decision (Hastie et al. 2003):

f ∗(x) =
1

2
log

Pr(y = 1|x)

Pr(y = −1|x)
, (12)

which is the logit transform of conditional probabilities. The expression (Eq. 12) can

be inverted to give:

Pr(y = 1|x) =
1

1 + exp(−2 f ∗(x))
. (13)

Therefore, minimization of these loss functions on the training set can be seen as esti-

mation of conditional probabilities Pr(y = 1|x). The sign of f (x) estimates in turn

the class with a higher probability.

The additional advantage of the exponential loss is that there exists a closed-form

solution to Eq. 8:

αm = arg min
α

∑

�m (x)=1

exp(−yi ( fm−1(xi ) + α))

=
1

2
log

∑

�m (xi )=1,yi =1 exp(− fm−1(xi ))
∑

�m (xi )=1,yi =−1 exp( fm−1(xi ))
. (14)

The logit loss is better motivated statistically (since it is a proper log-likelihood), but

there is no analytical solution to Eq. 8. To speed up the computations, instead of numer-

ically solving the line search problem, a single Newton–Raphson step is performed,

similarly as in (Friedman 2001):

αm = −

∑

�m (xi )=1
∂
∂α

L log(yi ( fm−1(xi ) + α))
∑

�m (xi )=1
∂2

∂α2 L log(yi ( fm−1(xi ) + α))

∣

∣

∣

∣

α=0

. (15)

One can also consider to use the sigmoid loss that is a continuous approximation

of the 0-1 loss:

Lsigm(y f (x)) =
1

1 + exp(y f (x))
. (16)

Although not convex, it is differentiable. The Bayes optimal decision for Eq. 16 is

rather aberrant:

f ∗(x) =

⎧

⎨

⎩

+∞, if Pr(y = 1|x) > 1
2
,

−∞, if Pr(y = −1|x) < 1
2
,

arbitrary, otherwise.

There are, however, theoretical justifications for using this loss function. It is shown

in Mason et al. (1999) that the upper bound of the misclassification error for such a
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loss function is tighter than the bound obtained by Schapire et al. (1998). Moreover,

contrary to the exponential and logit loss functions, this loss function is bounded within

the range (0,1), and is therefore less sensitive to outliers.

Unfortunately, no analytical solution to Eq. 8 exists for the sigmoid loss. Moreover,

due to non-convexity of this function one should avoid the Newton–Raphson method.

Nevertheless, to speed up the computations, we do not solve the line search problem,

but instead we perform one step of a small constant length γ in the direction of the

negative gradient.

5 Impurity measures

In this section, we derive from Eq. 6 several impurity measures Lm(�). There have

been different minimization techniques considered within boosting. We review some

of them in the following subsections in the context of deriving impurity measures for

decision rules. Moreover, a new technique, the constant-step minimization is intro-

duced.

Let us remind the form of the optimization problem (Eq. 6):

rm = arg min
�,α

⎛

⎝

∑

�(xi )=1

L(yi , fm−1(xi ) + α) +
∑

�(xi )=0

L(yi , fm−1(xi ))

⎞

⎠ .

By using a certain loss function in Eq. 6, and applying one of the minimization tech-

niques in order to make the problem independent of α, we obtain an impurity measure

Lm(�).

5.1 Simultaneous minimization

In the case of the squared-error and the exponential loss we have a closed-form solu-

tion for αm . That is why one can perform in this case simultaneous minimization of

both parameters, �m and αm .

Let us start with the squared-error loss. By putting Eq. 9 into Eq. 6, removing

constant terms, and taking the square root, we obtain the following expression to be

minimized:

−

∣

∣

∣

∣

∑

�(xi )=1(yi − fm−1(xi ))

∣

∣

∣

∣

√

∑N
i=1 �(xi )

, (17)

which depends only on � and plays the role of Lm(�).
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In the case of the exponential loss, one puts the optimal value of αm given by Eq. 14

into Eq. 6, and obtains the impurity measure Lm(�):

Lm(�) = 2 ×

√

∑

�(xi )=1,yi =1

w
(m)
i

∑

�(xi )=1,yi =−1

w
(m)
i +

∑

�(xi )=0

w
(m)
i , (18)

where w
(m)
i = e−yi fm−1(xi ) can be treated as the weight of the i-th training example

in the m-th iteration.

Let us remark that the boosting approach based on simultaneous minimization of

the squared-error loss is well-known in statistics as forward stagewise additive model-

ing (Hastie et al. 2003). It is also used in Gradient Boosting Machine (Friedman 2001).

Simultaneous minimization of the exponential loss is implicitly used in AdaBoost with

confidence rated predictions (Schapire and Singer 1999).

5.2 Gradient descent

Contrary to the simultaneous minimization, the gradient descent technique can be used

with any differentiable loss function. It approximates Eq. 6 up to the first order with

respect to α:

rm ≃ arg min
�,α

⎛

⎝

∑

�(xi )=1

(

L(yi , fm−1(xi )) − αw̃
(m)
i

)

+
∑

�(xi )=0

L(yi , fm−1(xi ))

⎞

⎠ ,

where

w̃
(m)
i = −

∂L(yi , f (xi ))

∂ f (xi )

∣

∣

∣

∣

f (xi )= fm−1(xi ).

One can observe that the optimal solution with respect to � is obtained by minimizing:

Lm(�) = −
∑

�(xi )=1

αw̃
(m)
i , (19)

since the sum over all L(yi , fm−1(xi )) is constant in a given iteration, and thus does

not change the solution. Observe that for a given value of α, the solution depends only

on
∑

�(xi )=1 w̃
(m)
i , so the minimization of Eq. 19 can be finally reformulated to the

minimization of the following term:

Lm(�) = −

∣

∣

∣

∣

∣

∣

∑

�(xi )=1

w̃
(m)
i

∣

∣

∣

∣

∣

∣

, (20)

because the sign and the magnitude of α may be established afterwards.
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The gradient descent technique applied to the exponential loss is in fact used in

the original AdaBoost algorithm. Mason et al. (1999) have widely considered this

technique for different loss functions.

5.3 Gradient boosting

Gradient boosting can be treated as an adaptation of simultaneous minimization of

the squared-error loss to other loss functions. It is defined as minimization of the

squared-error between the base classifier response and the negative gradient of any

differentiable loss function. In the case of decision rules, this can be expressed as:

rm ≃ arg min
�,α

⎛

⎝

∑

�(xi )=1

(

w̃
(m)
i − α

)2
+

∑

�(xi )=0

(

w̃
(m)
i

)2

⎞

⎠ . (21)

The minimization problem defined by Eq. 21 can be solved for:

α =

∑

�(xi )=1 w̃
(m)
i

∑N
i=1 �(xi )

, (22)

and by putting Eq. 22 into Eq. 21, and performing some simple calculations, we obtain:

Lm(�) = −

∣

∣

∣

∑

�(xi )=1 w̃
(m)
i

∣

∣

∣

√

∑N
i=1 �(xi )

. (23)

This technique has been used by Friedman (2001) in Gradient Boosting Machine

for a wide spectrum of loss functions.

5.4 Constant-step minimization

Finally, we consider a novel technique that consists in minimization of the loss func-

tion with a constant step. In other words, we restrict α in Eq. 6 to α ∈ {−β, β}, where

β is a fixed parameter of the algorithm. Then, Eq. 6 becomes:

rm(x) ≃ arg min
�,±β

⎛

⎝

∑

�(xi )=1

L(yi ( fm−1(xi ) ± β))+
∑

�(xi )=0

L(yi fm−1(xi ))

⎞

⎠ . (24)

The above formula can be used with any loss function, since it involves calculation

of two loss values at points fm−1(xi ) ± β. This technique is natural for sigmoid loss

(Eq. 16), for which we approximate the rule response (Eq. 8) by a constant step γ in

the direction of the negative gradient.
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Constant-step minimization is the simplest possible optimization procedure, how-

ever, it seems to be well-tailored for decision rules, as stated by results given in the

next section.

6 Rule coverage

In this section, we investigate connections between impurity measures obtained by

minimization techniques described above. This theoretical analysis focuses on the

trade-off between misclassification (discrimination) and coverage (completeness) of

the rule.

First, we consider the connection between the gradient descent and gradient boost-

ing techniques. One can easily notice the similarities between impurity measures

Eq. 20 and Eq. 23. On this basis, we can prove the following theorem that states that

the gradient descent produces more general rules (covering more training examples)

than the gradient boosting.

Theorem 1 Consider minimization of any differentiable loss function on the training

set. Let �G D
m be the optimal condition part obtained by minimization of Eq. 20, i.e.:

�G D
m = arg min

�
−

∣

∣

∣

∣

∣

∣

∑

�m (xi )=1

w̃
(m)
i

∣

∣

∣

∣

∣

∣

, (25)

and let �G B
m be the optimal condition part obtained by minimization of Eq. 23, i.e.:

�G B
m = arg min

�
−

∣

∣

∣

∑

�m (xi )=1 w̃
(m)
i

∣

∣

∣

√

∑N
i=1 �m(xi )

, (26)

where

w̃
(m)
i = −

∂L(yi , f (xi ))

∂ f (xi )

∣

∣

∣

∣

f (xi )= fm−1(xi ).

Then, the following holds:

N
∑

i=1

�G D
m (xi ) ≥

N
∑

i=1

�G B
m (xi ).

Proof The proof is straightforward. From Eq. 25 and Eq. 26 we have that:

−

∣

∣

∣

∣

∣

∣

∑

�G D
m (xi )=1

w̃
(m)
i

∣

∣

∣

∣

∣

∣

≤ −

∣

∣

∣

∣

∣

∣

∑

�G B
m (xi )=1

w̃
(m)
i

∣

∣

∣

∣

∣

∣

,
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and

−

∣

∣

∣

∑

�G D
m (xi )=1 w̃

(m)
i

∣

∣

∣

√

∑N
i=1 �G D

m (xi )

≥ −

∣

∣

∣

∑

�G B
m (xi )=1 w̃

(m)
i

∣

∣

∣

√

∑N
i=1 �G B

m (xi )

.

From the above, we immediately get:

N
∑

i=1

�G D
m (xi ) ≥

N
∑

i=1

�G B
m (xi ),

as claimed. ⊓⊔

The above result concerns both regression and binary classification problems. Some

further theoretical results can be obtained by limiting the considerations to binary clas-

sification. In the remainder of this section, we give some of these results. Let us remark,

however, that the rule coverage is expressed in the following as a sum of weights of

the covered examples, and not as a number of them.

In the case of binary classification, we use the margin loss functions L(y f (x)), so

the weights are given by:

w
(m)
i = −

∂L(yi f (xi ))

∂(yi f (xi ))

∣

∣

∣

∣

yi f (xi )=yi fm−1(xi ).

One can easily observe that

w̃
(m)
i = yiw

(m)
i .

Let us also note that for the exponential loss, we have

w
(m)
i = e−yi fm−1(xi ).

That is why the same symbol w
(m)
i is used here and in Eq. 18.

Let us introduce a set

R+ = {i : αyi�(xi ) > 0}

that contains examples “correctly classified” by the rule (for yi = 1, α should be > 0,

and for yi = −1, α should be < 0). Analogously, we introduce a set

R− = {i : αyi�(xi ) < 0}

that contains examples “misclassified” by the rule.

Let us investigate the connection between the simultaneous minimization and the

gradient descent technique applied to the exponential loss function. Using the sets

123



ENDER: a statistical framework for boosting decision rules 67

defined above, we can transform the functional minimized in the gradient descent

technique (Eq. 20) to the following form:

Lm(�) = −
∑

i∈R+

w
(m)
i +

∑

i∈R−

w
(m)
i . (27)

We can also transform the formula applied in the simultaneous minimization (Eq. 18)

to the following from:

Lm(�) = −

√

∑

i∈R+

w
(m)
i +

√

∑

i∈R−

w
(m)
i . (28)

This is accomplished by using the fact that

∑

�(xi )=0

w
(m)
i =

N
∑

i=1

w
(m)
i −

∑

�(xi )=1,yi =1

w
(m)
i −

∑

�(xi )=1,yi =−1

w
(m)
i ,

and by applying short multiplication formulas, removing the constant term
∑N

i=1 w
(m)
i ,

and imputing the summations over R+ and R− instead of �(xi ) = 1, y = 1 and

�(xi ) = 1, y = −1.

Now, we can state the following theorem.

Theorem 2 Consider minimization of the exponential loss on the training set. Let

�G D
m be the optimal condition part obtained by minimization of Eq. 27, i.e.:

�G D
m = arg min

�

⎛

⎝−
∑

i∈R+

w
(m)
i +

∑

i∈R−

w
(m)
i

⎞

⎠ , (29)

and let �SM
m be the optimal condition part obtained by minimization of Eq. 28, i.e.:

�SM
m = arg min

�

⎛

⎝−

√

∑

i∈R+

w
(m)
i +

√

∑

i∈R−

w
(m)
i

⎞

⎠ , (30)

where

w
(m)
i = e−yi fm−1(xi ).

Then, the following holds:

∑

�SM
m (xi )=1

w
(m)
i ≤

∑

�G D
m (xi )=1

w
(m)
i .
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Proof Let us use the following notation:

W G D
+ =

∑

i∈RG D
+

w
(m)
i , W G D

− =
∑

i∈RG D
−

w
(m)
i ,

W SM
+ =

∑

i∈RSM
+

w
(m)
i , W SM

− =
∑

i∈RSM
−

w
(m)
i ,

where RG D
+ and RG D

− denote sets of correctly and incorrectly classified examples for

�G D
m , respectively. Analogously, RSM

+ and RSM
− denote sets of correctly and incor-

rectly classified examples for �SM
m , respectively. From Eq. 29, we have:

− W G D
+ + W G D

− ≤ −W SM
+ + W SM

− , (31)

and from Eq. 30, we have:

−

√

W G D
+ +

√

W G D
− ≥ −

√

W SM
+ +

√

W SM
− . (32)

From Eq. 32 we obtain:

√

W G D
− ≥

√

W G D
+ −

√

W SM
+ +

√

W SM
− .

Further, from Eq. 31 we obtain:

−W G D
+ ≤ −W SM

+ + W SM
− − W G D

−

≤ −W SM
+ + W SM

− −

(

√

W G D
+ −

√

W SM
+ +

√

W SM
−

)2

=−2W SM
+ −W G D

+ +2

√

W G D
+

(

√

W SM
+ −

√

W SM
−

)

+2

√

W SM
+

√

W SM
− .

From the above we get:

2

√

W G D
+

(

√

W SM
+ −

√

W SM
−

)

≥ 2

√

W SM
+

(

√

W SM
+ −

√

W SM
−

)

.

Thus,

√

W G D
+ ≥

√

W SM
+ , because the term in parentheses is always positive (since it

is equal to minus optimum of the objective function (Eq. 30), which is always greater

then the value of the objective function of “empty” rule, equal to zero). From this, and

Eq. 32, we have immediately that

√

W G D
− ≥

√

W SM
− . Thus, we get:

W SM
+ + W SM

− ≤ W G D
+ + W G D

− ,
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and finally

∑

�SM
m (xi )=1

w
(m)
i ≤

∑

�G D
m (xi )=1

w
(m)
i ,

as claimed. ⊓⊔

This theorem states that the gradient descent technique generates more general rules

than the simultaneous minimization.

In the case of the gradient descent technique and any differentiable loss function, we

can precisely determine what is the trade-off between discrimination and completeness

of the decision rule.

Theorem 3 Minimization of Eq. 27 is equivalent to minimization of:

Lm(�) =
∑

i∈R−

w
(m)
i +

1

2

∑

�(xi )=0

w
(m)
i , (33)

where

w
(m)
i = −

∂L(yi f (xi ))

∂(yi f (xi ))

∣

∣

∣

∣

yi f (xi )=yi fm−1(xi ).

Proof Let us remark that

∑

i∈R+

w
(m)
i =

N
∑

i=1

w
(m)
i −

∑

i∈R−

w
(m)
i −

∑

�(xi )=0

w
(m)
i . (34)

Since
∑N

i=1 w
(m)
i is constant in a given iteration, it can be added or subtracted from

Eq. 27 without any influence on the optimization process. Thus, we finally obtain that

a subject to minimize is:

2
∑

i∈R−

w
(m)
i +

∑

�(xi )=0

w
(m)
i ,

and we get Eq. 33 after dividing it by 2. ⊓⊔

This theorem has a nice interpretation: the first term of Eq. 33 corresponds to exam-

ples “misclassified” by the rule, while the second term—to examples which are not

classified by the rule at all. Value 1
2

plays the role of a penalty for abstaining from

classification and defines a trade-off between discrimination and completeness of the

decision rule.

In the case of the exponential loss, we can additionally prove that the constant-step

minimization generalizes the gradient descent technique in such a way that a larger step

length results in a smaller rule coverage. That is why we claim that the constant-step

minimization is particularly well-tailored for decision rules.
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Theorem 4 The solution of Eq. 24 for the exponential loss and step length β is equiv-

alent to minimization of:

Lm(�) =
∑

i∈R−

w
(m)
i + ℓ

∑

�(xi )=0

w
(m)
i , (35)

where

w
(m)
i = e−yi fm−1(xi ), ℓ =

1 − e−β

eβ − e−β
, β = log

1 − ℓ

ℓ
.

Proof The first part of the theorem follows from putting the exponential loss formula

Eq. 10 into Eq. 24:

rm = arg min
�,±β

⎛

⎝

∑

i∈R+

w
(m)
i e−β +

∑

i∈R−

w
(m)
i eβ +

∑

�(xi )=0

w
(m)
i

⎞

⎠ . (36)

Applying similar decomposition as in the case of Eq. 34, we can equivalently

minimize:

(

eβ − e−β
)

∑

i∈R−

w
(m)
i + (1 − e−β)

∑

�(xi )=0

w
(m)
i + e−β

N
∑

i=1

w
(m)
i . (37)

The last element does not change the solution (because β is constant), so it suffices to

minimize the first two terms. Moreover, dividing Eq. 37 by
(

eβ − e−β
)

we obtain:

Lm(�) =
∑

i∈R−

w
(m)
i + ℓ

∑

�(xi )=0

w
(m)
i ,

where

ℓ =
1 − e−β

eβ − e−β
, β = log

1 − ℓ

ℓ
,

as claimed. ⊓⊔

Let us observe that for β > 0, ℓ ∈ [0, 0.5). Expression Eq. 35 has a similar inter-

pretation to Eq. 33, but with a varying value of ℓ. Increasing ℓ (or decreasing β)

results in more general rules, covering more examples. For β → 0 we get the gradient

descent technique applied to the exponential loss. This means that the gradient descent

produces the most general rules (in the sense of coverage).

Finally, we consider a more general form of Theorem 4. This theorem also speaks

about a trade-off between misclassification and coverage of the rules, but in the case

of any twice differentiable margin loss function.
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Theorem 5 The solution of Eq. 24 for any twice differentiable loss function L(y f (x))

and step length β is equivalent to the minimization of:

Lm(�) =
∑

i∈R−

w
(m)
i +

1

2

∑

�(xi )=0

(

w
(m)
i − βv

(m)
i

)

, (38)

where

w
(m)
i = −

∂L(yi f (xi ))

∂(yi f (xi ))

∣

∣

∣

∣

yi f (xi )=yi fm−1(xi ),

v
(m)
i =

1

2

∂2L(yi f (xi ))

∂(yi f (xi ))2

∣

∣

∣

∣

yi f (xi )=yi fm−1(xi )±λi yi ,

for some λi ∈ [0, β].

Proof It follows from Taylor’s expansion of L(y( f (x) ± β)) with respect to ±β up

to the second order. The formula for Lm(�) is then:

Lm(�) =
∑

i∈R+

(

L i − βw
(m)
i + β2v

(m)
i

)

+
∑

i∈R−

(

L i + βw
(m)
i + β2v

(m)
i

)

+
∑

�(xi )=0

L i ,

where L i = L(yi fm−1(xi )). After some simple transformations similar to the ones

from the proof of Theorem 4, one proves the thesis. ⊓⊔

As above, β defines a trade-off between misclassified and unclassified examples.

Values w
(m)
i are always positive, since the loss function is decreasing. If the loss func-

tion is convex (e.g., the exponential or the logit loss), v
(m)
i is also positive, therefore,

increasing β decreases the penalty for abstaining from classification, which leads to

smaller and more specific rules. Notice that for β → 0 expression (Eq. 38) boils down

to the gradient descent technique.

The situation changes if the loss function is not convex, which is the case of the

sigmoid loss. This loss function is convex for y f (x) > 0 and concave for y f (x) < 0,

therefore, as β increases, uncovered examples satisfying yi fm−1(xi ) > 0 (“correctly

classified” by previous rules) are penalized less, while the penalty for uncovered “mis-

classified” examples (yi fm−1(xi ) < 0) increases. This leads to the following conclu-

sion: although the rule covers only a part of the examples, with respect to uncovered

examples it still tries to make a small error; remark that the weights of the uncovered

examples depend on the curvature of the function (second derivative) rather than on

the slope (first derivative).

7 Regularization

A decision rule has the form of an n-dimensional rectangle, where n is the number

of attributes. It can be shown, that the class of n-dimensional rectangles has the VC

dimension equal to 2n (Kearns and Vazirani 1994), and it does not depend on the
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number of cuts. This is contrary to the tree classifier, for which the VC dimension

grows to infinity with increasing number of cuts (nodes). Therefore, in the case of

tree ensembles, one usually specifies some constraints on tree complexity, e.g., the

maximal number of nodes, while in the case of a rule ensemble, such constraints are

not necessary.

The theoretical results reported in Schapire et al. (1998) and Koltchinskii and

Panchenko (2006) suggest that an ensemble with a simple base classifier (with low

VC dimension) and high prediction confidence (margin) on the data set generalizes

well, regardless of the size of the ensemble. Nevertheless, the computational exper-

iments have shown that the performance of a rule ensemble can deteriorate as the

number of rules grows, especially for the problems with a high level of noise. Sim-

ilar phenomenon has been observed for other boosting algorithms, in particular for

AdaBoost (Mason et al. 1999; Friedman et al. 2000; Dietterich 2000). Therefore, the

algorithm should be used with some kind of regularization.

The form of regularization which is particularly useful in the case of rule ensembles

is the L1-penalty, also called lasso (Hastie et al. 2003). This leads to the problem of

learning linear combination of all possible rules with additional term
∑

m |αm | that

penalizes absolute values of the combination coefficients αm . Lasso penalty is indif-

ferent to dispersion of coefficient values and tends to produce solutions with a large

variation in the absolute values of the coefficients, with many of them set to zero. This

is especially appropriate in the rule ensemble context because among all possible rules

only a small number is likely to represent very good predictors.

To approximate a solution of such a regularized problem, one can follow a strategy

that is called shrinkage (Hastie et al. 2003). It consists in shrinking a newly generated

rule rm(x) = αm�m(x) towards rules already present in the ensemble:

fm(x) = fm−1(x) + ν · rm(x),

where ν ∈ (0, 1] is a shrinkage parameter that can be regarded as the learning rate. For

small ν, one can obtain a solution that is close to the regularized one. Note, however,

that small ν requires large M , and the resulting rule ensemble is then less interpretable.

Such an approach gives even better results, when decision rules are less correlated.

That is why the procedure for finding �m works on a subsample of original data,

that is a fraction ζ of all training examples, drawn without replacement (Friedman

and Popescu 2003). Such an approach leads to a set of rules that are more diversified

and less correlated. Moreover, finding �m on a subsample reduces the computational

complexity. However, we pay once again the price of the interpretability.

Independently on the fact whether �m was found using a subsample or not, the

value of αm is calculated on all training examples in the introduced algorithm. This

usually decreases |αm |, so it plays also the role of regularization, and avoids overfitting

the rule to the training set.

These three elements: shrinking, sampling, and calculating αm on the entire training

set, constitute a competitive technique to post-pruning, often used in rule induction

algorithms. Our experiments have shown that this technique improves significantly

the accuracy of the classifier.
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8 Single rule construction

Having defined a functional Lm(�), a greedy procedure for finding � works in the

way resembling generation of decision trees. In this case, however, the algorithm con-

structs only one path from the root to the leaf. At the beginning, �m is empty and in

each subsequent step an elementary condition x j ∈ S j minimizing Lm(�) is added

to �m . This procedure ends if Lm(�) cannot be decreased anymore. Contrary to the

generation of decision trees, a minimal value of Lm(�) is a natural stop criterion. No

other parameters are necessary for decision rules.

From computational perspective, this is the most critical part of the algorithm. In

order to speed up computations, training examples are sorted once before generating

any rule. In the worst case, the greedy procedure constructing the condition part of

the rule may require nN (N + 1)/2 steps. This occurs, when each added elementary

condition makes � to cover one training example less, and the rule construction ends

with one covered object only. Such a situation is rather uncommon. First, the addition

of a new elementary condition cuts-off rather more than one training example, and

the average size of the rules l (number of elementary conditions involved in �) is also

much smaller than N . In fact, l differs depending on the complexity of the problem,

since the rule is built until Lm(�) cannot be decreased anymore. Concluding this, the

construction of the condition part of the rule roughly scales with nNl, which is similar

to the complexity of decision tree learning.

9 Discussion and related work

ENDER provides a novel view on rule induction. The main advantage of ENDER is

that it generalizes to some extent different approaches to rule learning. In this section,

we discuss main features of ENDER and relate it to other algorithms, pointing out

similarities and differences.

9.1 Sequential covering

Initially, almost all algorithms for rule learning were based on sequential covering. The

most popular are AQ (Michalski 1983), CN2 (Clark and Niblett 1989), Ripper (Cohen

1995), and LEM (Grzymala-Busse 1992). Sequential covering relies on learning a rule

that covers a part of given training examples, removing the covered examples from

the training set, and repeating this step until no examples remain. This procedure is

repeated separately for each class. In each turn, the rules cover examples from one

class only.

One can observe some similarities between this approach and the stagewise minimi-

zation of a loss function. In fact, ENDER can be seen as a generalization of sequential

covering. Let us take a simple heuristic that covers examples from one class only,

and let us use the margin 0-1 loss. For such a setting, the value of the loss function

decreases down to 0 for all correctly covered training examples and there is no need

for another rule to cover them again. This corresponds to removing such objects from

the training set. In the case of ENDER, all the rules will obtain the same absolute
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value of rule response |α|, and the sign decides for which class the rule votes. The

classification is then simply a majority voting.

9.2 SLIPPER

SLIPPER (Cohen and Singer 1999) is the first boosted rule learner, and it is often

referred to as weighted sequential covering. This is because it was originally intro-

duced as an instance of AdaBoost with confidence-rated predictions (Schapire and

Singer 1999). The examples are not removed totally but their weights decrease (or

increase in the case of misclassification). Since AdaBoost was also explained in terms

of minimization of the exponential loss (Friedman et al. 2000), SLIPPER can be con-

sidered as an instance of ENDER solving Eqs. 14 and 18.

The main difference is that SLIPPER uses post-pruning when generating a single

rule. The training set is randomly split into two disjoint sets. The first set is used for rule

growing, and the second for rule pruning. In ENDER, instead, specific regularization

is used that consists in shrinking, resampling, and computing a rule response over all

training examples. The latter approach results in a higher accuracy, as demonstrated

later.

In SLIPPER, the optimal number of rules to be generated is determined by an

internal cross-validation on the training test. Such an approach can also be applied in

ENDER, but the regularization technique used instead should ensure that the rules do

not overfit. The experiment shows several error curves that indicate that ENDER is

quite insensitive to overfitting.

9.3 LRI

LRI (Weiss and Indurkhya 2000) generates a single rule in the form of a DNF-

formula, i.e. disjunction of conjunctions of elementary conditions, instead of a simple

conjunction.

LRI uses a specific reweighting scheme (cumulative error), similar to Arc-xf algo-

rithm (Breiman 1996). For the two-class problem, however, this method can also be

explained in the context of the loss function minimization, as it was done in Mason

et al. (1999) for Arc-xf. It follows that LRI minimizes a specific polynomial loss

function using a slightly modified gradient descent technique.

In the m-th iteration of LRI, the classification error is originally measured by:

F P(m) + k · F N (m). (39)

In the above formula, F P(m) is a sum of false positive examples:

F P(m) =
∑

i∈R−

w
(m)
i ,
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and F N (m) is a sum of false negative examples:

F N (m) =
∑

�(xi )=0∧yi α>0

w
(m)
i ,

with weights w
(m)
i being a cumulative number of errors (taken to the power of 3) for

each training example. Such weights are elements of a negative gradient of the poly-

nomial loss function minimized on a training set. The value of k is doubled if there

are still true positive examples (yiα > 0) to be covered, so k = 1, 2, 4,…. It can be

easily shown that minimization of the above is equivalent to minimization of:

∑

i∈R−

w
(m)
i −

k

k + 1

∑

�(xi )=0

w
(m)
i , (40)

being a slightly modified version of Eq. 33 with k
k+1

instead of 1
2

. This equivalence

holds due to the fact that one can add to Eq. 39 the following term:

k
∑

yi α<0

w
(m)
i = k

⎛

⎝

∑

i∈R−

w
(m)
i +

∑

�(xi )=0∧yi α<0

w
(m)
i

⎞

⎠ ,

which is constant in a given iteration, and divide altogether by k +1, without changing

the solution of the optimization problem. Let us note that k
k+1

∈ [0.5, 1), which is

a little bit aberrant with respect to the analysis given in Sect. 6. This minimization

works properly, however, because the rules are generated for each class separately,

using one-versus-all strategy.

For each class, the same number of decision rules is generated. A new example is

classified by majority voting, in which each rule has the same strength. LRI can also

freeze the set of attributes used to generate rules. After generating a given number of

rules, attributes not selected by these rules are ignored in building subsequent ones.

9.4 MLRules

MLRules (Dembczyński et al. 2008a) are derived from the maximum likelihood

principle. In the case of binary classification, this algorithm is in fact an instance

of ENDER with logit loss (Eq. 11) minimized by the gradient descent technique. In

the general case, one can use an elegant generalization of this algorithm to a multi-class

problem.

9.5 RuleFit and ensemble of decision trees

RuleFit (Friedman and Popescu 2008) differs from the above algorithms, since deci-

sion rules are not generated directly. First, decision trees are used as base classifiers

in a forward stagewise procedure, and then the rules are produced from the resulting
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trees. Finally, a rule ensemble is fitted by gradient directed regularization that aims at

selecting the most relevant rules by using lasso regularization. There is also a possi-

bility to include original attributes as basis functions to complement the rule ensemble

with a linear part.

RuleFit can utilize a variety of loss functions, because it uses gradient boosting

technique for fitting trees. Originally, in order to solve regression problems, RuleFit

uses the Huber loss, and classification problems are solved by using the squared-error

ramp loss.

Since RuleFit uses decision trees as base classifiers, this is a right place to discuss

the similarities and differences between tree- and rule-based ensembles. Decision rule

models share many of the advantages of decision trees. Rules can either work on

numerical and categorical attributes. They are also invariant to monotone transforma-

tions of them. This invariance provides immunity to the presence of extreme values

“outliers” and to change of the measurement scales of the attributes. Also irrelevant

attributes are not taken into account by rules. Moreover, the computational issues are

similar for both methods.

The main difference in favor of decision rules is that there exists a natural stop

criterion for rule construction. This is just the minimal value of Lm(�) that takes into

account the trade-off between discrimination and completeness of rules. In the case

of decision trees, one has to define several additional parameters, such as the number

of terminal nodes, the minimal number of training examples in a terminal node, or to

perform post-pruning. Thanks to this natural stop criterion, the size of decision rules

(number of elementary conditions involved in �) adapts to the problem. For simple

problems, rules contain short condition parts, and for hard problems, the number of

elementary conditions gets higher.

Obviously, a single decision rule is a very poor classifier acting on covered objects

only. However, the performance of a rule ensemble is comparable with the performance

of a tree ensemble. In fact, both models are quite similar being a linear combination

of regions � in the attribute space:

f (x) = α0 +

M
∑

m=1

αm�m(x).

One can just consider decision trees as a special case of the general rule ensemble.

The difference is in learning procedures. In the case of rule ensembles, each region

defined by � is built to be optimal, taking into account all previously generated rules.

This is not the case of decision trees, where in each iteration several regions are pro-

duced. That is why the rule ensemble can contain smaller number of regions �, and

can be easier in interpretation than the tree ensemble. Moreover, using rules one can

generate regions that are not easily obtained by decision trees.

9.6 Ensemble of decision rules and knowledge discovery

The main advantage of rules is their simplicity and interpretability. A question arises,

however, whether an ensemble of a high number of rules is still interpretable.
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We believe that ENDER can still be used for interpretation purposes. One way is

to follow the approach given in Friedman and Popescu (2008) that relies on a post-

processing phase in which the rules are refitted by using the lasso regularization.

Moreover, also in Friedman and Popescu (2008), a simple measure has been intro-

duced that can be used in order to sort the rules according to their interestingness.

A similar approach is also used in association rule mining. Many interestingness mea-

sures that were already introduced and characterized in the literature (Hilderman and

Hamilton 2001; Greco et al. 2004; Brzezińska et al. 2007) can also be used here.

Another way is to define the learning problem as a multiple criteria decision prob-

lem. In this case, one can constrain the number of rules (as a criterion of interpretabil-

ity) to the constant value (like M = 10), and try to set other parameters in order to

maximize the performance.

In order to improve the interpretability, one can also try to fit the β parameter of

the constant-step minimization technique. This parameter controls the rule coverage,

so it can be used in order to find rules with different characteristics: general ones, but

less discriminative, or specific ones being “pure”.

Another important aspect of the interpretability of decision rules is the following.

When a new unseen example is classified, only few rules in the ensemble are “fired”

(exactly those covering the example), so they all can be easily interpreted by the user.

This also means that in the case of each unseen example, one can give a justification

of the final prediction of the rule ensemble in terms of the few “fired” rules. In real

applications, like medicine, this is of crucial importance, since the user usually wants

to know the reasons of a recommended decision (e.g., therapy or diagnosis).

Let us also mention that the linear combination of rules resembles the expert’s scor-

ing procedures often used in medicine or economics. In such procedures, if a certain

condition is satisfied, some “points” are added to the final score. In the case of the rule

ensemble, the satisfied condition corresponds to a rule covering the unseen example.

Basing of the value of the final score the decision is made. Thus, we claim that the

model produced by ENDER is close to the practice of many domain experts.

10 Results of a computational experiment

The experiment has been constrained to binary classification problems since the main

rule-based competitors of ENDER are usually tailored for this type of the prediction

problem. Some of the results on regression data sets for a particular instance of the

ENDER framework have been already published in Dembczyński et al. (2008b).

The experiment has been mainly focused on the performance of the rule ensemble.

In the first part of the experiment, the ENDER algorithm has been tested with differ-

ent settings on artificial data. From this experiment, one can draw conclusions about

the values of the parameters. In the second part, four variants of ENDER have been

compared with existing rule ensemble learning methods: SLIPPER, LRI and RuleFit.

The comparison has been carried out on the benchmark data sets taken from the UCI

repository (Asuncion and Newman 2007). In all the experiments, the misclassification

error has been measured.
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At the end of this section, we also present some experimental results confirming

that the ENDER algorithm produces models that are easy in interpretation.

10.1 Artificial data

The artificial data have been generated using the following model. Let examples x ∈ R
n

be drawn according to the normal distribution, x ∼ N (0, I), where I is a unit matrix of

size n. Assume that the target function f ∗(x) ∈ R can be transformed to conditional

probabilities Pr(y|x) in the following way:

log
Pr(y = 1|x)

Pr(y = −1|x)
= π f ∗(x),

where π corresponds to the level of noise, measured by the Bayes risk of misclassi-

fication R∗ = Eyx[L0−1(y, sgn( f ∗(x)))] (i.e., there is one-to-one correspondence

between π and R∗). In the main experiment, we set R∗ = 0.1. The target function

f ∗(x) has been defined as:

f ∗(x) = x1 − x2 + 0.2(x3 − x4) + 5e−
(

x2
5+x2

6+0.2x2
7

)

− 5

10
∏

j=8

I (−0.5 ≤ x j ≤ 0.5)

+I (x11 ≥ 0 ∧ x12 ≥ 0) − I (x13 ≥ 0 ∧ x14 ≥ 0) + θ, (41)

where threshold θ is chosen so that the prior probabilities of both classes are equal:

Pr(y = 1) = Pr(y = −1). Notice that the target function contains linear terms (which

are hard to approximate by trees and rules), a Gaussian term, a cube and two rectan-

gles. Later, we have also added some irrelevant attributes x15, x16, . . . which do not

affect the target function.

First, we have examined the effect of regularization. We compared unregularized

algorithms with regularized ones. For the former, the shrinkage parameter has been

set to ν = 1, and the fraction of training examples drawn without replacement to

ζ = 1. For the latter, some ad hoc values corresponding to high regularization have

been taken, namely ν = 0.1, and ζ = 0.25. The rule response has been computed

over all training examples.

The ENDER algorithm based on minimization of the exponential (Exp), logit (Log)

and sigmoid (Sigm) loss has been applied with constant-step (CS) (with four different

values of the step length, β ∈ {1, 0.5, 0.2, 0.1}), gradient descent (GD) and gradi-

ent boosting (GB) minimization techniques. Additionally, simultaneous minimization

(SM) has been used to minimize the exponential loss. The size M of the rule ensemble

varied in each case from 1 to 1,000 rules, thus for each classifier the error on a testing

set has been a function of M . Such functions can be shown in the form of “error

curves”. Figure 1 shows the error curves being averages over 30 trials; in each of them

a training set and a testing set of size N = 1,000 have been drawn.

One can observe that for the exponential and the logit loss, the regularization results

in a slower decrease of the error, but the curves are much smoother, and the overall

accuracy is much better.
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Fig. 1 Experiments on artificial data. Comparison of unregularized (on left) and regularized (on right) rule

ensembles minimizing different loss functions: (from top) exponential, logit and sigmoid loss

In the case of the constant step minimization, the best prediction accuracy has

been achieved for the small (but non-zero) step length: 0.1–0.2. Let us remind that

an increase of β in the case of the exponential and the logit loss results in smaller

rules making less mistakes. Thus, neither small and well fitted, nor very general rules

(remember that the gradient descent corresponds to the constant step technique with

β → 0) have achieved the best prediction performance. Notice, however, that the
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performance of the algorithms is partially biased by the greedy heuristic building the

condition part of the rule. Even the first elementary condition found by this heuristic

has to minimize L(�). This causes that only a subspace of possible condition parts is

explored. On the other hand, however, this speeds up the algorithm.

It seems that regularization highly improves the simultaneous minimization tech-

nique, which can also be observed when comparing ENDER to SLIPPER, which will

be reported later. Gradient boosting works better with regularization, but gets moderate

results.

In the case of sigmoid loss, the situation has been a little bit different. For the

constant step, that seems to be the most natural minimization technique for this loss

function, one can observe an interesting fact. Namely, parameters β and ν are closely

related with each other. The length of step β is also a value of the rule response α that

is in turn multiplied by ν. One can observe that the solution for β = 0.1 and ν = 1

is quite similar to that for β = 1 and ν = 0.1 (with additional sampling, ζ = 0.25).

It seems that the step length is the main factor influencing the performance. Sampling

in this case does not play an important role. One can also notice that gradient descent

is not well adapted to this loss function. The condition part of the rule is constructed

for α → 0, but the final response of the rule α is set to be β multiplied by ν. Indeed,

the regularized algorithm tends to obtain better results, but it has tendency to overfit.

This is the only case in which overfitting occurred.

Table 1 presents the same results as Fig. 1. Test errors for M = 1,000 are given

with standard errors. Only in the case of sigmoid loss, the regularized algorithm may

not result in better performance as discussed above. The table contains also informa-

tion about computation time. The algorithm appeared to be quite efficient. Generation

of 1,000 rules ended on commodity hardware (running MS Windows Server 2003,

AMD Opteron Processor 250, 2.39 GHz, 8 GB of RAM) around 15 s in the worst

case. Duration of rule generation is closely related to rule coverage. Algorithms that

produce more general rules take longer time (later on we will discuss the experiment

concerning the relation between impurity measures and the rule coverage). It is worth

stressing that sampling reduces the computation time in all the cases.

In the next experiment, the best parameters for each loss function have been selected.

All minimization techniques have been tested with all combinations of the following

values of the parameters: ν ∈ {1, 0.5, 0.2, 0.1}, ζ ∈ {1, 0.75, 0.5, 0.25}. The con-

stant-step minimization has been used with β ∈ {1, 0.5, 0.2, 0.1}, as before. For each

algorithm, an error curve has been drawn showing misclassification error for M vary-

ing from 1 to 1,000. Using these curves, the best minimization technique and the best

values of the parameters have been chosen for each loss function. The exponential loss

has been an exception, where the simultaneous minimization was treated separately

from the other techniques. Thus, the following four algorithms have been selected:

– simultaneous minimization with exponential loss (SM-Exp): ν = 0.1, ζ = 0.25,

– constant-step with exponential loss (CS-Exp): β = 0.2, ν = 0.1, ζ = 0.25,

– constant-step with logit loss (CS-Log): β = 0.2, ν = 0.1, ζ = 0.25,

– constant-step with sigmoid loss (CS-Sigm): β = 0.2, ν = 0.2, ζ = 0.5.

For the exponential and the logit loss, the algorithms with the highest regularization

have been selected (the same parameters as in the previous experiment, see Fig. 1 and
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Table 1 Test errors and standard errors for regularized and unregularized rule ensembles. The computation

time is also given

ENDER Unregularized Regularized

Test error (%) Time (s) Test error (%) Time (s)

SM-Exp 20.877 ± 0.255 4.625 17.940 ± 0.229 1.969

CS-Exp β = 0.1 19.513 ± 0.286 8.063 18.300 ± 0.235 5.399

CS-Exp β = 0.2 20.320 ± 0.234 5.296 18.110 ± 0.212 4.735

CS-Exp β = 0.5 23.040 ± 0.306 3.703 18.240 ± 0.239 2.890

CS-Exp β = 1.0 33.203 ± 0.687 3.047 20.683 ± 0.267 1.813

GD-Exp β = 0.0 20.333 ± 0.290 15.515 18.670 ± 0.282 6.062

GB-Exp 20.993 ± 0.240 5.937 18.573 ± 0.227 3.063

CS-Log β = 0.1 19.653 ± 0.275 5.781 18.323 ± 0.276 5.453

CS-Log β = 0.2 20.667 ± 0.297 5.312 18.033 ± 0.258 4.359

CS-Log β = 0.5 23.677 ± 0.277 4.640 18.863 ± 0.240 2.594

CS-Log β = 1.0 32.257 ± 0.640 2.570 21.560 ± 0.286 1.844

GD-Log β = 0.0 20.513 ± 0.313 13.625 18.653 ± 0.235 6.219

GB-Log 19.793 ± 0.291 6.093 18.547 ± 0.260 3.125

CS-Sigm β = 0.1 19.143 ± 0.274 9.265 22.720 ± 0.309 5.521

CS-Sigm β = 0.2 19.640 ± 0.281 6.968 19.437 ± 0.279 5.484

CS-Sigm β = 0.5 22.520 ± 0.309 5.203 18.370 ± 0.282 4.641

CS-Sigm β = 1.0 24.683 ± 0.335 4.704 18.517 ± 0.253 3.484

GD-Sigm β = 0.0 25.227 ± 0.322 10.187 19.860 ± 0.240 6.484

GB-Sigm β = 0.0 21.090 ± 0.298 5.953 19.307 ± 0.224 3.187

Table 1). For the sigmoid loss, the parameters have been a little bit different. Among

minimization techniques, the constant step minimization with β = 0.2 appeared to be

the best. The error curves for each of the best classifiers are shown in top left panel of

Fig. 2. It follows from the figure that none of the classifiers outperforms the others in

a significant way. The sigmoid loss tends to minimize the error slower than other loss

functions, however, for M = 1,000 it achieved the same accuracy. Notice that SM-Exp

does not decrease the training error as rapidly as CS-Exp, yet the characteristics of

both algorithms on the testing set are similar. There is almost no difference between

constant step minimization applied for the exponential and the logit loss. The top right

panel of Fig. 2 shows learning curves, the errors of the classifiers as functions of the

sample size up to N = 10,000; all classifiers decreased the testing error, but SM-Exp

seems to gain the most while N increases.

From the above experiments, one can conclude that regularization has a strong influ-

ence on the performance of the rule ensemble, but it is hard to observe a supremacy of

one of the loss functions. In the next step, the impact of shrinkage ν and subsample size

ζ have been analyzed independently. We focused on SM-Exp, but the relationships

appeared to be similar for the logit loss function and other minimization techniques.

The bottom panels of Fig. 2 show both dependencies. It follows that shrinkage did
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Fig. 2 Experiments on artificial data. Top left: error curves for the best algorithms, top right: learning

curves, bottom left: SM-Exp with varying ν and constant ζ = 0.25, bottom right: SM-Exp with varying ζ

and constant ν = 0.1

improve the accuracy, similarly as it was shown in Hastie et al. (2003). Nevertheless,

too strong shrinkage may lead to a very slow learning rate (see the black curve for

ν = 0.01). We found out that the optimal range of shrinkage is 0.1–0.2. It also follows

that sampling has a positive impact on the accuracy—even very small values of ζ

(≤0.25) seem to work very well.

We have also examined the behavior of classifiers when the Bayes risk increases

up to the level of 0.3. This is shown in the top left panel in Fig. 3. Obviously, the

testing error of the classifiers has increased. However, the shape of the error curve

for all the classifiers did not change: we did not observe any significant overfitting.

At first sight, it looks contrary to what has usually been observed in boosting experi-

ments: the exponential loss tends to be prone to overfitting since it focuses too much

on the incorrectly classified examples, which are typically noisy ones; the sigmoid

loss should behave best, since it gives up on the hardest examples (because of the

shape of this loss function). No such behavior has been observed. The top right panel

in Fig. 3 sheds some light on this phenomenon. The only difference is that the decision

of the rule is now calculated on the subsample rather than on the entire training set.

This leads to severe overfitting of all classifiers except the one with the sigmoid loss.

Thus, calculating the response on all examples makes the classifier robust to noise:
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Fig. 3 Experiments on artificial data. Top left: error curves for Bayes risk 0.3 (rule response calculated

over the whole training set), top right: rule response calculated on subsample (Bayes risk 0.3), bottom left:

error curves for a problem with 20 additional irrelevant features, bottom right: coverage of rules (lines are

smoothed)

the rules overfitted to the data, will get their responses (decisions) close to 0. This also

explains, at least partially, why all loss functions behaved roughly the same. Since

the values of the rule responses are relatively small, the ensemble function f (x) takes

values in the vicinity of 0 for most of the examples. In this range, all loss functions

share a similar characteristic (the main difference between the loss functions is for

large negative values of the margin).

Next, some irrelevant attributes have been added to the problem. The bottom left

panel in Fig. 3 shows that the presence of 20 irrelevant attributes did not affect ENDER

much, regardless of the kind of the loss function used. Notice the similarity between

this plot and the top left one in Fig. 2.

Finally, the bottom right plot in Fig. 3 shows the coverage of the rules for different

minimization techniques applied to the exponential loss. One can observe that the

simultaneous minimization and the gradient boosting have produced rules with much

lower coverage than the gradient descent, as stated in Theorem 1 and 2. One can also

observe, what has already been anticipated by Theorem 4, that step length determines

the coverage of the rule. We have already noticed that the best prediction accuracy is

achieved for the small (but non-zero) step length 0.1–0.2: neither small and well fitted,
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nor very general rules achieved the best prediction performance. Notice that the possi-

bility of controlling the coverage can also be very helpful in getting a comprehensible

set of rules.

10.2 Benchmark data

In the second part of the experiment, ENDER has been compared to other rule ensem-

ble algorithms: LRI, SLIPPER and RuleFit. The following parameters have been used

for each method:

– SLIPPER: the maximum number of iterations was set to 500, the rest of parameters

remained default (the internal cross validation for choosing the optimal number of

rules was switched on).

– LRI: according to the experiment in Weiss and Indurkhya (2000), the rule consisted

of 2 disjuncts of length 5, feature selection was frozen after 50 rounds, and 200

rules were generated per class.

– RuleFit: according to the experiment in Friedman and Popescu (2008), the mixed

rule-linear mode was chosen, average tree size was set to 4, the number of trees

was increased to 500, and sample fraction was set as default.

– ENDER: the best four classifiers from the artificial data experiment were taken,

for all classifiers M = 500.

The experiment has been performed on 20 binary classification problems, all taken

from the UCI Repository (Asuncion and Newman 2007). The description of each data

set is given in Table 2. Each test has been performed using 10-fold cross validation

(with exactly the same train/test splits for each classifier) and the average 0-1 loss on

testing folds was calculated. The results are shown in Table 3.

To compare multiple classifiers on multiple data sets, the Friedman test has been

applied as suggested by Demšar (2006). This test uses ranks of each algorithm to

check whether all the algorithms perform equally well (null hypothesis). Friedman

statistics gave 35.636 which exceeds the critical value 12.592 (for confidence level

0.05), and thus the null hypothesis has been rejected. Next, we passed to a post-hoc

analysis and calculated the critical difference (CD) according to the Nemenyi statis-

tics. The value obtained is CD = 2.015, which means that algorithms with difference

in average ranks greater than 2.015, are significantly different. In Fig. 4, average ranks

have been marked on a line, and groups of the classifiers that are not significantly dif-

ferent were connected. This shows that all ENDER algorithms outperform all of the

competitors. However, CS-Exp and SM-Exp are significantly better than SLIPPER

and RuleFit, but CS-Sigm and CS-Log are significantly better than RuleFit. None of

the ENDER algorithms is significantly better than LRI. On the other hand, none of the

three well-known rule ensemble algorithms (LRI, SLIPPER, RuleFit) has appeared to

be significantly better than any other.

The results have confirmed the main issues of the experiment performed on the

artificial data. The choice of the loss function does not seem to be a critical issue in the

learning process. More important is the use of regularization that consists of shrinking,

resampling and calculating the response of the rule on entire data set rather than on
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Table 2 Data sets used in the experiment

Data set Number of training examples Number of attributes

Haberman 306 3

Breast-c 286 9

Diabetes 768 8

Credit-g 1,000 20

Credit-a 690 15

Ionosphere 351 34

Colic 368 22

Hepatitis 155 19

Sonar 208 60

Heart-statlog 270 13

Liver-disorders 345 6

Vote 435 16

Heart-c-2 303 13

Heart-h-2 294 13

Breast-w 699 9

Sick 3,772 29

Tic-tac-toe 958 9

Spambase 4,601 57

Cylinder-bands 540 39

Kr-vs-kp 3,196 36

the subsample only. This conclusion can be drawn from the fact that SM-Exp is very

similar to SLIPPER, but SM-Exp applying these techniques gave much better results.

10.3 Interpretability of rule ensembles

The last part of the experiment examines the interpretability of the rule ensemble. In

the previous experiments, ENDER generated up to 1,000 rules. Such an ensemble is

certainly not easy in interpretation. However, one can sort the rules using some inter-

estingness measure, or try to refit the ensemble to choose the most important rules

only. Another approach taken here relies on parameterizing ENDER in such a way

that only few rules maintaining good performance are generated.

Consider the breast- cancer data set. We have used ENDER with the exponen-

tial loss and the constant-step minimization technique. We have limited the number of

rules to 3. We have not performed any regularization, i.e. no shrinking and sampling

has been used. We have modified the parameter β only that controls the trade-off

between misclassification and the coverage of the rules. It has been set up to obtain

good performance and interpretable rules.
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CD = 2.015

CS−Log

SM−Exp

CS−Exp

CS−SigmSLIPPER

LRIRuleFit

Fig. 4 Critical difference diagram

Table 4 Decision rules for the breast- cancer data set. The decision part of the rule specifies the class

(sign of the rule response) and the weight (absolute value of the rule response) of the rule (in the first

parentheses), as well as the number of training examples that are correctly classified and misclassified by

the rule (in the second parentheses)

# Rule

i f default rule

then no-recurrence events (0.43) (201:85)

1 i f tumor size ≤14.5

and inv-nodes ≤5.5

and age ≥40

then no-recurrence events (1.57) (34:0)

2 i f deg-malig ≥2.5

and inv-nodes ≥2.5

and tumor size ≤44

then recurrence events (0.91) (27:9)

3 i f tumor size ≤14.5

and inv-nodes ≤5.5

and breast-quad is not center

then no-recurrence events (0.96) (32:0)

The rules are presented in Table 4. Parameter β has been finally fixed on 0.6. In

10-fold cross-validation, the algorithm has obtained the misclassification error equal

to 26.9, which is even better than results obtained by other algorithms (see Table 3).

As we can see, the first and the third rule are supporting the default rule, and only

the second rule indicates the “recurrence events”. Such a model is still appropriate,

since we obtain different levels of no-recurrence and recurrence events.

There is, however, still some room for improving the interpretability of rule ensem-

bles. One can try, for example, to prune the obtained rules (i.e., remove some elemen-

tary conditions). As we can see from the example, the first and the third rule are very

similar. A deeper insight shows that the last elementary conditions change slightly the

coverage of these rules. One can also consider the use of another heuristic for building

condition parts of decision rules. This is, however, postponed to a future work.
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11 Conclusions

The main contribution of this paper is a proposal of a general framework for rule

induction, that we called ENDER. In this framework, an ensemble of decision rules

is constructed by boosting or forward stagewise additive modeling. We have shown

that several other approaches to rule induction, including the sequential covering, fall

into this framework. The ENDER algorithm has been analyzed, both theoretically and

experimentally.

From the theoretical analysis, it follows that the minimization technique influences

the coverage of the rule. The most general rules (i.e., rules with the highest coverage)

are produced by the gradient descent. This technique is a particular case of the constant-

step minimization, with the step length tending to 0. The constant-step minimization

technique is particularly well-tailored for decision rules, since the step length controls

the rule coverage. This feature is interesting from knowledge discovery point of view.

The simultaneous minimization produces smaller rules than the gradient descent. The

gradient boosting and the gradient descent result in a similar form of the functional to

be minimized, but the former penalizes larger rules.

It follows that the choice of the loss function has only a little impact on the accu-

racy of predictions. We showed, however, that the use of regularization may signifi-

cantly improve the performance. The regularization in ENDER consists in shrinkage

and sampling. Moreover, the rule response is computed over all training examples,

independently of the fact whether a rule was built using a subsample or not. This

regularization constitutes an alternative to post-pruning that is often used in induction

of decision rules. In the experiments, ENDER outperformed all other rule induction

algorithms. Let us finally remark that the learning procedure is very fast and proved

to be efficient in computational experiments.

We hope that this paper will increase the interest in rule-based classifiers that seem

to be at least as attractive as decision trees.
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Greco S, Pawlak Z, Słowiński R (2004) Can Bayesian confirmation measures be useful for rough set deci-

sion rules. Eng Appl Artif Intell 17(4):345–361

Grzymala-Busse JW (1992) LERS—a system for learning from examples based on rough sets. In: Słowiński
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