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ABSTRACT
The surging of deep learning brings new vigor and vitality to shape
the prospect of intelligent Internet of Things (IoT), and edge intel-
ligence arises to provision real-time deep neural network (DNN)
inference services for mobile users. To perform efficient and effec-
tive DNN model training in edge environments while preserving
training data security and privacy of IoT devices, federated learning
has been envisioned as an ideal learning paradigm for this purpose.
In this paper we study energy-aware DNN model training in an
edge environment. We first formulate a novel energy-aware, device-
to-device (D2D) assisted federated learning problem with the aim to
minimize the global loss of a training DNN model, subject to band-
width capacity on an edge server and the energy capacity on each
IoT device. We then devise an efficient heuristic algorithm for the
problem. The crux of the proposed algorithm is to explore the en-
ergy usage of neighboring devices of each device for its local model
uploading, by reducing the problem to a series of maximum weight
matching problems in corresponding auxiliary graphs. We finally
evaluate the performance of the proposed algorithm through exper-
imental simulations. Experimental results show that the proposed
algorithm is promising.
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1 INTRODUCTION
Deep learning is a technique that utilizes DNNs to learn patterns of
a group of data. Traditional training of DNNs needs users to upload
their data to a centralized server, which has a high risk of privacy
violation. Federated learning provides a solution to utilizing the
data on training while protecting privacy by allowing each device
uploads its local model to an edge server for aggregation [13]. How-
ever, devices with longer distances from the edge server need to
use larger transmission power to upload their local models, thereby
consuming much more energy than those with shorter distances.
Also, training a large-scale DNN model needs a large volume of
data transmissions between devices and the edge server, this intro-
duces communication overhead [5]. To alleviate the communication
overhead on uploading local models, in this paper we introduce an
energy-aware, device-to-device (D2D) assisted uploading concept
to address this issue. Devices are paired according to their distances
and energy availability. For each pair of devices, the one with less
energy budget sends its trained local model to the one with more
energy budget, and the received device aggregates the received
model with its local model and uploads the aggregated model.

Performing energy-aware federated learning in edge environ-
ments poses several challenges: First, by allocating more energy to
computation, a device can train its local model on a larger volume
portion of its collected data set, but this leaves the device less en-
ergy on its local model uploading or vice versa. How to strive for a
non-trivial trade-off of energy allocations between its local model
training and local model transmission/uploading is challenging.
Second, due to the heterogeneity of computing power and volume
of collected data, different devices have different energy budgets
at each training round, the choice of pairing devices heavily im-
pacts on not only the transmission energy consumption of devices
but also the amount of data used for local model training, thereby
affecting the accuracy and convergence of model learning, how
to identify devices and form device pairs such that the training
convergence can be guaranteed is challenging. Finally, the wireless
bandwidth capacity of the edge server usually is bounded, which
can support up to 𝐾 devices rather than all devices to upload their
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local models to the server simultaneously at each round. As the
contributions of different devices to the global model are different,
the contributions of some devices are more important than those
of others, and it is critical to identify the 𝐾 important devices from
all devices that are able to upload their (aggregated) local models
to the edge server, in order to ensure the model training efficiency
and accuracy. In the rest of this paper, we will tackle the challenges.

The novelty of this paper lies in that we consider energy-aware
D2D assisted federated learning in edge computing, and utilize
neighbor devices of each device for its local model uploading.

The main contributions of this paper are given as follows. We
formulate a novel energy-aware, D2D-assisted federated learning
problem in an edge computing network with the aim to minimize
the expected loss of a DNN model training, subject to the wireless
bandwidth capacity on an edge server, and energy capacity and
transmission range constraints on devices. We propose an efficient
heuristic algorithm for the problem, by reducing the problem to a
series of maximum weight matching problems in corresponding
auxiliary graphs. In the end, we evaluate the performance of the
proposed algorithm through experimental studies. Experimental
results demonstrate that the proposed algorithm is promising.

The paper is organized as follows. Section 2 reviews related
works. Section 3 introduces the system model and defines the prob-
lem formally. Section 4 proposes an efficient algorithm for the
general problem. Section 5 evaluates the proposed algorithm em-
pirically, and Section 6 concludes the paper.

2 RELATEDWORK
Federated learning in edge computing environments has been ex-
tensively investigated recently, and most studies focused on the
energy consumption of devices and edge servers, others dealt with
the non-trivial trade-off between the communication cost, the accu-
racy of solutions, and the convergence speeds of different learning
algorithms. For example, Wang et. al [11] focused on the trade-off
between the communication cost and the convergence performance.
Dinh et al [3] concentrated on the trade-off between the energy
consumption and convergence, and proposed a new federated learn-
ing algorithm with the assumption of strongly convex and smooth
loss functions. The crux of their algorithm is a new local surro-
gate function for each device to train its local model approximately
up to a local accuracy level. Sun et. al [9] considered long-term
energy-aware dynamic edge server scheduling problem, by devel-
oping an online scheduling algorithm with the aim to maximize
the average number of edge server participation in training at each
training iteration. Tu et. al [10] studied the federated learning in a
fog computing environment where devices are allowed to offload
their local data to other devices for processing and discard some
of their data. They focused on the impact of data transfer between
devices and data discarding on model training. They proposed a
data transfer scheme to minimize both computing and communica-
tion costs while bounding the influence of data transfer and data
discarding on training the model.

3 PRELIMINARIES
In this section, we first introduce the system model, notions and
notations. We then define the problem precisely.

3.1 System model
We consider a set of devices 𝑉 = {𝑣1, 𝑣2, . . . , 𝑣 |𝑉 | } and an edge
server 𝑠 . Denote by 𝑑𝑖, 𝑗 the distance between device 𝑣𝑖 and 𝑣 𝑗 with
0 ≤ 𝑖, 𝑗 ≤ |𝑉 |. Each device 𝑣𝑖 ∈ 𝑉 has a data set D𝑖 . Denote by
D = ∪ |𝑉 |

𝑖=1D𝑖 the data set of all devices. Each device 𝑣𝑖 has a set
P of finite transmission power levels. Device 𝑣𝑖 uses one of the
transmission power level 𝑝𝑖 (𝑡) ∈ P for communication at round
𝑡 where 1 ≤ 𝑡 ≤ 𝑇 . We further assume that the federated learning
process takes𝑇 training rounds. At each round 𝑡 , each device 𝑣𝑖 ∈ 𝑉
can perform its local training for 𝜏 epochs, assuming that the energy
budget E𝑖 (𝑡) of 𝑣𝑖 at round 𝑡 is given [1]. Due to limited wireless
bandwidth on edge server 𝑠 , we assume that at most 𝐾 devices
can upload their local models to the server simultaneously at each
round 𝑡 , where 1 ≤ 𝐾 ≤ |𝑉 |.

3.2 Federated learning in edge computing
Let (𝑥,𝑦) be one data point in the data set D, where 𝑥 is the input
feature and 𝑦 is the label of the data point. We aim to train a DNN
to minimize the error between the output of the neural network
and label 𝑦 under a given input 𝑥 . Specifically, the error is defined
by a loss function 𝑙 (𝑤, 𝑥,𝑦) depending on the application scenario
of the neural network [13], and 𝑤 is the model parameter of the
DNN model, which is a vector. The loss function on data set D is

𝐿(𝑤 | D) =
∑
(𝑥,𝑦) ∈D 𝑙 (𝑤, 𝑥,𝑦)

|D| . (1)

The training objective is to find an optimal model parameter𝑤∗ to
minimize the value of 𝐿(𝑤 | D).

Due to limited wireless bandwidth capacity 𝐵 of edge server 𝑠
in the defined system model, it is impossible to allow all devices to
upload their models to the server at the same time. Instead, a subset
of devices 𝑉 𝑡

𝑓 𝑒𝑑
⊂ 𝑉 is chosen to participate in model training at

each round 𝑡 . Specifically, each device 𝑣𝑖 ∈ 𝑉 𝑡𝑓 𝑒𝑑 uniformly samples
a subset S𝑖 (𝑡) of its data set D𝑖 for local model training under
its energy budget E𝑖 (𝑡) for round 𝑡 . Within each round 𝑡 , recall
that each device 𝑣𝑖 ∈ 𝑉 𝑡𝑓 𝑒𝑑 applies 𝜏 gradient descent steps to train

its local model𝑤𝑖 (𝑡). Denote by𝑤𝑘𝑖 (𝑡) the local model parameter
of device 𝑣𝑖 after the 𝑘th local training epoch with 𝑘 = 1, 2, . . . , 𝜏 .
Then,𝑤0

𝑖
(𝑡) = 𝑤 (𝑡 −1) is the global model parameter distributed by

server 𝑠 after finishing local model training at round 𝑡 − 1. During
each epoch 𝑘 of round 𝑡 with 1 ≤ 𝑘 ≤ 𝜏 , device 𝑣𝑖 updates its local
model as follows.

𝑤𝑘𝑖 (𝑡) = 𝑤
𝑘−1
𝑖 (𝑡) − [ · ∇𝐿𝑖 (𝑤𝑘−1𝑖 (𝑡) | S𝑖 (𝑡)), (2)

while

∇𝐿𝑖 (𝑤𝑘−1𝑖 (𝑡) | S𝑖 (𝑡)) =
∑
(𝑥,𝑦) ∈S𝑖 (𝑡 ) ∇𝑙 (𝑤

𝑘−1
𝑖
(𝑡), 𝑥,𝑦)

|S𝑖 (𝑡) |
, (3)

where [ is the learning rate, and ∇𝑙 (𝑤𝑘−1
𝑖
(𝑡), 𝑥,𝑦) is the gradient

of the loss function 𝑙 (𝑤, 𝑥,𝑦) with respect to𝑤𝑘−1
𝑖
(𝑡) on each data

point (𝑥,𝑦) ∈ S𝑖 (𝑡) at epoch (𝑘 − 1) within round 𝑡 . Having 𝜏-
epoch local training at round 𝑡 , some device 𝑣𝑖 ∈ 𝑉 𝑡𝑓 𝑒𝑑 uploads its
trained (or aggregated) local model𝑤𝑖 (𝑡) (= 𝑤𝜏𝑖 (𝑡)) to server 𝑠 . The
uploaded local models from devices in 𝑉 𝑡

𝑓 𝑒𝑑
are then aggregated at
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server 𝑠 as follows [11].

𝑤 (𝑡) =

∑
𝑣𝑖 ∈𝑉 𝑡

𝑓 𝑒𝑑
|S𝑖 (𝑡) | ·𝑤𝜏𝑖 (𝑡)∑

𝑣𝑖 ∈𝑉 𝑡
𝑓 𝑒𝑑
|S𝑖 (𝑡) |

. (4)

Server 𝑠 then distributes the aggregated global model𝑤 (𝑡) back to
each device in 𝑉 in the beginning of the next round 𝑡 + 1.

3.3 Energy-budgeted D2D assisted uploading
We here allow devices with sufficient energy to serve as relay nodes
to help those devices with less energy to upload their local models
to the server, thereby reducing the energy consumption of those
less-energy devices. Meanwhile, the relay devices can aggregate
the local models of relayed neighbors locally prior to uploading
the aggregated local models to the server. Specifically, each device
𝑣𝑖 ∈ 𝑉 𝑡𝑓 𝑒𝑑 has a destination𝜙𝑣𝑖 (𝑡) at round 𝑡 , which is either another
device or server 𝑠 . To avoid a long training delay, each device can
only serve as either relay or relayed node at each round exclusively.
The transmission range \𝑖 (𝑝𝑖 (𝑡)) of device 𝑣𝑖 ∈ 𝑉 at round 𝑡 usually
is determined by its transmission power level 𝑝𝑖 (𝑡) ∈ P, a device
𝑣 𝑗 or server 𝑠 can be the destination of device 𝑣𝑖 only if it is within
the transmission range of 𝑣𝑖 , i.e., 𝑑𝑖,𝜙𝑣𝑖

(𝑡 ) ≤ \𝑖 (𝑝𝑖 (𝑡)).
Denote by C𝑣𝑖 (𝑡) the set of nodes using 𝑣𝑖 as their relays at train-

ing round 𝑡 , we have |C𝑣𝑖 (𝑡) | ≤ 1. Similarly, C𝑠 (𝑡) is the set of nodes
that can send their models to server 𝑠 directly. Since energy is the
main constraint on devices, we assume that devices communicate
with server 𝑠 by adopting the Orthogonal Frequency-DivisionMulti-
plexing Access (OFDMA) mode. Due to limited wireless bandwidth
constraint on the edge server, we assume that at most 𝐾 devices
can send their local models to 𝑠 directly with 1 ≤ 𝐾 ≤ |𝑉 | at each
round, that is, |C𝑠 (𝑡) | ≤ 𝐾 . Having local training on its data set
S𝑖 at round 𝑡 , device 𝑣𝑖 ∈ 𝑉 𝑡𝑓 𝑒𝑑 then sends its local model𝑤𝜏

𝑖
(𝑡) to

its destination 𝜙𝑣𝑖 (𝑡) or server 𝑠 . If its destination 𝜙𝑣𝑖 (𝑡) is not to
server 𝑠 , device 𝑣 𝑗 (= 𝜙𝑣𝑖 (𝑡)) will aggregate its local model with its
received local model from 𝑣𝑖 , and transmits the aggregated result
to server 𝑠 to reduce transmission energy consumption. For each
device 𝑣𝑖 whose destination is server 𝑠 , denote by𝑤𝑔

𝑖
(𝑡) the result

of local aggregation of 𝑣𝑖 . The aggregation at device 𝑣𝑖 is

𝑤
𝑔

𝑖
(𝑡) = |S𝑖 (𝑡) | ·𝑤𝜏𝑖 (𝑡) +

∑︁
𝑣𝑗 ∈C𝑣𝑖 (𝑡 )

|S𝑗 (𝑡) | ·𝑤𝜏𝑗 (𝑡) (5)

The global model at server 𝑠 after round 𝑡 is updated as follows.

𝑤 (𝑡) =
∑
𝑣𝑖 ∈C𝑠 (𝑡 ) 𝑤

𝑔

𝑖
(𝑡)∑

𝑣𝑖 ∈𝑉 𝑡
𝑓 𝑒𝑑
|S𝑖 (𝑡) |

, (6)

It can be seen that𝑤 (𝑡) in Eq. (6) is equivalent to it in Eq.(4).

3.4 Energy consumption of devices
Denote by 𝐶 the size of the DNN model 𝑤 . The channel gain
ℎ𝑖,𝜙𝑣𝑖

(𝑡 ) [8] between device 𝑣𝑖 and device 𝜙𝑣𝑖 (𝑡) is

ℎ𝑖,𝜙𝑣𝑖
(𝑡 ) =

𝛼

𝑑2
𝑖,𝜙𝑣𝑖

(𝑡 )
, (7)

where 𝛼 is the channel gain at the reference distance of 1 meter.
By uploading its local model𝑤𝜏

𝑖
(𝑡) to device 𝜙𝑣𝑖 (𝑡), the amount of

transmission energy consumed by device 𝑣𝑖 is

𝑇𝑟𝑎𝑛𝑣𝑖 (𝑡) =
𝐶 · 𝑝𝑖 (𝑡)

𝐵 · log2 (1 +
𝑝𝑖 (𝑡 ) ·ℎ𝑖,𝜙𝑣𝑖 (𝑡 )

𝜎2 )
, (8)

where 𝜎 is the white Gaussian noise power, and 𝐵 is the wireless
bandwidth capacity.

Let𝜓𝑖 be the energy consumption of training on one data point
per epoch at device 𝑣𝑖 . The total computing energy consumption
of 𝑣𝑖 on local model training at round 𝑡 is

𝐶𝑜𝑚𝑝𝑣𝑖 (𝑡) = 𝜓𝑖 · |S𝑖 (𝑡) | · 𝜏 . (9)

The total energy consumption of device 𝑣𝑖 at round 𝑡 should be
no greater than its energy budget E𝑖 (𝑡).

𝑇𝑟𝑎𝑛𝑣𝑖 (𝑡) +𝐶𝑜𝑚𝑝𝑣𝑖 (𝑡) ≤ E𝑖 (𝑡) . (10)

3.5 Problem definition
Given a set of devices 𝑉 and an edge server 𝑠 , they collaboratively
perform federated learning to train a DNN model with a parameter
vector (global model)𝑤 , each device 𝑣𝑖 ∈ 𝑉 has a set of transmission
power levels P. Each device 𝑣𝑖 can sample a subset S𝑖 (𝑡) of its data
set D𝑖 at each round 𝑡 , and may upload its trained local model to
server 𝑠 directly or via another device, assuming that there are 𝑇
rounds for the DNN model training, the energy-aware D2D-assisted
federated learning problem in an edge computing network is to
determine the devices to participate in training at each round 𝑡 , the
number of sampled data points, the transmission power level of each
chosen device, and the destination device of each chosen device to
upload its local model at each round 𝑡 with 1 ≤ 𝑡 ≤ 𝑇 , such that the
expected loss E[𝐿(𝑤 (𝑇 ) | D)] of the global model over the data
set D (= ∪ |𝑉 |

𝑖=1D𝑖 ) is minimized, subject to the maximum number
𝐾 of devices that can communicate with the server simultaneously,
1 ≤ 𝐾 ≤ |𝑉 |, the wireless bandwidth capacity𝐵, the energy capacity
and the maximum transmission range of each device. The objective
of the problem is to

minimize E[𝐿(𝑤 (𝑇 ) | D)], (11)

where E[𝐿(𝑤 (𝑇 ) | D)] is the expectation of 𝐿(𝑤 | D).

4 ALGORITHM FOR THE ENERGY-AWARE
D2D-ASSISTED FEDERATED LEARNING
PROBLEM

4.1 Device choices at each round
Since data generated by different devices may not follow identical
and individual distributions, the optimal model 𝑤∗

𝑖
for the local

loss may not be optimal for the global model. As device 𝑣𝑖 only
samples data points in its data set, 𝑣𝑖 can only train the local model
𝑤𝑖 towards 𝑤∗𝑖 . The global model 𝑤 is strongly biased towards
the chosen devices that participate in training. To mitigate biased
model training caused by some but not all devices in𝑉 participating
in training on the global model, we propose an efficient strategy
for device choices. First, to ensure the quality of local training,
it requires each chosen device to train on at least 𝛿 · |D𝑖 | data
points with 𝛿 · |D𝑖 | ≤ |S𝑖 (𝑡) |, where 𝛿 is a given threshold with
0 < 𝛿 ≤ 1. Cho et al. showed that devices with higher local loss
make the learning convergence faster [2], this implies that devices

 

35



MSWiM ’22, October 24–28, 2022, Montreal, QC, Canada Yuchen Li et al.

with higher local losses will have higher priorities to participate in
training at that round. It thus is the key to choosing a subset 𝑉 𝑡

𝑓 𝑒𝑑

of devices with high local losses to participate in training at each
round 𝑡 . To this end, each device 𝑣𝑖 samples a small portion of its
data set and makes use of the sampled data points to estimate the
local loss �̂�(𝑤𝑖 (𝑡 − 1) | D𝑖 ) at the beginning of the next round 𝑡 . A
device 𝑣𝑖 that does not participate in training at round 𝑡 has either a
lower local loss than those of devices in 𝑉 𝑡

𝑓 𝑒𝑑
, or a higher local loss

than some of the devices in 𝑉 𝑡
𝑓 𝑒𝑑

but may cause that the devices
with higher local loss than it have inadequate energy to train.

4.2 Algorithm overview
The basic idea behind the proposed algorithm is to reduce the
problem to a series of maximum weight matching problems in
different auxiliary graphs. Specifically, we start by sorting devices
in 𝑉 in non-decreasing order of their estimated local loss. For the
sake of convenience, let 𝑣1, 𝑣2, . . . , 𝑣 |𝑉 | be the sorted devices, where
𝑣1 and 𝑣 |𝑉 | have the lowest and highest local losses, respectively.
We then construct an auxiliary graph G(𝑡) = (𝑈 , 𝐸;𝑤 (·, ·)) that is
similar to the auxiliary graphwe did in the previous section at round
𝑡 with 1 ≤ 𝑡 ≤ 𝑇 , where the vertex set𝑈 consists of vertices 𝑢𝑖 and
𝑢′
𝑖
for each device 𝑣𝑖 ∈ 𝑉 and 2|𝑉 |−2𝐾 dummy vertices representing

server 𝑠 . The construction of the edge set 𝐸 is as follows. For each
device 𝑣𝑖 ∈ 𝑉 , to fulfill the number of sampled data points, 𝑣𝑖 must
spend at least the amount𝜓𝑖 ·𝛿 · |D𝑖 | ·𝜏 of energy on training. Denote
by E′

𝑖
(𝑡) = E𝑖 (𝑡)−𝜓𝑖 ·𝛿 · |D𝑖 | ·𝜏 the transmission energy budget of 𝑣𝑖

at round 𝑡 . From Eq. (8), to save energy of devices on transmissions,
one device should select a minimum transmission power level in
P such that its destination node is within the transmission range.
Denote by 𝑝𝑚𝑖𝑛

𝑖
(𝑣 𝑗 ) and 𝑝𝑚𝑖𝑛𝑖

(𝑠) the minimum transmission power
levels of 𝑣𝑖 that 𝑣 𝑗 or 𝑠 are within the transmission range of 𝑣𝑖 when
it adopts that power level accordingly. Denote by 𝑡𝑟𝑎𝑛(𝑣𝑖 , 𝑣 𝑗 ) and
𝑡𝑟𝑎𝑛(𝑣𝑖 , 𝑠) the amounts of energy consumed by transmitting its
local model to device 𝑣 𝑗 or service 𝑠 respectively by adopting the
minimum transmission power levels. If the required transmission
energy constraint can be met (i.e., 𝑡𝑟𝑎𝑛(𝑣𝑖 , 𝑠) ≤ E𝑖 (𝑡) − E′𝑖 (𝑡)),
add an edge 𝑒 (𝑢𝑖 , 𝑢′𝑖 ) to 𝐸 in G(𝑡) with weight of 𝑤 (𝑢𝑖 , 𝑢′𝑖 ) (= 2𝑖 ),
assuming that device 𝑣𝑖 has the 𝑖th lowest estimated local loss,
where edge 𝑒 (𝑢𝑖 , 𝑢′𝑖 ) with weight 2𝑖 indicates the high priority of
𝑣𝑖 as a potential uploading device at round 𝑡 and upload its local
model to 𝑠 directly if it is chosen. For each pair of devices 𝑣𝑖 and
𝑣 𝑗 with 𝑖 > 𝑗 , if 𝑡𝑟𝑎𝑛(𝑣𝑖 , 𝑣 𝑗 ) ≤ E𝑖 (𝑡) − E′𝑖 (𝑡) and 𝑡𝑟𝑎𝑛(𝑣 𝑗 , 𝑣𝑠 ) ≤
E𝑖 (𝑡) − E′𝑗 (𝑡), add an edge 𝑒 (𝑢𝑖 , 𝑢 𝑗 ) to 𝐸 with weight of𝑤 (𝑢𝑖 , 𝑢 𝑗 )
(= 2𝑖 + 2𝑗 ). This means that 𝑣𝑖 sends its trained local model to
𝑣 𝑗 , 𝑣 𝑗 then aggregates the received local model of 𝑣𝑖 with its local
model and uploads the aggregated model to server 𝑠; Otherwise,
if 𝑡𝑟𝑎𝑛(𝑣 𝑗 , 𝑣𝑖 ) ≤ E𝑖 (𝑡) − E′𝑗 (𝑡) and 𝑡𝑟𝑎𝑛(𝑣𝑖 , 𝑣𝑠 ) ≤ E𝑖 (𝑡) − E

′
𝑖
(𝑡)),

we add an edge 𝑒 (𝑢𝑖 , 𝑢 𝑗 ) to 𝐸 with weight of𝑤 (𝑢𝑖 , 𝑢 𝑗 ) (= 2𝑖 + 2𝑗 ),
the operations are similar, instead, 𝑣𝑖 will upload the aggregated
model to server 𝑠 . For any pair of a dummy vertex 𝑢a

𝑗
and a device

vertex 𝑢𝑖 , add an edge 𝑒 (𝑢a
𝑗
, 𝑢𝑖 ) with weight of∞ to 𝐸. LetM(𝑡) be

the maximum weight matching in G(𝑡), and the 𝐾 chosen devices
driven fromM(𝑡) form a solution of the problem.

4.3 Algorithm
The proposed algorithm proceeds as follows. In the beginning of
each round 𝑡 , each device 𝑣𝑖 samples a small subset of its data set
D𝑖 to estimate the local loss �̂�(𝑤 (𝑡 − 1) | D𝑖 ). A weighted auxiliary
graph G(𝑡) then is constructed, and the estimated local loss and
device ranking are used to assign weights to the edges in the graph.
A maximum weight matchingM(𝑡) in G(𝑡) then is found, and a
feasible solution to the problem finally is derived from themaximum
weight matchingM(𝑡). That is, if edge 𝑒 (𝑢𝑖 , 𝑢′𝑖 ) ∈ M(𝑡), device
𝑣𝑖 uploads its local model to server 𝑠 directly; otherwise, if edge
𝑒 (𝑢𝑖 , 𝑢 𝑗 ) ∈ M(𝑡) with 𝑖 > 𝑗 and 𝑡𝑟𝑎𝑛(𝑣 𝑗 , 𝑠) ≤ E𝑖 (𝑡) − E′𝑖 (𝑡), device
𝑣 𝑗 is the destination of 𝑣𝑖 , aggregates its local model with the local
model of 𝑣𝑖 and uploads the aggregated local model to 𝑠 ; Similarly,
if 𝑒 (𝑢𝑖 , 𝑢 𝑗 ) ∈ M(𝑡) with 𝑖 > 𝑗 but 𝑡𝑟𝑎𝑛(𝑣 𝑗 , 𝑠) > E𝑖 (𝑡) − E′𝑖 (𝑡),
𝑣 𝑗 sends its local model to 𝑣𝑖 for aggregation and 𝑣𝑖 uploads the
aggregated model to server 𝑠 . The rest devices that are not incident
to any matching edge inM(𝑡) will not participate in training at
round 𝑡 . As a result, the number of sampled data points |S𝑖 (𝑡) | of
device 𝑣𝑖 at round 𝑡 is ⌊

E𝑖 (𝑡 )−𝑇𝑟𝑎𝑛𝑣𝑖 (𝑡 )
𝜓𝑖

⌋. The detailed algorithm
for the energy-aware D2D assisted federated learning problem is
given in Algorithm 1.
Algorithm 1 Algorithm for the energy-aware D2D-assisted feder-
ated learning problem
Input: A set of devices 𝑉 , a server 𝑠 , the data set D𝑖 of each device 𝑣𝑖 ∈ 𝑉 , an

edge budget E𝑖 (𝑡 ) of 𝑣𝑖 at round 𝑡 , a set of transmission power level P, a given
threshold 𝛿 and a DNN model 𝑤 to be trained at 𝑡 round with 1 ≤ 𝑡 ≤ 𝑇 .

Output: The set𝑉 𝑡
𝑓 𝑒𝑑

of devices that participate in training, the offloading destination
𝜙𝑣𝑖
(𝑡 ) , the set of sampled data S𝑖 (𝑡 ) , and the transmission power level 𝑝𝑖 (𝑡 ) of

each chosen device 𝑣𝑖 at each round 𝑡 .
1: for 𝑡 ← 1 to𝑇 do
2: Each device 𝑣𝑖 ∈ 𝑉 estimate the local loss �̂� (𝑤 (𝑡 − 1) | D𝑖 ) ; Sort vertices in

𝑉 in non-decreasing order of the estimated loss;
3: Initialize𝐺 (𝑡 ) = (𝑈 , 𝐸 ) where𝑈 ← ∅; 𝐸 ← ∅;
4: for 𝑖 ← 1 to |𝑉 | do
5: 𝑈 ← 𝑈 ∪ {𝑢𝑖 ,𝑢′𝑖 } and calculate 𝑝𝑚𝑖𝑛

𝑖
(𝑠 ) , 𝑡𝑟𝑎𝑛 (𝑣𝑖 , 𝑠 ) ;

6: if 𝑡𝑟𝑎𝑛 (𝑣𝑖 , 𝑠 ) +𝜓𝑖 · 𝛿 · |D𝑖 | · 𝜏 ≤ E𝑖 (𝑡 ) then
7: 𝐸 ← 𝐸 ∪ {𝑒 (𝑢𝑖 ,𝑢′𝑖 ) }; 𝑤 (𝑢𝑖 ,𝑢′𝑖 ) ← 2𝑖 ;
8: for 𝑖 ← 1 to |𝑉 | do
9: for 𝑗 ← 𝑖 + 1 to |𝑉 | do
10: Calculate 𝑝𝑚𝑖𝑛

𝑗
(𝑠 ) , 𝑡𝑟𝑎𝑛 (𝑣𝑖 , 𝑣𝑗 ) , and 𝑡𝑟𝑎𝑛 (𝑣𝑗 , 𝑠 ) ;

11: if (𝑡𝑟𝑎𝑛 (𝑣𝑖 , 𝑣𝑗 ) +𝜓𝑖 · 𝛿 · |D𝑖 | · 𝜏 < E𝑖 (𝑡 ) and 𝑡𝑟𝑎𝑛 (𝑣𝑗 , 𝑠 ) +𝜓 𝑗 · 𝛿 ·
|D𝑗 | · 𝜏 < E 𝑗 (𝑡 ) ) or (𝑡𝑟𝑎𝑛 (𝑣𝑗 , 𝑣𝑖 ) +𝜓 𝑗 · 𝛿 · |D𝑗 | · 𝜏 < E 𝑗 (𝑡 ) and
𝑡𝑟𝑎𝑛 (𝑣𝑖 , 𝑠 ) +𝜓𝑖 · 𝛿 · |D𝑖 | · 𝜏 < E𝑖 (𝑡 ) ) then

12: 𝐸 ← 𝐸 ∪ {𝑒 (𝑢𝑖 ,𝑢 𝑗 ) }; 𝑤 (𝑢𝑖 ,𝑢 𝑗 ) ← 2𝑖 + 2𝑗 ;
13: 𝑈 ← 𝑈 ∪𝑈𝑑𝑢𝑚 , where𝑈𝑑𝑢𝑚 consists of 2 |𝑉 | − 2𝐾 vertices;
14: for each dummy vertex 𝑢a

𝑗
∈ 𝑈𝑑𝑢𝑚 do

15: for each vertex 𝑢𝑖 ∈ 𝑈 \𝑈𝑑𝑢𝑚 do
16: 𝐸 ← 𝐸 ∪ {𝑒 (𝑢𝑖 ,𝑢a

𝑗
) }; 𝑤 (𝑢𝑖 ,𝑢a

𝑗
) ← ∞;

17: Find a maximum weight matchingM(𝑡 ) in𝐺 (𝑡 ) , by applying the algorithm
in [4];

18: for 𝑖 ← 1 to |𝑉 | do
19: if 𝑒 (𝑢𝑖 ,𝑢′𝑖 ) ∈ M(𝑡 ) then
20: 𝜙𝑣𝑖

(𝑡 ) ← 𝑠 ;𝑉 𝑡
𝑓 𝑒𝑑
← 𝑉 𝑡

𝑓 𝑒𝑑
∪ {𝑣𝑖 }; |S𝑖 (𝑡 ) | ← ⌊ E𝑖 (𝑡 )−𝑡𝑟𝑎𝑛 (𝑣𝑖 ,𝑠 )𝜓𝑖

⌋;
21: if ∃ 𝑗 > 𝑖, 𝑠 .𝑡 . 𝑒 (𝑢𝑖 ,𝑢 𝑗 ) ∈ M(𝑡 ) then
22: 𝑉 𝑡

𝑓 𝑒𝑑
← 𝑉 𝑡

𝑓 𝑒𝑑
∪ {𝑣𝑖 , 𝑣𝑗 };

23: if 𝑡𝑟𝑎𝑛 (𝑣𝑖 , 𝑠 ) +𝜓𝑖 · 𝛿 · |D𝑖 | · 𝜏 < E𝑖 (𝑡 ) then
24: 𝜙𝑣𝑖

(𝑡 ) ← 𝑠 ; 𝜙𝑣𝑗
(𝑡 ) ← 𝑣𝑖 ;

25: |S𝑗 (𝑡 ) | ← ⌊
E 𝑗 (𝑡 )−𝑡𝑟𝑎𝑛 (𝑣𝑗 ,𝑣𝑖 )

𝜓𝑗
⌋; |S𝑖 (𝑡 ) | ← ⌊ E𝑖 (𝑡 )−𝑡𝑟𝑎𝑛 (𝑣𝑖 ,𝑠 )𝜓𝑖

⌋;
26: else
27: 𝜙𝑣𝑗

(𝑡 ) ← 𝑠 ; 𝜙𝑣𝑖
(𝑡 ) ← 𝑣𝑗 ;

28: |S𝑗 (𝑡 ) | ← ⌊
E 𝑗 (𝑡 )−𝑡𝑟𝑎𝑛 (𝑣𝑗 ,𝑠 )

𝜓𝑗
⌋; |S𝑖 (𝑡 ) | ← ⌊

E𝑖 (𝑡 )−𝑡𝑟𝑎𝑛 (𝑣𝑖 ,𝑣𝑗 )
𝜓𝑖

⌋;
29: return 𝑉 𝑡

𝑓 𝑒𝑑
, 𝜙𝑣𝑖
(𝑡 ) , S𝑖 (𝑡 ) for each device 𝑣𝑖 at round 𝑡 .
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Theorem 1. Given a set of devices 𝑉 and a server 𝑠 executing
federated learning, there is an efficient algorithm, Algorithm 1, for
the energy-aware D2D-assisted federated learning problem, which
takes O(𝑇 · |𝑉 |4).

Proof The proof is omitted due to space limitation.

5 PERFORMANCE EVALUATION
We consider an edge network that consists of 100 devices randomly
deployed in a circular area with a 500 meter radius and an edge
server co-located with an access point at the center of the area [7],
where the server can communicate with up to 20% of the devices
directly. The devices and the server collaboratively conduct a fed-
erated learning model training with 50 rounds, and each training
round consists of 𝜏 = 1 epoch. The set of transmission power
levels of each device is {0.2, 0.3, 0.4, 0.5}𝑊𝑎𝑡𝑡[7], and the corre-
sponding transmission distances of these transmission power levels
are set as {282, 346, 400, 447}𝑚𝑒𝑡𝑒𝑟𝑠 , respectively [12]. The energy
budget on each device at each round is randomly drawn in [0.02,
0.04] 𝐽𝑜𝑢𝑙𝑒𝑠[1]. The data set we adopt in this experiment is the
MNIST [11]. The DNN model we here use is Le-net5, which has
a size C of 1, 960 𝐾𝑏𝑖𝑡𝑠 [6]. The value in each figure is the mean
of the results out of 50 network instances of the same size. The
running time of an algorithm is obtained based on a machine with a
3.6𝐺𝐻𝑧 Intel i7 single-core CPU and 16𝐺𝐵 RAM. Unless otherwise
specified, these parameters will be adopted in the default setting.

To evaluate the performance of the proposed algorithms, we
first compare our algorithm against traditional federated learning
where we randomly select𝐾 devices to participate in the training at
each round [2], which is referred to as Baseline. We then devise a
heuristic algorithm Heur, which chooses the device with the highest
local loss from those non-chosen devices iteratively until no more
devices can be added at each round.

Figure 1: Convergence of different algorithms for the energy-
aware D2D-assisted federated learning problem with 𝑇 = 50.

We first investigate the performance of different algorithms for
the energy-aware D2D-assisted federated learning problem. From
Fig. 1, Algorithm 1 has the minimum final global loss among the
three algorithms„ and the reason is that Algorithm 1 selects the
devices with the highest estimated local losses.

We then study the impact of the number 𝜏 of training epochs per
round. To better illustrate the impact of 𝜏 , we scale up the energy
budget on each device 𝑣𝑖 to 𝜏 · E𝑖 (𝑡) at each round accordingly.
Fig. 2 (a) plots the final global losses of different algorithms. It can
be seen that Algorithm 1 has the best performance, as it has a lower
final global loss when 𝜏 is no greater than 4. This means that the
federated learning can train the model better with fewer training

epochs when applying Algorithm 1. Also, when 𝜏 = 10, the final
global loss of Heur is 10.7% larger than that of Algorithm 1.

(a) Final global loss (b) Average running time

Figure 2: Performance of different algorithms by varying the
number of training epochs 𝜏 per round.

6 CONCLUSION
In this paper, we studied the energy-aware D2D-assisted federated
learning problem in an edge computing environment, by utilizing
neighbor devices of a certain number of devices to help their local
model uploading. We developed an efficient heuristic algorithm for
the problem. We finally evaluated the performance of the proposed
algorithm by experimental simulations. Experimental results show
that the proposed algorithm is promising.
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