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An energy decomposition analysis (EDA) scheme is developed for understanding the intermolec-
ular interaction involving molecules in their excited states. The EDA utilizes absolutely localized
molecular orbitals to define intermediate states and is compatible with excited state methods based
on linear response theory such as configuration interaction singles and time-dependent density func-
tional theory. The shift in excitation energy when an excited molecule interacts with the environment
is decomposed into frozen, polarization, and charge transfer contributions, and the frozen term can
be further separated into Pauli repulsion and electrostatics. These terms can be added to their coun-
terparts obtained from the ground state EDA to form a decomposition of the total interaction energy.
The EDA scheme is applied to study a variety of systems, including some model systems to demon-
strate the correct behavior of all the proposed energy components as well as more realistic systems
such as hydrogen-bonding complexes (e.g., formamide-water, pyridine/pyrimidine-water) and halide
(F☞, Cl☞)-water clusters that involve charge-transfer-to-solvent excitations. Published by AIP

Publishing. https://doi.org/10.1063/1.5017510

I. INTRODUCTION

Environmental effects on ground states are the basis of
solvation phenomena which are well-known to strongly affect
solute molecular properties and chemical reactivity. Since
electronically excited states involve less strongly bound elec-
trons, often with much larger polarizabilities, environmen-
tal effects on such states will typically be larger as well as
less chemically intuitive than for ground states. One exam-
ple is the study of the solvent effects on excitation energies,
i.e., solvatochromism. Most dielectric continuum models1–3

and combined quantum mechanics and molecular mechan-
ics (QM/MM) methods4–6 focus on the electrostatic effect
(permanent and induced) of solvent on the solute molecules.
Other studies also pointed out that intermolecular Pauli repul-
sion is important especially when the solute excited states
are rather diffuse,7 and recently Kongsted and co-workers
addressed this problem by introducing an effective confine-
ment of the solute wavefunction.8,9 Another interesting topic
is the charge-transfer-to-solvent (CTTS) spectra,10 a unique
class of electronic spectra which are present in dipolar (e.g.,
aqueous) solution of small inorganic anions such as halides,
OH☞, and NO−3 . These anions undergo ionization rather than
excitation in their gas phase but can form stable excited states
in solutions. There have been extensive experimental11–13 and
theoretical14–19 studies on the CTTS spectra, and this phe-
nomenon is often explained by transfer of charges from anions

a)Electronic mail: mhg@cchem.berkeley.edu

to solution, where the delocalized electron is stabilized by the
surrounding solvent molecules.

Electrostatics, dispersion, and polarization (POL) are the
three types of long-range forces by which non-overlapping
molecules interact.20 In addition, Pauli repulsion and charge
transfer (CT) are well-known repulsive and attractive forces
between overlapping molecules. However, the definition of
all terms in the overlapping regime is inherently non-unique.
Energy decomposition analysis (EDA) decomposes the total
interaction energy into several scalars corresponding to the
aforementioned terms, thereby allowing an assessment of
their relative importance. Many EDA schemes have been
proposed and used for studying intermolecular interactions
between molecules in their ground states, as discussed below.
However, there are very few reported EDA approaches for
excited states. Recently, Slipchenko et al. reported the hybrid
QM/EFP (effective fragment potential) model21–23 for study-
ing excited states in the presence of a solvent environment.
Other approaches aiming to construct the effective poten-
tial exerted by the environment as a combination of several
physically meaningful components, such as the frozen den-
sity embedding (FDE)24–26 and polarizable density embed-
ding (PDE)8,9,27 schemes, can also be utilized to model sol-
vatochromic shifts. The fragment molecular orbital (FMO)
method has also been extended to excited states28 and used
to distinguish the role of POL and CT on examples of solva-
tochromism. Excited states of large clusters can also be treated
by ab initio implementations of the Frenkel-Davydov exci-
ton model,29–31 which uses a basis of monomer excitations
and reveals inter-monomer state mixings. These approaches
all represent useful adaptations of numerical methods for
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interpretive purposes, rather than a systematic effort to design

an excited state EDA.
Among the EDA schemes designed for ground state inter-

actions, two main categories are symmetry-adapted pertur-
bation theory (SAPT)32–36 and variational approaches.37–53

SAPT evaluates intermolecular interaction energies through
a perturbative approach, and it also provides a decomposi-
tion of the resulting energies into electrostatic, exchange-
repulsion, induction, and dispersion terms. Recent SAPT
advances include efficiency improvements using Kohn-Sham
density functional theory (KS-DFT)54,55 and efforts to sepa-
rate POL and CT in the induction term.56–58 Variational EDA
methods date back to the early Kitaura-Morokuma37,38 [for the
Hartree-Fock (HF) theory] and Ziegler-Rauk39,40 (for the Xα
method) approaches. Such methods partition intermolecular
interaction energies by constructing constrained intermedi-
ate states whose energies are upper bounds to the true total
energy.

The absolutely localized molecular orbital (ALMO)-
EDA51,52 [and the closely related block-localized wavefunc-
tion (BLW)-EDA46–48,59] is a more recent variational EDA
that separates the total interaction into contributions from
frozen (FRZ) interactions, POL, and CT. Its main feature is
the use of two intermediate states: an antisymmetrized Heitler-
London wavefunction constructed from converged MOs of the
monomers directly (for the evaluation of FRZ) and a varia-
tionally optimized state whose associated AO-to-MO coeffi-
cient matrix is constrained to be fragment-block-diagonal (to
separate POL and CT), using the so-called “self-consistent
field for molecular interactions” (SCF-MI) approach.60–62

Recent improvements to the ALMO-EDA include the devel-
opment of the fragment electrical response function (FERF)
model63 that yields POL (and CT) energies with a mean-
ingful complete basis set (CBS) limit, and a decomposition
of the frozen term into contributions from permanent elec-
trostatics, Pauli repulsion and dispersion.64 These advances
define the second generation of the ALMO-EDA method.53

Additionally a new connection between ALMO-EDA energy
contributions and experimental observables has been achieved
with the “adiabatic” ALMO-EDA65 that optimizes the struc-
ture and evaluates properties such as vibrational frequencies
and dipole moments on each constrained potential energy
surface.

Some recent developments encourage us to formulate an
EDA scheme based on ALMOs for intermolecular interac-
tions involving excited states. The first is the development of
ALMO-CIS,66 a local variant of the configuration interaction
singles (CIS) method.67,68 The ALMO-CIS wavefunction is
constructed from superposition of on-fragment single exci-
tations, i.e., from a fragment-localized occupied orbital, we
only allow excitations to virtual orbitals that are tagged to the
same fragment. ALMO-CIS excludes inter-fragment charge
transfer in a natural way and one can prove that it conserves
fragment Mulliken populations.69 This suggests that the CT
term can be defined as the difference between excited state
energies evaluated by ALMO-CIS and standard CIS, gener-
alizing the ground state CT which is the difference between
converged SCF-MI and full SCF energies. The second devel-
opment is that the ALMO-EDA has been recently extended

from SCF wavefunctions to post-SCF methods at the MP2
level.70,71 In MP2-ALMO-EDA, the MP2 correlation energy
is separated into contributions from four components: FRZ,
POL, CT, and dispersion, and the first three are then added
to their counterparts in the Hartree-Fock ALMO-EDA. Here
we may follow a similar procedure to formulate a CIS-based
EDA, as the CIS wavefunction is generated from the HF wave-
function, and the CIS excited state energy can be expressed
as a sum of the ground state (HF) energy and the excitation
energy.

In this work, we present a new EDA scheme for the study
of intermolecular interaction involving excited molecules
based on CIS [or linear response theory for single excita-
tions, to be more general, including time-dependent density
functional theory (TDDFT),67,72–74 particularly in the Tamm-
Dancoff approximation (TDA)75]. We focus our methodology
development on cases where the excitation can be assigned
to a single molecule within a complex, as is appropriate for
solvatochromism, for example. The remainder of the paper is
organized as follows: In Sec. II, we outline the theory for this
new ALMO-EDA scheme. We then present a series of case
studies in Sec. III. Some limitations of the method are dis-
cussed in Sec. IV including types of systems where the current
scheme could fail.

II. THEORY

The EDA presented here uses linear response theory
for single substitutions to treat the excited state. In this
section, we present the approach as generally as possible,
using CIS in one or two specific places where it is neces-
sary to illustrate the formalism. Thus the general expressions
below may be specialized to the CIS case by identifying
ground state energies as Hartree-Fock, E = EHF, unconstrained
excited state energies as CIS, E∗ = E∗CIS, and ALMO ground
and excited states as ALMO-HF and ALMO-CIS, respec-
tively. The EDA scheme is readily extensible to TDDFT
in the TDA approximation (and we have implemented the
method for this latter case also). Since nonorthogonal orbitals
are used at the frozen and polarized levels, we occasion-
ally need to employ tensor notation, where subscripts imply
covariant quantities (like orbitals or matrix elements) and
superscripts imply contravariant quantities such as excitation
amplitudes.76

The interaction energy associated with an excited cluster
is defined as the difference between the excited supersystem
energy, E∗, and the corresponding sum of fragment energies,
E∗frag, with a counterpoise correction for basis set superposition
error (BSSE),

∆E⋆
INT = E∗ − E∗frag + ∆E∗BSSE. (1)

To define E∗frag, we assume that one of the fragments (labeled
as fragment 1) has an excitation energy lower than the other
fragments, as might be the case for a solute embedded in a
solvent cluster. In that way, E∗frag is the sum of isolated fragment
energies, with fragment 1 excited and the rest remaining in the
ground state,

E∗frag = E∗1 +
∑

J>1

EJ . (2)
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Since E∗ = E + ω and E∗frag =
∑

J EJ + ω1 (ω1 is the excita-
tion energy of the isolated fragment F1), we can separate the
contribution from ground state and excitation energy as

∆E∗INT = ∆EINT + ∆ωINT, (3)

where∆EINT = E ☞

∑
JEJ is the ground state interaction energy

and ∆ωINT = ω ☞ ω1.
We note that there are different choices for the geome-

tries of the isolated fragments as well as the complex. Using
optimized ground state geometries for both fragments and
complexes is appropriate for a vertical excitation as a model of
absorption spectra. On the other hand, geometries optimized
for excited states (E∗ for the complex, E∗1 for isolated fragment
F1) are also required for studying emission spectra. We shall
confine ourselves to the absorption case here.

First we briefly recapitulate the decomposition of the
ground state interaction energy∆EINT. Given a fixed geometry
of a complex, the first-generation ground state ALMO-EDA51

decomposes the ground state interaction energy (∆E) into
frozen (FRZ), polarization (POL), and charge transfer (CT)
contributions,

∆EINT = ∆EFRZ + ∆EPOL + ∆ECT. (4)

The separation of these three terms is achieved by defin-
ing the frozen and polarized intermediate states. The frozen
MO coefficient matrix is constructed by concatenating the
isolated fragment MOs, and the energy of the frozen state
(EFRZ) is computed using the associated one-particle density
matrix. At the polarized level, the MOs are relaxed subject
to the constraint that the MO coefficient matrix is fragment-
block-diagonal, i.e., the MOs are “absolutely localized.”51,60

The energy lowering relative to the frozen state defines the
polarization energy (∆EPOL). Finally, an unconstrained SCF
calculation is performed for the whole system, yielding the
fully relaxed ground state energy denoted as E. The ground
state FRZ, POL, and CT terms are thus defined as

∆EFRZ = EFRZ −
∑

J

EJ , (5)

∆EPOL = EPOL − EFRZ, (6)

∆ECT = E − EPOL + ∆EBSSE. (7)

In the excited state EDA, we want to define the frozen
and polarized wavefunctions for the excited system (and their
associated energies E∗FRZ and E∗POL) so that the excited state
interaction energy (∆E∗INT) can be decomposed into the same
three terms as in the ground state EDA,

∆E∗INT = ∆E∗FRZ + ∆E∗POL + ∆E∗CT. (8)

For the reasons discussed in the Introduction, we use the
ALMO-CIS wavefunction (or its TDDFT or TDDFT/TDA
analog as appropriate) to describe the polarized excited system,
whose energy is labeled as E∗POL. The CT contribution to the
excited state interaction energy is then accounted for by the
difference between the unconstrained and polarized excited
state energies (with basis set superposition error correction
included also),

∆E∗CT = E∗ − E∗POL + ∆E∗BSSE. (9)

Recalling that in the ground state ALMO-EDA, ∆ECT

= E ☞ EPOL + ∆EBSSE, the CT term can also be rewritten
as

∆E∗CT = ∆ECT + ∆ωCT, (10)

where ∆ωCT = ω − ωPOL + ∆E∗BSSE − ∆EBSSE.
Next, at the frozen level, we want to freeze both the orbitals

and the excitation amplitudes. Then we calculate the frozen
excitation energy using the isolated fragment amplitudes t1.
The effect of other fragments on fragment 1’s excitation energy
enters only through the frozen Fock matrix. Specializing to
CIS, we obtain

ωFRZ =

∑

i,a,j,b∈F1

(FabSijt
ia
1 t

jb

1 − FijSabtia
1 t

jb

1 )

+
∑

i,a,j,b∈F1

〈ψiψb | |ψaψj〉t
ia
1 t

jb

1 + 2
∑

i,a∈F1

Fiazia
1 , (11)

The form of the first two terms in the above equation is
the same as the non-orthogonal CIS energy with isolated
fragment amplitudes, t1. The last term, which involves the
occupied-virtual block of the relaxed density of the isolated
fragment (z1), is a correction term that is necessary to obtain
the correct electrostatics in the non-overlapping regime.70 To
understand this latter term, one should notice that at long dis-
tance, the frozen term is dominated by electrostatics and we
expect

∂ωFRZ

∂E
= µ

1
CIS. (12)

Differentiating the first two terms in Eq. (11) gives Tr(µP1),
where µ is the dipole matrix in the AO basis and P1 is the
unrelaxed CIS difference density of fragment 1,

Pab
1 = Sijt

ia
1 t

jb

1 ,

P
ij

1 = −Sabtia
1 t

jb

1 .
(13)

Only when the last term is present, the correct dipole moment,
which is evaluated as Tr(µP̃1) using the relaxed density, P̃1,
can be recovered. The same issue arose in the MP2-ALMO-
EDA, where an additional term is also needed for the frozen
energy (see Ref. 70 for further discussion). Even so, there
remains some ambiguity in the overlapping regime, which
we now resolve. When the fragments overlap, we force the
virtual space to be orthogonal to the occupied space so as
to make the excitation well defined. Moreover, we reorthog-
onalize the virtual orbitals within fragments so that in this
projected-then-reorthogonalized basis, the fragment excited
states remain properly orthogonal to each other.

The frozen and polarization interaction of the excited
system is defined as

∆E∗FRZ = ∆EFRZ + ωFRZ − ω1 = ∆EFRZ + ∆ωFRZ, (14)

∆E∗POL = ∆EPOL + ωPOL − ωFRZ = ∆EPOL + ∆ωPOL. (15)

So far, we have defined the three terms in the EDA for excited
states and shown that all these terms can be split into a contri-
bution from the ground state (∆E, obtained by the ground state
ALMO-EDA) as well as corrections arising from the excitation
energies (∆ω). This is because with the linear response theory,
the wavefunction at each level of EDA uses their ground state
counterpart as a reference.
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The decomposition of ∆E∗ tells us the components of
interaction between excited and unexcited fragments, while
the decomposition of ∆ω is useful to interpret phenomena
such as solvatochromic shifts. There is no definite sign for the
∆ω′s. For example, the sign of ∆ωPOL can depend on whether
polarization in the excited state is more or less favorable than
that in the ground state. Since ALMO-CIS and standard CIS
use different molecular orbitals, the intra-fragment restriction
on excitation amplitudes made in ALMO-CIS does not make
the ALMO-CIS excitation energy an upper bound to full CIS,
which means ∆ωCT can sometimes be positive. Also, there is
no guarantee for the relative magnitude of ∆ω and ∆E, imply-
ing that in extreme cases ∆E∗POL and ∆E∗CT can also be positive
(which appears unintuitive). This possibility stems from the
fact that the excited state is not treated in an equal manner
as the ground state, as linear response theory is utilized to
evaluate the excitation energies, which uses the ground state
wavefunction as the reference.

The frozen interaction can be further decomposed. One
simple scheme is to define the electrostatic term as the
Coulomb interaction between charge distributions of isolated
fragments (the “quasi-classical” definition of electrostatics),

∆E∗CLS ELEC =

∑

I<J

∫ ∫
dr1dr2ρ

tot
I (r1)r−1

12 ρ
tot
J (r2), (16)

where ρtot
I

(r) = ρele
I

(r) + ρnuc
I

(r) is the sum of nuclear and
electronic densities of an isolated fragment. We use the relaxed
CIS state density for the excited fragment and HF density for
the rest (or the appropriate DFT analogs).

The Pauli term is then defined as the remainder of the
frozen energy,

∆E∗PAULI = ∆E∗FRZ − ∆E∗CLS ELEC. (17)

We note that the Pauli term defined in this way is contam-
inated by dispersion if TDDFT or TDA is used, especially
when employing dispersion-corrected functionals. It has been
shown that for the ground state, this could lead to a negative
Pauli term in the long range, which is deemed unphysical. A
more rigorous method has been proposed by Horn et al. to
decompose the ground state interaction energy into electro-
static, Pauli, and dispersion terms.64 This could potentially be
generalized to excited states cases in the future.

III. APPLICATIONS’ EXAMPLES

The excited state ALMO-EDA has been implemented
in a development version of the Q-Chem electronic struc-
ture program.77 As tests of our EDA scheme, we apply it to
five diverse systems: (a) water-charge interaction, (b) neon-
helium and helium dimers, (c) formamide-water dimer, (d)
pyridine/pyrimidine-water, and (e) halide-water. For systems
(a), (c), and (e), the geometries are optimized with MP278 and
the 6-311++G(2d,2p) basis set,79,80 and EDAs are performed
at the CIS/aug-cc-pVTZ81,82 level. For system (b), we also
use MP2 for geometry optimization and CIS for EDA, but a
modified 6-311(2+)G basis set is employed for the calcula-
tions for a better description of the Rydberg states. System
(d) uses geometries provided by the supplementary material

of a related study,83 and the EDA is based on TDDFT with the
Tamm-Dancoff approximation (TDA)75 at the ωB97X-D84/6-
311++G(d,p)79 level of theory. Counterpoise corrections for
BSSE are applied to all the EDA calculations.

A. Water-charge

The lowest singlet excited state of water is 11B1, with
primarily valence character.85 We investigate its interaction
with a +1 point charge placed on the bisector of the HOH
angle (on the oxygen side, as shown in Fig. 1). This system
is equivalent to H3O+, with one variable OH distance and two
fixed distances. Since there is only one fragment involved,
the ALMOs are the canonical MOs and ALMO-CIS is equiv-
alent to full CIS. This means that the charge transfer term
is zero by definition. To obtain the frozen and polarization
terms, we need to compute (1) ω1: the excitation energy of
water in the absence of the point charge; (2) ωFRZ: as defined
in Eq. (11), where the amplitudes are frozen and the pertur-
bation enters through the Fock matrix; (3) ωPOL: obtained
from a full CIS calculation on water in the presence of the
charge.

We scan the distance between water (using the center
of nuclear charges) and the point charge to obtain potential
energy curves for each level of excitation energies [Fig. 2(a)]
and the distance dependence of ∆ωFRZ, ∆ωPOL, and ∆ωINT

[Fig. 2(b)]. A necessary condition for our EDA scheme to
be legitimate is that the frozen and polarization terms must
have the correct long-range behavior. Since there is no Pauli
repulsion in this case, we expect to see that the frozen term
decays as R☞2, which is the correct behavior of a permanent
charge-dipole interaction. The polarization term, on the other
hand, should have an R☞4 distance dependence, which is the
character of a charge-induced dipole interaction. As shown
in Fig. 2(c), for the data points beyond 10 Å, the plots of
log(∆ωFRZ) and log(☞∆ωPOL) vs. log R have slopes ☞1.98 and
☞3.90, respectively, which are each quite close to the expected
values.

In the short range, the repulsive frozen (electrostatic) term
is simply a consequence of the sign-flipping of the water
dipole upon excitation. The short-range behavior of the polar-
ization term is more complicated as it is not monotonic. To
understand the polarization behavior, we look at how water’s
ground and excited state dipole moments vary when a +1
point charge is approaching (Fig. 3). In the long range, the
dipole moments of the ground and excited states have opposite

FIG. 1. Water molecule interacting with a point +1 charge. R is the distance
between the center of nuclear charges of water and the point charge.
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FIG. 2. (a) Excitation energy of water in the presence of a +1 charge at the isolated fragment (ω1), frozen (ωFRZ), and polarized (ωPOL) levels. (b) Decomposition
of the shifts in excitation energy: the sum of the FRZ and POL contributions gives the total shift (“INT”) due to the presence of +1 charge. (c) Plots of ∆ωFRZ
and ∆ωPOL vs. R at long range, on a logarithmic scale.

signs. Nonetheless, the positive charge always pulls electron
density towards itself, and the induction effect is substan-
tially stronger in the more polarizable excited state. There-
fore, at short distances (R < 4.5 Å), the excited state dipole
moment becomes even more negative than that of the ground
state.

These facts are also reflected in the contour plots of elec-
tron densities (Fig. 4), from which we can see that at both
2.8 Å and 5.0 Å, the electrons move towards the charge
and the changes in excited state densities are more sub-
stantial. The difference density ∆ρ = ρ∗ ☞ ρ has differ-
ent patterns at 2.8 Å and 5.0 Å, which is consistent with
the relative magnitude of dipole moments for ground and
excited states. When the distance becomes smaller than 3 Å,
the excited state dipole increases again. This is most likely
because now the point charge penetrates the electron density
of water and only part of its polarizing effect contributes to
the decrease of the dipole moment. This does not happen
to the ground state until R is close to 1 Å since the ground
state electron density is less diffuse than that of the excited
state.

B. Neon-helium dimer, clusters, and helium dimer

While the ground state binding energies of noble gas
clusters are entirely due to dispersion interactions, which are
neglected in CIS, shifts in the excitation energies of such clus-

FIG. 3. Values of the ground and first excited state dipole moments of water
varying with its distance from the +1 charge. When the point charge is absent,
µ(∞) = ☞1.98 D, µ∗(∞) = 1.51 D.

ters away from the atomic excitation can be well-described by
CIS,66,69,86 and our EDA can therefore be applied at that level.
The first singlet excited state of Ne is a 2p→ 3s Rydberg state,
at 18.4 eV, whereas the lowest singlet excited state of He (1s

→ 2s) is much higher (21.1 eV). Therefore the lowest singlet
excitation of the Ne–He dimer is expected to be Ne(2p→ 3s)
perturbed by the presence of helium. The Ne–He distance is
scanned from 1 Å to 6 Å. The excitation energy is found to
be blue-shifted for distances between 1.9 Å and 4.3 Å, which
is mainly due to Pauli repulsion [see Fig. 5(b)]. As the Ryd-
berg excited state is far more diffuse than the ground state, we
expect greater Pauli repulsion at long distances for the excited
state because of the increased overlap between the electronic
density of helium and neon.

From Fig. 5(b), it is interesting to see that the Pauli term
begins to drop when the distance becomes smaller, and the
excitation energy [Fig. 5(a)] exhibits a red shift for small
enough distances. At small distances, the ground state is also
subject to significant Pauli repulsion so that the difference
between excited and ground states becomes less prominent.
From Fig. 5(b), we also see that polarization is significantly
more favorable for the excited state (i.e., the Rydberg excited
state is far more polarizable than the ground state). CT is
also slightly more favorable in the excited state for distances
smaller than 4.4 Å.

The spectra of small helium clusters have been studied
experimentally87–89 and theoretically.66,69,86 By examining the
eigenstates, it has been shown that the red-edge states mainly
come from surface excitations, while the blue-edge states have
predominantly bulk character. To explore the origin of this
effect with a model system, we perform an EDA on the exci-
tation energies of NeHeN clusters, with one neon atom placed
at the center and varying numbers of helium atoms around
(see Fig. 6 for configurations). Every single atom is treated
as an individual fragment in these calculations. As shown in
Fig. 7, the blue shift of excitation energy comes from the
Pauli repulsion term (the other terms are all negative). This
is the main reason for a bulk state to be more blue-shifted
than a surface state. In addition, the Pauli repulsion is roughly
proportional to the number of helium atoms when N goes from
1 to 6. However, adding a second layer of 8 helium atoms
(N = 14) barely charges the EDA result, as the interaction
between the central neon and the second layer of helium
atoms is very weak (the Pauli term decays exponentially with
intermolecular distance).
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FIG. 4. Electron density difference
(EDD) contours showing changes upon
the excitation from the ground to first
excited state of water in the presence
of a +1 point charge located at R = (a)
2.8 Å and (b) 5 Å. In each row, the first
and second panels exhibit the polariza-
tion effect due to the +1 point charge,
and the third panel shows the difference
between the ground and excited state
densities. Values plotted are integra-
ted to the molecular plane (∆ρ(x, y)
= ∫ dz∆ρ(x, y, z)), and the contours are
evenly spaced at 0.1e☞/Å3 with positive
ones solid and negative ones dashed.
The black dots indicate the positions
of water’s nuclei. (a) +Q at 2.8 Å,
µ = ☞2.80 D, µ∗ = ☞11.34 D. (b) +Q at
5.0 Å, µ = ☞2.23 D, µ∗ = ☞0.19 D.

Finally, with some caution, we can also investigate the
interaction between two helium atoms. As the two fragments
are now identical, the excitation can reside on either helium
when the fragments are isolated, so there are two degenerate
reference states with excitation energyω0. We can use either as
the reference, in the current EDA scheme, and they will yield
degenerate frozen energies also. Note that one could break the
degeneracy at the frozen level through the configuration inter-
action between these degenerate references (excitons). The
effect of this “excitonic splitting” will be discussed in a future
publication, but for now, it is included in the polarization term.

Keeping that in mind, we examine the potential
energy curves for the helium dimer. The decomposition of

excitation energies resembles the neon-helium system, but
He–He has stronger polarization (more negative) and weaker
Pauli repulsion (less positive) such that that the excitation
energy is less blue-shifted at ∼3 Å and more red-shifted at
small distances [Figs. 8(a) and 8(b)]. The interaction in the
ground state is also less unfavorable for the helium dimer
[Fig. 8(c)]. As a result of all these factors, the excited helium
dimer is bound at small distances [Fig. 8(d)], while the interac-
tion between an excited neon atom and a ground state helium
atom is always unbound [Fig. 5(d)]. We also remind the reader
that dispersion interactions are neglected in CIS theory: they
would provide a small amount of additional binding in all
states.

FIG. 5. EDA results for the Ne-He
dimer (in eV): (a) excitation energies
evaluated at different EDA levels; [(b)–
(d)] decomposition of the shifts in exci-
tation energies (∆ω), ground state inter-
action energies (∆E), and first excited
state interaction energies (∆E∗), respec-
tively.
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FIG. 6. Structures of the NeHeN clusters, where N = 1, 2 (linear), 4 (square), 6
(octahedron), 14 (face-centered cubic). The distances between the center neon
and the first layer of helium atoms are 3.43 Å, which comes from a ground
state geometry optimization of the Ne–He dimer at the MP2/6-311(2+)G level.

FIG. 7. Decomposition of the shifts in Ne’s 2p → 3s excitation energy
(in eV) in NeHeN with varying numbers of helium atoms.

C. Formamide-water

Formamide is the simplest molecule that contains a pep-
tide linkage. The first excited state of formamide is known as
an n→ π∗ excitation.90 Experimental studies have shown that
in aqueous solutions, the n→ π∗ transition is blue-shifted by
0.27 eV compared to the gas phase result.91,92 Gordon and
co-workers performed a theoretical study using CIS on the
formamide-water complexes with 1–3 water molecules and
observed blue-shifted excitation energies in all calculations.93

FIG. 9. Two configurations of the formamide-water complex. The geometries
are optimized with MP2/6-311++G(2d,2p), as in Ref. 93. The ground and
excited state dipole moments of formamide are indicated by blue and brown
arrows, respectively, and the dipole moments of water are shown by purple
arrows.

With one water molecule, they identified two possible con-
figurations with different hydrogen-bond structures (shown in
Fig. 9), where the (a) configuration is lower in energy and has
a larger blue shift than (b).

Our EDA results in Table I indicate that the main reason
for the blue shifts in both configurations is the frozen inter-
action, where electrostatics and Pauli repulsion both favor the
ground state. It is reasonable that the excited state is subject to
stronger Pauli repulsion, as the electronic density is typically
more diffuse after excitation. The electrostatic interaction is
less favorable in the excited state because when the lone pair
electron is promoted to the empty π∗ orbital, the carbonyl oxy-
gen is not as negatively charged as in the ground state. To
better understand the change in electrostatics, we first look at
the dipole moments of water and formamide. In Fig. 9, we can
see that the direction of formamide’s dipole moment barely
changes after excitation, while its magnitude is significantly
reduced. This could result in a less favorable dipole-dipole
interaction in the excited state for both configurations.

However, further investigation shows that only looking
at the dipole-dipole interaction is probably not enough. In
Table II, we report the electrostatic interaction energies cal-
culated with a multipole expansion. When we pull the two

FIG. 8. EDA results for the helium
dimer (in eV): (a) excitation energies
evaluated at different EDA levels; [(b)–
(d)] decomposition of the shifts in exci-
tation energies (∆ω), ground state inter-
action energies (∆E), and first excited
state interaction energies (∆E∗), respec-
tively.
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TABLE I. EDA results for the formamide-water complex (in eV), including the decomposition of interaction
energies in the ground state (∆E) and the n→ π∗ excited state (∆E∗) as well as the shifts in excitation energies
(∆ω).

(a) (b)

FRZ (ELEC/PAULI) POL CT INT FRZ (ELEC/PAULI) POL CT INT

∆E ☞0.068 ☞0.758/0.691 ☞0.154 ☞0.085 ☞0.306 ☞0.087 ☞0.338/0.251 ☞0.056 ☞0.029 ☞0.172
∆E∗ 0.470 ☞0.353/0.823 ☞0.108 ☞0.318 0.045 ☞0.040 ☞0.297/0.257 ☞0.054 ☞0.036 ☞0.130
∆ω 0.538 0.406/0.133 0.046 ☞0.233 0.351 0.047 0.041/0.006 0.002 ☞0.007 0.042

fragments apart, making the distance between the charge cen-
ters of water and formamide ∼10 Å, the Coulomb interaction
evaluated by multipole expansion, truncated at the quadrupole-
quadrupole level, recovers the classical electrostatics pretty
well. However, at the equilibrium distance in (a) and (b), the
multipole expansion energy is a very poor approximation to
the classical electrostatic term. This fact suggests that at short
distance, there is a non-negligible charge penetration effect due
to the overlap of monomer densities, which makes the elec-
trostatic interaction more favorable. Only at long distance can
one safely employ the multipole interaction picture to interpret
electrostatics.

Gordon et al. used the relative orbital energies of HOMO
and LUMO to explain the origin of the blue shift.93 Here,
in Table III, we report the orbital energies of the domi-
nant pair of natural transition orbitals (NTOs) (evaluated as
〈ψNTO |F̂ |ψNTO〉). The orbital energies of both occupied and vir-
tual NTOs in configuration (a) are red-shifted from monomers
to complexes, and the occupied one has a larger shift so the
orbital energy difference is enlarged, which agrees with the
picture discussed in Gordon’s work. However, for the config-
uration (b), although we also observe the blue shifts in both
occupied and virtual NTO energies, the orbital energy dif-
ference is red-shifted, which is opposed to the shift in the
excitation energy. Moreover, the orbital energy difference of

the NTO pairs is around 17 eV, which is much larger than
the excitation energies (∼6.5 eV). On the other hand, we can
consider looking at the excitation energy of a singly excited
wavefunction Ψs where the transition takes place between
the dominant NTO pair: ωs = 〈Ψs|Ĥ |Ψs〉 ☞ EHF . We find
that ωs recovers the CIS excitation energy ω quite well and
has the correct blue-shifting behavior for both (a) and (b)
configurations. This indicates that the excitation can be well
described by a single orbital transition, but, in this case, the
orbital energy difference is a poor approximation to the CIS
excitation energy.

Finally, it is interesting to note that CT is more favor-
able for the excited state in configuration (a), i.e., ∆ωCT < 0.
This seems to be counterintuitive, as in (a), the n→ π∗ exci-
tation renders the carbonyl oxygen less negatively charged, so
one would expect weaker charge transfer than in the ground
state. However, it may be problematic to relate the magnitude
of CT energy lowering to the net charge flow between frag-
ments. In some symmetric systems such as He2, although there
is no net charge transfer in both ground and excited states,
CIS has lower excitation energy than ALMO-CIS, which is
a result of allowing CT from the occupied orbitals of one
fragment to the virtual orbitals of the other. From another per-
spective, the CT energy lowering in the ground state comes
from removing the constraints on MOs (MOs no longer have

TABLE II. Comparison between the classical electrostatic terms given by our EDA scheme and results of mul-
tipole expansion (up to quadrupole moments) for the formamide-water system [with configurations (a) and (b)
shown in Fig. 9]. “d” in subscripts represents dipoles and “q” is for quadrupoles. The energies are reported in eV.

(a) (b)

Distance (Å) ∆EELEC ∆Edd ∆Edd+dq+qq Distance (Å) ∆EELEC ∆Edd ∆Edd+dq+qq

Ground state
2.7 ☞0.758 ☞0.240 ☞0.219 4.2 ☞0.338 ☞0.118 ☞0.154

10.1 ☞0.005 ☞0.004 ☞0.005 10.2 ☞0.010 ☞0.009 ☞0.010

Excited state
2.8 ☞0.353 ☞0.098 0.002 4.0 ☞0.296 ☞0.067 ☞0.107

10.3 ☞0.002 ☞0.002 ☞0.002 10.0 ☞0.006 ☞0.004 ☞0.005

TABLE III. NTO analysis for the formamide-water complex. The orbital energies of the dominant occupied-virtual NTO pair for the n→ π∗ excitation and the
gap between them (∆ǫ ) are reported as well as the excitation energies estimated using the dominant natural transition (ωs).

(a) (b)

ǫ
(occ)
NTO (a.u.) ǫ

(virt)
NTO (a.u.) ∆ǫ (eV) ωs (eV) ω (eV) ǫ

(occ)
NTO (a.u.) ǫ

(virt)
NTO (a.u.) ∆ǫ (eV) ωs (eV) ω (eV)

Monomer ☞0.437 0.187 16.992 6.537 6.448 ☞0.438 0.188 17.049 6.585 6.493
Complex ☞0.450 0.180 17.131 6.899 6.799 ☞0.422 0.203 17.002 6.629 6.536
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FIG. 10. The linear (a) and on-top (b) configurations for the pyridine-water
complexes.

to be block-diagonal), while in the excited state, both MOs
and CIS amplitudes are relaxed (the amplitude corresponding
to interfragment excitations can be non-zero). The additional
variational degree of freedom in the CIS wavefunction is the
main reason for CT usually causing a red shift in excitation
energy.

D. Pyridine-water and pyrimidine-water

Hydrogen bonds between heteroaromatic rings, such as
pyridine and diazines, and water are of great interest because
of their roles in biological systems.94–96 Typical geometric
configurations include a linear hydrogen bond configuration

TABLE IV. EDA results for the pyridine- and pyrimidine-water complexes
using the ωB97X-D functional. Presented data (in eV) include the decompo-
sition of interaction energies in the ground state (∆E) and the n→ π∗ excited
state (∆E∗) as well as the shifts in excitation energies (∆ω). “gs” denotes that
geometries optimized in the ground state are used.

Pyridine-water

FRZ (ELEC/PAULI) POL CT INT

Linear (n→ π∗)
∆E ☞0.140 ☞0.204/0.064 ☞0.024 ☞0.020 ☞0.184
∆E∗ ☞0.047 ☞0.126/0.079 ☞0.008 ☞0.047 ☞0.101
∆ω 0.093 0.078/0.015 0.017 ☞0.027 0.083

Top (n→ π∗)
∆E ☞0.077 ☞0.155/0.078 ☞0.032 ☞0.048 ☞0.157
∆E∗ ☞0.131 ☞0.249/0.117 ☞0.034 ☞0.054 ☞0.220
∆ω ☞0.054 ☞0.094/0.039 ☞0.002 ☞0.007 ☞0.063

Linear (gs)
∆E ☞0.120 ☞0.519/0.399 ☞0.079 ☞0.120 ☞0.319
∆E∗ 0.394 ☞0.105/0.499 ☞0.022 ☞0.408 ☞0.036
∆ω 0.514 0.414/0.100 0.057 ☞0.288 0.283

Pyrimidine-water

FRZ (ELEC/PAULI) POL CT INT

Linear (n→ π∗)
∆E ☞0.122 ☞0.530/0.408 ☞0.078 ☞0.119 ☞0.318
∆E∗ 0.060 ☞0.399/0.459 ☞0.104 ☞0.216 ☞0.259
∆ω 0.182 0.131/0.052 ☞0.026 ☞0.097 0.059

Top (n→ π∗)
∆E ☞0.052 ☞0.210/0.159 ☞0.035 ☞0.059 ☞0.146
∆E∗ ☞0.072 ☞0.254/0.182 ☞0.038 ☞0.077 ☞0.187
∆ω ☞0.020 ☞0.044/0.024 ☞0.003 ☞0.018 ☞0.041

Linear (gs)
∆E ☞0.128 ☞0.470/0.342 ☞0.066 ☞0.101 ☞0.296
∆E∗ 0.164 ☞0.226/0.182 ☞0.095 ☞0.213 ☞0.144
∆ω 0.292 0.244/−0.160 ☞0.029 ☞0.112 0.152

FIG. 11. The dominant occupied NTOs for the n→ π∗ excited states of the
(a) pyridine- and (b) pyrimidine-water complexes in linear configuration.

and an “on-top” configuration where H2O interacts with the
π system (see Fig. 10 for illustration of these two configura-
tions). A previous study83 showed that the linear structure is
more stable in the ground state of both pyridine and diazines.
However, for the excited state, pyridine is more stable with the
on-top structure, while the linear one is still preferred for pyri-
dazine and pyrimidine. In order to gain more insight into this
interesting fact, we perform EDA with the ωB97X-D func-
tional on the pyridine-water and pyrimidine-water complexes,
using the geometries given in the supplementary material of
Ref. 83, which are optimized for the first excited state (n →
π∗) at the TDDFT ωB97X-D/6-311++G(d,p) level of theory.
All data are collected in Table IV. The results of EDA with
CIS, using the same geometries are also presented in Table S1
of the supplementary material) for comparison.

Our results show that upon excitation, the interaction
between pyridine/pyrimidine and water becomes weaker in
the linear structure but stronger in the top structure. Fur-
ther decomposition shows that this is mainly an electrostatic
effect. This is reasonable since we can imagine that during
an n → π∗ excitation, the electronic density of nitrogen’s
lone pair will move towards the π system, which weakens
the hydrogen bond in the linear structure but strengthens the
interaction between water and the heteroaromatic ring in the
on-top configuration. For pyrimidine, the linear structure is

FIG. 12. Illustration of the structures for X−(H2O)N (N = 1, 2, 3, 4). N = 1
has the typical linear hydrogen bond geometry, while N = 2, 3, 4 have
C2-, C3-, C4-like symmetries.

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-026806
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FIG. 13. Attachment (red) and detach-
ment (blue) densities for the first excited
states of an isolated water molecule and
the F☞(H2O), Cl☞(H2O) complexes. For
the latter two complexes, the results of
both ALMO-CIS and standard CIS are
plotted.

much more stable than the on-top one in the ground state
(0.318 eV vs. 0.146 eV for the binding energy), so the above-
mentioned effect does not reverse the order of stability for
these two configurations in their excited states. However, in
the excited state of pyridine, the on-top configuration becomes
more favorable. All these are consistent with the findings in
Ref. 83.

It is also interesting that for the linear structures, CT
results in a much smaller energy lowering in pyridine than in
pyrimidine, for both ground and excited states. A closer look at
the optimal geometries of these exciplexes can help us under-
stand why. For pyrimidine-water, the N–H–O angle is 161◦,
while for pyridine-water, this angle is much smaller (113◦).
An N–H–O angle that is far away from 180◦ indicates that
the hydrogen bond is likely broken in pyridine-water’s excited
state. For pyrimidine, however, the non-bonding orbitals on
both nitrogen atoms can contribute to the n → π∗ transition,
so the linearity of the hydrogen bond is less affected. The
dominant occupied NTOs for the n → π∗ excited states of
both pyridine and pyrimidine (shown in Fig. 11) support this
assumption, as the non-H-bonded nitrogen atom in pyrimi-
dine is significantly involved in forming the occupied NTO.
As a further investigation, we also perform EDAs on the lin-
ear structures optimized in the ground state. The resulting
structures show typical hydrogen-bonding characters, as the
N–H–O angles are 163◦ and 153◦ for pyridine and pyrimi-
dine, respectively. With these structures, the energy lowering
due to CT for these two complexes becomes more comparable,
as shown in Table IV.

E. Halide-water

The final system is a challenging example for our current
EDA scheme. Halide anions have bound excited states in solu-
tion but not in gas phase, which is due to the charge transfer
to solvent (CTTS) effect that stabilizes the promoted electron.
There have been various studies on the excited states of small
halide-water clusters X−(H2O)N , and the role of CTTS has
been discussed.14–19 Kim et al.19 reported TDDFT and CIS
excitation energies for X = F, Cl, Br, I, and N = 1–4. They
observed a blue shift in excitation energies when N increases.
By examining the amount of charge transfer upon excitation
(measured as the change in Mulliken population on X☞), they
also pointed out that the CTTS effect is minimal for F☞ but
significant for Cl☞, Br☞, and I☞.

We obtained geometries of F−(H2O)N and Cl−(H2O)N

with N = 1–4, which are similar to the ones Kim et al.

used in their studies (see Fig. 12). Starting from the simplest

N = 1 case, we first look at the attachment density and detach-
ment density at the ALMO-CIS and CIS levels (Fig. 13).
For F☞(H2O), the excitation is mainly located on water. The
main difference between ALMO-CIS and CIS is that the CIS
detachment density has some small values on F☞. These are
consistent with the conclusion in Ref. 19 that charge transfer
in F−(H2O)N is small. For Cl☞(H2O), the detachment density
looks similar in ALMO-CIS and CIS. However, when CT is
allowed, the attachment density migrates from the vicinity of
Cl☞ to that of water. Based on the different character of excited
states in F−(H2O)N and Cl−(H2O)N , we made different choices
for the fragment to excite at the isolated fragment level. For

FIG. 14. Excitation energies (in eV) for F☞(H2O)N (a) and Cl☞(H2O)N (b)
computed at different EDA levels. Note that ω1 is given by the first excitation
energy of the water molecules for the former system, while the HOMO energy
of Cl☞ is used for the latter system so that it does not vary with N.
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TABLE V. EDA results (in eV) for the shifts in the lowest excitation energies
(∆ω) of the F−(H2O)N (a) and Cl−(H2O)N (b) systems.

(a) F☞(H2O)N

N FRZ (ELEC/PAULI) POL CT INT

1 8.072 ☞0.803/8.875 ☞9.358 ☞0.203 ☞1.489
2 7.800 ☞0.746/8.545 ☞8.714 ☞0.112 ☞1.026
3 9.519 ☞0.745/10.264 ☞9.941 ☞0.052 ☞0.474
4 9.514 ☞0.709/10.223 ☞9.595 ☞0.027 ☞0.108

(b) Cl☞(H2O)N

N NON-CT(FRZ+POL) CT INT

1 3.264 ☞1.572 1.693
2 3.656 ☞1.579 2.077
3 4.019 ☞1.444 2.575
4 4.214 ☞1.337 2.877

F−(H2O)N , the water molecules are excited, which means ω1

is the excitation energy of the water cluster evaluated in isola-
tion (note that in our calculations for halide-water clusters, all
the water molecules are treated as one single fragment). For
Cl−(H2O)N , the reference contains excited Cl☞ and ground
state water molecules. However, as Cl☞ has no bound excited
state, we take its ionization energy estimated by the HOMO
energy of Cl☞ as ω1, which would be the “excitation energy”
of a CIS calculation with the virtual one being a free electron.
To avoid the complexity of redefining ωFRZ, the electrostat-
ics, Pauli repulsion, and polarization terms are combined into
a single non-CT term by taking the difference between the
ALMO-CIS excitation energy and ω1.

Figure 14 shows the excitation energies at different EDA
levels, and Table V summarizes the EDA results for the shifts in
excitation energies. For F−(H2O)N , it is surprising to see a Pauli
repulsion as large as ∼10 eV. To understand this, we note that
there is a significant difference between the attachment density
of isolated water and that of F☞(H2O) (Fig. 13). It is clear that
the excited electron would experience a strong Pauli repulsion
from the electronic density around F☞, and the repulsion would
be relieved when the system is allowed to polarize. In spite
of this, we have reservations about the very large value of the
Pauli terms. The effect of other terms decreases as N increases,
indicating that the excitation is approaching the bulk limit of
pure water. As for Cl−(H2O)N , we do observe a relatively
large contribution from CT, and its effect on the excitation
energy becomes smaller for larger clusters. For both F−(H2O)N

and Cl−(H2O)N , the excitation energy is blue-shifted when
the number of water molecules increases, which is primar-
ily due to the growing magnitude of the unfavorable non-CT
effect.

IV. CONCLUSION AND OUTLOOK

In the present paper, we have proposed an EDA scheme
for intermolecular interactions that involve molecules in their
excited states (i.e., exciplexes). In the spirit of the ground state
ALMO-EDA, the energy partitioning is achieved by evaluat-
ing the excitation energy of the intermolecular complex at the

frozen, polarized, and fully relaxed levels of linear response
theory (using CIS as an example in the text below, but equally
applicable to TDDFT). These intermediate states are defined
by application of constraints to both the MOs and the CI coef-
ficients (CIS amplitudes). The procedure is initiated with the
evaluation of a target excited state on a specific isolated frag-
ment. The frozen state is then constructed by embedding this
electronically excited fragment into an environment described
by ground state fragments with unrelaxed MOs.

The definition of the polarized state, on the other hand,
takes advantage of the ALMO-CIS scheme we have previously
developed.66 In ALMO-CIS, the intrafragment relaxation of
MOs due to the presence of other fragments is accounted for
at the ground state level (via the SCF-MI approach), while the
corresponding excited state of the supersystem, constructed
as a superposition of intrafragment excitations, is computed
based upon these absolutely localized orbitals. This polarized
excited state relaxes the amplitudes on the excited fragment
and also permits the excitation to spread to other fragments
(though without charge transfer). Finally, the fully relaxed
state is given by a standard CIS calculation for the entire
system. The differences between the excitation energies eval-
uated at these intermediate levels (including the initial and
the final) define the frozen, polarization, and charge transfer
contributions to the shift in excitation energy of this specific
fragment due to its interaction with the other molecules in the
environment.

This method, to our knowledge, is the first EDA scheme
designed for fully ab initio intermolecular interactions that
involve a molecular complex in an excited state. It is most suit-
able for scenarios where the complex excitation is reasonably
well-localized to a single fragment. In such cases, it reports on
the modulation of molecular excited states by the surrounding
environment. Illustrated by the proof-of-concept applications,
useful insights on changes in excitation energies induced by
intermolecular interactions are obtained by using this EDA
method. For example, from the study of the NeHeN clusters,
we find that the Pauli interaction between the excited neon and
the ground state helium atoms is responsible for the blue shift
in neon’s 2p→ 3s excitation (when the Ne–He distances are
greater than 2 Å), and for a hydrogen-bonding system such
as the formamide-water complex, the diminished permanent
electrostatics associated with the n → π∗ transition turns out
to be the primary reason for the blue shift in the corresponding
excitation energy.

As a first effort to extend EDA schemes to intermolec-
ular interactions involving molecules in their excited states,
our method still has several limitations. (i) Total energies of
excited states are not fully variational (MOs optimized in
the ground state are employed for excited states). Therefore,
the negative semi-definite terms in the ground state ALMO-
EDA (polarization and CT) are indefinite for the exciplex
(see Sec. II). Although this rarely occurs in practice, a scheme
which ensures that these terms are negative semi-definiteness
would be preferable. (ii) Our method is most appropriate for
exciplexes where most excitation amplitude belongs to one
fragment and connects to an excited state of that fragment in
isolation. However, sometimes the fragment excited state does
not exist in isolation [e.g., CTTS excitation of Cl−(H2O)N ]. In
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other cases, the excited state may strongly couple with excita-
tions in the environment that are close in energy (e.g., the exci-
ton splitting effect mentioned in Sec. III B). (iii) The present
EDA method can only handle one single excited fragment
at separation, so cases involving multiple excited fragments
would be an interesting future extension.

SUPPLEMENTARY MATERIAL

See supplementary material for the EDA results using CIS
for the pyridine/pyrimidine-water complex systems.
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