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Abstract—The expected growth of traffic demand may
lead to a dramatic increase in the network energy con-
sumption, which needs to be handled in order to guarantee
scalability and sustainability of the infrastructure. There
are many efforts to improve energy efficiency in communi-
cation networks, ranging from the component technology
to the architectural and service-level approaches. Because
data centers and content delivery networks are respon-
sible for the majority of the energy consumption in the
information and communication technology sector, in this
paper we address network energy efficiency at the archi-
tectural and service levels and propose a unified network
architecture that provides both intra-data-center and
inter-data-center connectivity together with interconnec-
tion toward legacy IP networks. The architecture is well
suited for the carrier cloud model, where both data-center
and telecom infrastructure are owned and operated by the
same entity. It is based on the hybrid optical switching
(HOS) concept for achieving high network performance
and energy efficiency. Therefore, we refer to it as an inte-
grated HOS network. The main advantage of the integra-
tion of core and intra-data-center networks comes from
the possibility to avoid the energy-inefficient electronic
interfaces between data centers and telecom networks.
Our results have verified that the integrated HOS network
introduces a higher number of benefits in terms of energy
efficiency and network delays compared to the conven-
tional nonintegrated solution. At the service level, recent
studies demonstrated that the use of distributed video
cache servers can be beneficial in reducing energy con-
sumption of intra-data-center and core networks. However,
these studies only take into consideration conventional
network solutions based on IP electronic switching, which
are characterized by relatively high energy consumption.
When a more energy-efficient switching technology, such
as HOS, is employed, the advantage of using distributed
video cache servers becomes less obvious. In this paper
we evaluate the impact of video servers employed at the
edge nodes of the integrated HOS network to understand
whether edge caching could have any benefit for carrier
cloud operators utilizing a HOS network architecture.
We have demonstrated that if the distributed video cache
servers are not properly dimensioned they may have a
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negative impact on the benefit obtained by the integrated
HOS network.
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consumption; Hybrid optical switching; Intra-data-center
networks; Performance analysis.

I. INTRODUCTION

Ithough information and communication technology

(ICT) can play a fundamental role in enabling a
low-carbon economy, the energy and carbon impact of
the ICT sector itself is already significant, and it is ex-
pected to grow rapidly with the proliferation of the number
of connected devices and with the emergence of new ser-
vices. The energy consumption of the ICT sector can be
divided into (i) energy consumed by the user devices,
(i1) energy consumed by the telecommunication network in-
frastructure, and (iii) energy consumed by the data centers.
While end user devices are the major contributors, the sum
of the energy consumed by the telecommunication net-
works and data centers amounts to 51% [1] of the total
ICT consumption. With the expected growth in the Inter-
net and data center traffic [2,3] the energy consumption of
telecommunication networks and data centers is destined
to drastically increase if the network energy efficiency is
not improved. In addition to low-power device technologies,
this problem can be addressed on architectural and service
levels.

Taking into consideration the architectural level, we ob-
serve that generally telecommunication networks can be
divided into three areas: access, metro, and core. Several
research papers address the energy consumption of the
different network areas [4,5]. It was shown that although
access networks are currently the major contributor, the
energy consumption of core networks is expected to grow
rapidly to be able to support very high capacities in the
range of several hundreds of terabits per second or even
petabits per second per node [2]. As for data centers, their
energy consumption is divided into energy consumed by
the information technology (IT) equipment, energy con-
sumed by the cooling system, and energy consumed by
the power supply chain. According to the latest specifica-
tions, data centers are designed in such a way that the
ICT equipment consumes nearly all the energy within
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the data center. This also means that in modern data cen-
ters major energy savings can be achieved by reducing the
power consumption of the IT equipment. According to [6],
the intra-data-center network, which handles the traffic in-
side a data center as well as that destined to the external
networks, currently represents 23% of the IT equipment
energy consumption. This number is expected to grow in
the future due to the forecasted increase in the data center
traffic [3]. It is, therefore, of the utmost importance to
define new energy-efficient intra-data-center network tech-
nologies. In [5,7] it has been shown that the switching
infrastructure consumes the major part of the energy in
core and intra-data-center networks, and it was pointed
out that future research needs to focus on improving the
energy efficiency of switching devices. Today, core and
intra-data-center networks are based on electronic switch-
ing; that is, data transmission is performed in the optical
domain, whereas switching and control is done by
electronic equipment. Consequently, electrical-to-optical
(E/O) and optical-to-electrical (O/E) conversions are per-
formed at each hop, which leads to high energy consump-
tion. To solve this problem, several optical switching
solutions have been proposed in core [8,9] and intra-
data-center [10,11] networks. In particular, [9,11] proposed
two architectures based on hybrid optical switching (HOS)
for achieving high performance and energy efficiency in
core and intra-data-center networks, respectively. The
term hybrid is used to describe the coexistence of different
optical switching paradigms, namely packet, burst, and
circuit switching.

Meanwhile, the latest Cisco Visual Networking Index
forecast [2] reports that consumer Internet video traffic
will increase from 57% to 69% of total Internet traffic in
the period between 2012 and 2017. As a consequence,
energy-efficient video distribution systems are an impor-
tant tool to maintain a sustainable Internet growth. Video
content can be either stored and distributed from a few cen-
tralized servers located in large data centers (referred to as
the centralized approach) or the most popular video con-
tents can be replicated in cache servers located close to
the end users (referred to as the distributed approach).
From the energy consumption perspective it is not obvious
which approach (i.e., centralized or distributed) is most
beneficial. In fact, storing content only in a centralized
server decreases the energy consumption for storage while
increasing transport energy requirements. On the other
hand, replicating some content closer to the users in
distributed cache servers decreases transport energy while
increasing the storage energy requirements. A few recent
studies [12-15] address this trade-off and conclude that the
highest energy efficiency is achieved by storing popular
content in cache servers close to the end users.

Recently, communication service providers are looking
for cloud solutions to reduce costs and create a new level
of efficiency. In this context, one of the most promising sol-
utions is the carrier cloud model, where both data centers
and the core network are owned by the same entity and the
resources are virtualized and shared by multiple tenants.
Several large telecom operators are considering a move to
this novel business model [16,17]. Carrier clouds could
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overcome several problems that occur in the existing cloud
solutions, such as unpredictable and nondeterministic
network performance and insufficient availability and
security, which severely complicate or even preclude car-
rier-grade service level agreements. In order to increase
both the adaptability to different traffic types and the
energy efficiency at the architectural level, this paper
proposes a unified network architecture for carrier cloud
operators. The architecture is based on HOS and provides
both intra-data-center and inter-data-center connectivity
as well as interconnection capabilities toward legacy IP
networks. This architecture is referred to as an integrated
HOS network, in which the traffic is carried in the optical
domain along the entire path from an aggregation switch
inside a data center up to another aggregation switch (in
the same or a different data center) or to an edge node serv-
ing as an interface to legacy IP networks. In our study, we
analyze the structure of such an integrated architecture
and evaluate the benefits compared to a nonintegrated
HOS architecture as well as a conventional IP network
based on electronic switching.

Regarding the service level, we observe that the studies
in [12-15] take into consideration only traditional core and
intra-data-center networks based on electronic switches.
Since these networks are characterized by a low energy ef-
ficiency, the reduction in the transport energy introduced
by the distributed storing approach generally overcomes
by far the energy consumption of the cache servers. If
we consider instead a carrier cloud operator that relies
on the integrated HOS network, which is able to achieve
high energy efficiency, the advantage of the distributed ap-
proach on energy consumption might become less obvious.
For this reason, in this paper we deploy distributed cache
servers at the edge nodes of the integrated HOS network
and evaluate their impact on the network performance and
energy consumption. To the best of our knowledge, the
performance of edge caching in combination with an
energy-efficient network concept based on optical switch-
ing has not been evaluated so far.

To summarize, the contribution of this paper is twofold,
namely, (i) we propose and evaluate an integrated intra-
data-center and core network architecture based on the
HOS concept for carrier cloud operators along with a study
of its benefits and (ii) we assess the impact of distributed
video cache servers on the proposed integrated HOS
network architecture.

The remainder of the paper is organized as follows. In
Section II we describe the proposed integrated core and
intra-data-center HOS network. Section III introduces
the approach used to model the video cache servers. In
Section IV the reference network used for the simulations
and the energy consumption model are described. Section V
presents the simulation results, while Section VI contains
some concluding remarks.

II. INTEGRATED INTRA-DATA-CENTER AND CORE NETWORK

Figure 1 shows a high-level representation of the pro-
posed integrated core and intra-data-center network based
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on HOS. The integrated network provides three different
types of interconnections using a unified all-optical infra-
structure and a common control plane. The first type of
interconnection is between servers inside the same data
center, referred to as an intra-data-center interconnection.
In Fig. 1 it is represented by a red dotted line to highlight
the path over which data are sent using the HOS paradigm.
The second type of interconnection is between servers
located in different data centers. We refer to it as an
inter-data-center interconnection, and we use a blue dashed
line in Fig. 1 to indicate the path performed in the HOS
domain. The third type of interconnection is between serv-
ers inside a data center and HOS edge nodes; that is, it pro-
vides the server-to-edge interconnections. An example is
indicated in Fig. 1 by a green solid line for the HOS path.

It should be noted that in the proposed integrated net-
work, core and data centers employ the same unified con-
trol plane. A first attempt of an integrated control plane for
intra-data-center and core networks for a carrier cloud has
been recently proposed in [17]. The authors create a proof
of concept for an integrated control plane based on the soft-
ware-defined network mechanism. However, the proposed
solution is still based on traditional electronic interfaces
between data centers and core networks, and hence it is
not optimized from the energy-efficiency point of view. In
order to minimize energy consumption, in this paper we
propose a novel control plane for intra-data-center and core
networks based on the HOS network model described in
[9,11]. It consists of two layers, the generalized multi-
protocol label switching (GMPLS) control layer and the
HOS forwarding layer. The GMPLS control layer is in
charge of configuring and managing the network virtual
topology. It consists of three building blocks: routing,
signaling, and link management. The HOS forwarding
layer performs data aggregation, data scheduling, and
resource reservation. It supports three different optical
transport mechanisms, namely circuits, bursts, and pack-
ets. The HOS forwarding layer has the unique feature of
employing a common control packet for managing all three
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Representation of the proposed integrated intra-data-center and core network based on hybrid optical switching.

switching paradigms, enabling circuits, bursts, and packets
to dynamically share the optical resources. The use of op-
tical bursts in combination with packets and circuits allows
the dynamic implementation of different service classes,
leading to an efficient quality-of-service differentiation.

A. HOS Core Network

The HOS core network provides connectivity among
different data centers as well as between data centers
and legacy IP networks. As shown in Fig. 1, each node
in the HOS core network includes a HOS core switch. If
the node is located at the edge of the HOS core network,
it is equipped with an electronic switch for interdomain
connectivity.

An electronic switch in the HOS edge node ensures inter-
operability between the core network and the legacy IP net-
works. In the direction toward the HOS core network, the
HOS edge node performs traffic classification and traffic
aggregation. In other words, each incoming IP packet is
classified based on the value of the differentiated service
code point field in the IP header and mapped over the
best-suited optical transport mechanism, as described in
[9]. In the direction toward the legacy IP networks, the
HOS edge node extracts IP packets and performs IP rout-
ing. The HOS edge node is divided into two logical building
blocks, one of which consists of an electronic switch to per-
form IP routing and the second one of which includes all the
electronic components required to (i) perform traffic aggre-
gation and classification in the direction toward the HOS
core network and (ii) perform IP packet extraction in the
direction toward the legacy IP networks. For simplicity,
we will refer to this block as the traffic aggregation block.

High-capacity optical switches provide connectivity
inside the core network. A HOS core switch can be logically
divided into two building blocks, namely the electronic
control logic and the optical switching fabric. The elec-
tronic control logic consists of three electronic blocks for
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implementing the GMPLS control layer, the HOS forward-
ing layer, and the switch control unit. The optical switching
fabric is composed of two large optical switches. A fast
optical switch, based on semiconductor optical amplifiers
(SOAs), takes care of the transmission of packets and short
bursts. A slow optical switch, based on microelectrome-
chanical systems (MEMS), handles the transmission of
circuits and long bursts. In the optical switching fabric
block we also include the following active optical compo-
nents: optical amplifiers (OAs), tunable wavelength con-
verters (TWCs), and control information extraction/
reinsertion (CIE/R) blocks in order to compensate for signal
losses in components, reduce blocking probability, and
encode the control information together with the data
payload on the same optical carrier, respectively.

For a detailed description of the HOS core network we
refer to [9].

B. HOS Intra-Data-Center Network

The HOS intra-data-center network provides connectiv-
ity among the servers inside a data center and connects the
data centers to the HOS core network. It is organized in a
three-tier fat-tree topology. The first tier consists of elec-
tronic top-of-rack (ToR) switches. In a conventional high-
end data center, servers are organized in racks, with each
rack hosting typically 48 blade servers. The ToR switches
interconnect the servers inside a rack and connect the
racks to the second tier of the intra-data-center network,
which is composed of the HOS aggregation nodes. The
HOS aggregation nodes perform the same functions inside
a data center as HOS edge nodes in the HOS core network.
In particular, in the direction toward the network core, the
HOS aggregation nodes perform traffic classification and
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traffic aggregation, while in the direction toward the data
center servers, the HOS aggregation nodes extract the IP
packets and perform IP routing. The HOS aggregation
nodes consist of the same logical building blocks as the
HOS edge nodes. The main difference between HOS edge
and HOS aggregation nodes is that the HOS edge nodes
could also include the video cache servers, which will be
further elaborated in Section III. The third tier of the
intra-data-center network is represented by a single large
HOS core node. This node has exactly the same architec-
ture as the HOS core switch used in the core network.
For more details we refer to [11].

III. Epce CACHE

To evaluate the impact of distributed video cache servers
on the proposed integrated intra-data-center and core HOS
network, we extend the HOS edge node architecture de-
scribed in Section II in order to include the video cache
servers. The extended architecture of HOS edge nodes with
cache servers is shown in Fig. 2. It can be logically divided
into three building blocks. Two of them have already been
mentioned in Section II, namely the electronic switch block
and the traffic aggregation block. The former one includes
the switch, the GMPLS module, and the input electronic
line cards, while the latter block comprises the classifier,
the conditioner, the assembler, the resource allocator,
and the packet extractor. The last block, which represents
an extension to the architecture previously presented in
[9,11], is related to the caching operations and consists
of the content tracker, the ToR switch, and the video cache
servers. The content tracker interacts with the HOS control
plane in order to keep track of all the video content inside
the cache servers, process the incoming video requests, and
update the cache servers.
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Fig. 2. Architecture of the HOS edge node with video cache servers.



Fiorani et al.

As already mentioned in Section I, the impact of distrib-
uted cache servers on the network energy efficiency has
already been addressed in previous studies [12—-15], mainly
focused on electronic switched networks. The rationale
behind these works is that distributed cache servers reduce
the traffic load, leading to a lower number of electronic
switch ports used in the core and intra-data-center
networks. However, the electronic switching devices com-
mercially available today do not implement dynamic
switching-off of the ports, and thus their energy consump-
tion is almost independent of the traffic load. Techniques
for dynamically switching off the line cards (LCs) have
been proposed in [18,19], but their efficiency in real net-
work scenarios has still to be proven. In fact, scheduling
the switching-off of the LCs in a packet switching network
is a very challenging task because of the stochastic nature
of the traffic, and usually the interarrival time between
two successive packets is very small. The novelty of our ap-
proach consists in applying the caching concept to a HOS
network, where we assume that all the optical components
(in the optical switching fabric of the HOS core nodes) are
turned off when they are inactive. This is not as challeng-
ing as turning off electronic switch ports [9]. In fact, with
two parallel optical switches, only one needs to be active to
serve traffic from a particular port at a specified time. In
addition, in a HOS network, circuits and bursts are sched-
uled a priori; thus the incoming traffic is more predictable
than in a traditional packet switched network, that is, one
where the traffic is processed on a packet-by-packet basis.

IV. MODELING APPROACH

In this section, we describe assumptions used to model
and evaluate performance of the proposed integrated intra-
data-center and core HOS network with edge caching.
First, we present the power consumption model followed
by the description of the reference network scenario, and
finally we introduce the performance metrics.

A. Power Consumption Model

The total power consumption of the integrated core and
intra-data-center HOS network is given by the sum of the
power consumed by each node in the core network (P§,,)
and the power consumed by data centers (P}):

NNoge Npc
Pyetwork = Z Pi\fode + PIDC? (@)
=1 =1

J

where Ny,q. is the number of nodes in the core network and
Npg is the number of data centers. Each node in the HOS
core network performs both edge and core functions. The
power consumption of the ith node in the network is deter-
mined by

Plode = Phage + Pt 2

i
Node Core’

where PiEdge is the power consumption of the ith HOS edge
part and P., _ is the power consumption of the ith HOS

Core
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core switch. The power consumption of the ith HOS edge
part is given by the sum of the power consumption of its
building blocks (Section II):

Pi'idge = N?dgel 'NW : (PES + PA) + Pléache, (3)
where N,Edge-i is the total number of fibers connected to the
HOS edge node i and Ny is the number of wavelengths per
fiber, which are assumed to be the same for all nodes. In the
formula, Pgg is the power consumption of the electronic
switch block per port and P, is the power consumption
of the traffic aggregation block per port. The number of
ports of the switch is given by the product of the number
of wavelength channels per fiber and the number of fibers
(N?dge" -Nw); that is, it represents the total number of
wavelength channels at a HOS edge node. Finally, P, .
is the power consumption of the cache block. The power
consumption of the cache block of the ith HOS edge node
is obtained through the following formula:

PéacheZPCT +PT0R +Nics'PCS, (4)

where Py is the power consumption of the content tracker,
P is the power consumption of the ToR switch, and Pqg is
the power consumption of a cache server. Finally, N ics rep-
resents the number of cache servers hosted in the ith HOS
edge node. The cache servers are assumed to have a fixed
storage capacity of 1 TByte. Also the power consumption of
the ith HOS core switch is computed by summing up the
power consumption of its building blocks, as defined by
Eq. (5):

Piore = Picr, + Posr 5)

where P is the power consumption of the electronic con-
trol logic and Py, is the power consumption of the optical
switching fabric of the ith HOS core switch. The power con-
sumption of the control logic of the ith HOS core switch is
given by Eq. (6):

Pioy, = N3 - Ny - Payprs + Pros + Psc. (6)

where N g"re’i is the total number of fibers connected to the
HOS core node i. In Eq. (6), Pgyprs is the power consump-
tion of the GMPLS block per port, Pgog is the power con-
sumption of the HOS forwarding layer, and Pgc is the
power consumption of the switch control unit. The power
consumption of the optical switching fabric of HOS core
nodes depends on the traffic because we assume that opti-
cal switch ports can be turned off when they are inactive. To
compute the power consumption of the optical switching
fabric of the ith HOS core switch, we use Eq. (7):

Phgr = N§oa® + Psoa + Ny - Puns + Niwo ™"+ Prwe

+ Nz - (Nw - Pcrg/r + 2 - Pepra)- )
Here, N g‘gﬂ’e‘i, N i,ftEwMeS‘ ,and N, %%Vt“ée‘ represent the number of
active SOA-switch ports, MEMS-switch ports, and TWCs of
the ith HOS core node, respectively. These values depend
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on the traffic load and are computed through simulations.
In Eq. (7), Psoa, Puems, and Pryc are the power consump-
tion of the SOA-switch per port, the MEMS-switch per port,
and the TWC, respectively. Finally, Pcig/g and Pgpra are
the power consumption of the CIE/R block and the OAs.
When computing the power consumption of the HOS
intra-data-center networks we exclude from our analysis
the power consumed by servers and consider only the
power consumed by the network equipment, that is, by
the intra-data-center network. The power consumption
of the jth intra-data-center network is computed using
Eq. (8):

Pl = Nipop - Pror + Ny,  Pagee + P, (8)

ore’

where Nﬂ,oR and N{,’ or AT€ the numbers of ToR switches and
HOS aggregation switches in the jth data center, respec-
tively. Here, Py,, represents the power consumption of
an HOS aggregation switch and P}, , represents the power
consumption of the HOS core switch inside the jth data
center. We assume that each HOS aggregation switch is
connected to the corresponding HOS core switch in the data
center using one fiber and that the number of ToR switches
connected to the corresponding aggregation node is equal
to the number of wavelength channels per fiber (Ny). To
calculate the power consumption of a HOS aggregation
switch we use Eq. (9):

Ppgey = Ny - (Pgs + Py). 9

Finally, the power consumptions of the HOS core switch
inside the jth data center is computed using Eq. (5)
and replacing the index i with the index j. The energy
consumptions of all the considered network components
are reported in Table I and have been obtained by collect-
ing data from data sheets as well as from research
papers [9,11].

TABLE 1
PoweER CONSUMPTION OF THE NETWORK
CoMPONENTS [9,11]

Components Power [W]
Electronic switching block per port (Pgg) 320
Traffic aggregation block per port (P,4) 159
Content tracker (Pcr) 330
Top-of-rack switch (Pryg) 650
Cache server (Pcg) 450
GMPLS control layer per port (Pgyprs) 6.75
HOS forwarding layer (Pyog) 570
Switch control unit (Pgq) 300
SOA switch per port (Pgoa) 20
MEMS switch per port (Pygums) 0.1
Tunable WC (Prwc) 1.69
Control information E./R. (Pcig/r) 17
Optical amplifiers (Pgpga) 14
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B. Reference Network Scenario

To assess the performance of the proposed integrated
intra-data-center and core HOS network with edge cach-
ing, we developed a custom event-driven C++ simulator.
In the following we report the main parameters that
we used in our simulations and present the model that
is applied to generate the network traffic.

We denote Nyyqe as the number of nodes in the network
and Npc as the number of nodes connected to the data
center. We consider the Pan-European network [20] com-
posed of 28 nodes (i.e., Nyoqe. = 28) and 41 links as the
reference network topology. We assume that 25% of the net-
work nodes are connected to a data center, that is, Npc = 7.
In each simulation we randomly connect the data centers to
different nodes of the network. We assume that all the data
centers have the same size and are equipped with 76,800
servers organized in racks. In each rack, 48 servers are con-
nected to a ToR switch using dedicated 1 Gbps links [21].
The number of ToR switches per data center is given by the
ratio between the number of servers and the number of
racks, that is, Nz = Nq,gr = 1600 V j € Npc. As many
as 64 ToR switches are connected to a HOS aggregation
switch using 40 Gbps links. We obtain that each data
center is equipped with NJAggr = Nager =25V j e Npc
HOS aggregation nodes. Each HOS aggregation node is
connected to the HOS core node inside the data center
using one fiber. The HOS core switch inside a data center
is equipped with 25 fiber ports for interconnecting all the
HOS aggregation switches. In addition it employs 7 fiber
ports for the interconnection toward the Pan-European
network. Thus, it has in total 32 fiber ports. The number
of fiber ports for the interconnection between a data center
and the Pan-European network has been chosen according
to [3], where it is reported that currently 76% of the traffic
generated inside a data center is directed to a server within
the same data center (internal traffic). We assume that
each core node in the Pan-European network also provides
edge functionality. As described before, each data center is
connected to a network node of the Pan-European network
using seven fibers. To ensure that the network nodes have
enough capacity to support the connection toward a data
center without becoming a bottleneck, we assume that each
link in the network is composed of four fibers. We also
assume that each HOS core node is connected to the corre-
sponding HOS edge node using a number of fibers that is
equal to the node degree. As a result, the number of fibers
attached to the ith HOS edge node (N}Edge’l) is equal to the
node degree. The number of fibers connected to the ith HOS
core node (Ng“re‘i) is equal to five times the node degree
(four times the node degree for the interconnection toward
other HOS core nodes and one time the node degree for the
interconnection toward the HOS edge node), plus seven
fibers in the case that the HOS core node is directly con-
nected to a data center. Each fiber carries 64 wavelength
channels (N = 64), each of which is operated at 40 Gbps.
As for the edge caching, we assume that the network
nodes that are not directly connected to a data center
are equipped with the same number of cache servers
(Ni.g = Ncs V i € Nyoge)- The network nodes that connect
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data centers with the HOS core network do not comprise
any cache servers.

The cache size of a HOS edge node is defined as the sum
of the storage capacities, expressed in bytes, of all the video
servers hosted in the node. Furthermore, we define the
video content hit rate as the probability that a video re-
quest arriving at a HOS edge node determines a cache
hit and thus is served using the local cache servers. The
cache hit rate depends mainly on the cache size. Several
studies report the cache hit rate as a function of the cache
size in real networks based on the YouTube video distribu-
tion infrastructure [22,23]. The results of these studies
show that high video hit rates can be achieved even with
small cache sizes and that the cache hit rate exhibits a
logarithmic growth as a function of the cache size. As a con-
sequence, increasing the cache size over a certain value has
a limited impact on the video content hit rate. In our sim-
ulation model, we assume that the video content popularity
belongs to a Zipf distribution with a library of 2 million ob-
jects and a skew parameter equal to 0.6. These are typical
assumptions for simulating a YouTube-like video content
delivery service [14,15] which lead to cache hit rates con-
sistent with those presented in [22,23]. We also assume
that the size of the video contents is uniformly distributed
between 100 and 500 MByte [15], with an average video
size of 300 MByte, and, consequently, a library that
amounts on average to 600 TByte.

The IP traffic arriving at the HOS edge nodes from leg-
acy IP networks is modeled using a Poisson distribution.
We assumed that 57% of this traffic consists of requests
for video content [2]. A request for video content can be ei-
ther served locally by the video cache servers in the HOS
edge node if the required content is available in the cache,
or can be forwarded to the original server located in one of
the data centers. In our simulations we also take into ac-
count the possibility that some of the traffic that arrives at
a HOS edge node is destined to another network node, that
is, not to the data center. We refer to this traffic as edge-to-
edge traffic. Even if it is not directly related to our analysis,
the edge-to-edge traffic is important because it has an
impact on the data losses and the delays as well as on
the energy consumption. For the traffic generated by the
servers, we implemented a more complex traffic model.
According to [24], the interarrival rate distribution of the
packets generated inside a data center can be modeled us-
ing a lognormal distribution. We then model the servers as
finite-state machines with two states, namely the lognor-
mal state and the video-transfer state. In the lognormal
state, the servers generate IP packets with a lognormal-dis-
tributed interarrival time. The IP packets generated by the
servers in the lognormal state can be addressed either to a
server in the same data center, to a server in a different data
center, or to a specific legacy IP network connected to a HOS
edge node. When a server receives a request for video con-
tent from an edge node, it switches to the video-transfer
state. In the video-transfer state the server transmits IP
packets at a constant bit-rate to the requesting HOS edge
node. When all the video content has been transmitted,
the server automatically switches back to the state with
the longnormal interarrival rate distribution.
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C. Performance Metrics

The performance of the proposed integrated intra-data-
center and core network architecture based on HOS is
assessed in terms of energy consumption, average delay,
and average data loss. The energy consumption is mea-
sured in terms of joules per bit (J/b) and is computed as
the ratio between the total network power consumption
in watts and the total network throughput in bits per
second.

The delay is defined as the time difference between when
an IP packet is generated (i.e., either by a server in a data
center or a cache server in a HOS edge node or a user of a
network connected to edge HOS nodes) and the time the IP
packet is received (i.e., either by the destination server or
the destination HOS edge node). The global average net-
work delay is defined as the mean value of the delays over
all IP packets measured during a simulation run. The IP
packets that traverse the HOS network can be carried over
different transport mechanisms. We refer then to the
packet delay as the delay experienced by IP packets that
are transmitted as optical packets through the HOS net-
work. Similarly, the short burst delay, long burst delay,
and circuit delay are the delays experienced by IP packets
that are transmitted through the HOS network over a
short burst, a long burst, or a circuit, respectively.

While computing the data loss rates, we assume that all
the electronic switches introduce negligible losses. As a
consequence, the losses in the core and intra-data-center
networks may happen only in the HOS core switches.
We define the packet loss rate as the ratio between the
number of optical packets that are lost along a path
through the HOS network and the total number of gener-
ated packets. Similarly, the short burst and the long burst
loss rates are defined as the ratio between the number of
lost and the number of generated short and long bursts,
respectively. Circuits are established using a two-way
reservation mechanism, and consequently the data trans-
mitted over circuits do not experience any losses. However,
in heavily loaded networks a circuit establishment request
could be refused (i.e., blocked) by a core node. As a conse-
quence, we define the circuit establishment failure proba-
bility as the ratio between the number of blocked and the
number of generated circuits.

We evaluate the above-mentioned performance for dif-
ferent values of the network load. We define the load as
the ratio between the total amount of traffic offered to
the network by external sources (servers and legacy IP net-
works) and the maximum amount of traffic that can be
handled by the network, that is, the network capacity.

V. NUMERICAL RESULTS

This section presents a performance analysis of the pro-
posed integrated intra-data-center and core HOS network
architecture with edge caching. First we comment on the
benefits that a carrier cloud operator can achieve by em-
ploying the integrated HOS network instead of either a
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nonintegrated HOS network or a conventional IP network.
Then we present and discuss the impact of using distrib-
uted cache servers on an integrated HOS network.

A. Integrated HOS Network

To better understand the results presented in this
section, in the following, we first explain the difference
between the integrated and nonintegrated HOS architec-
tures. In the nonintegrated HOS architecture, to intercon-
nect data centers and core networks, we employ (i) HOS
edge nodes (one per data center) at the core network side
and (i) HOS data-center-to-core interfaces at the data
center side. These components are shown in Fig. 3. The
HOS data-center-to-core interfaces perform traffic classifi-
cation, conditioning, and assembling according to the data
center policies, while the HOS edge nodes perform the
same functions according to the policies used in the core
network. The internal architecture of the HOS data-
center-to-core interfaces is the same as the one of the
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HOS aggregation switches used inside the data center.
In the integrated HOS network, there is no need for using
HOS edge nodes and HOS data-center-to-core interfaces to
connect data centers to the core network because both data
center and core network policies are considered when
processing the data center traffic in the HOS aggregation
nodes. Here, the HOS edge nodes are only needed at the
customer (cloud consumer) end.

In Fig. 4 we compare the energy consumption per bit as a
function of the network load for the integrated HOS net-
work, the nonintegrated HOS network, and a conventional
IP network. The conventional IP network has a core and an
intra-data-center network based on electronic switching.
For comparative purposes, we also consider an IP core net-
work able to put the LCs into sleep mode dynamically dur-
ing idle times [18,19]. In our simulations, we assumed that
all the network nodes which are not directly connected to a
data center are equipped with Ncg = 10 cache servers, re-
sulting in a total cache size of 10 TByte, which corresponds
to 1/60 of the library.

DATA CENTER
HOS edge node dedicated to interface
HOS data-center-to-coreinterface between core and data center
HOS
Core Data classification IP Packet
. ooda 3 ooo
«~—| Switch Data assembly ——— extraction -~
— P Resource allocation p =_— '
— E (According to the policies CORE -
W in the data center) NETWORK /
Data classification
Data assembly
IP Packet Resource allocation i
. = ¢
C'E'DD extraction =l==t (According to the policies == & J
. .
——o IP packets in the core network) DR
| SEEEEEEEES |
Fig. 3. Interconnection between data center and core network in the nonintegrated HOS architecture.
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In Fig. 4(a) we show the overall energy consumption per
bit. The figure shows that by employing a sleep-based tech-
nique it is possible to achieve large energy savings with
respect to current electronic IP networks, which leave all
LCs in the active mode during the idle times. It is also evi-
dent that, even if a sleep-based technique is employed in an
IP network, a HOS network is still able to achieve signifi-
cantly lower energy consumption values. This is because
the HOS networks are based on an energy-efficient optical
switching technology that benefits from transmitting cir-
cuits and long bursts using an optical switch with low power
consumption and relatively slow switching time while using
a small number of fast optical switches for the transmission
of packets and short bursts. The benefit of using HOS be-
comes more evident for high loads, where sleeping is not
able to provide a significant improvement. Figure 4(a) also
shows the improvement in energy efficiency offered by the
integrated HOS network with respect to the nonintegrated
HOS network. This increment in energy efficiency may
seem small, but it is worth noting that at very high amounts
of network traffic, such as those forecasted in [2,3] and as-
sumed in this paper, even a reduction of a few nanojoules per
bit can result in significant overall energy savings. For in-
stance, at a network load of 35% the integrated HOS net-
work consumes 4 nd/b less than the nonintegrated HOS
network. This translates into a total of almost 2 MW saved.

In Fig. 4(b) we show separately the energy consumption
per bit in the core network and the intra-data-center net-
works. The energy consumption per bit of the core network
is given as the ratio of the core network power consumption
and the core network throughput. In the nonintegrated
HOS network the power consumption of the core includes
the HOS edge nodes dedicated to the interconnection to-
ward the data centers. Similarly, the energy consumption
per bit of the intra-data-center networks is given as the ratio
of the total power consumption of the intra-data-center net-
works and the total throughput of the intra-data-center
networks. In the nonintegrated HOS architecture the
power consumption of the intra-data-center networks
include the HOS aggregation switches dedicated to the
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interconnection toward the core. From the figure we have
two important observations. First, core networks are more
energy efficient than intra-data-center networks. In fact, ac-
cording to our calculations the power consumption of the
intra-data-center networks is always much higher than
the power consumption of the core network for similar
amounts of carried traffic. The difference is mainly coming
from the ToR switches introducing an extra level of aggre-
gation in the intra-data-center networks, which is not
present in the core network [see Egs. (2) and (8)]. The
ToR switches consume a very large amount of power and
dominate the power consumption of the intra-data-center
networks because of the very large number of ToR switches
in current high-capacity data centers based on the three-tier
fat-tree network topology. This fact is more evident for the
integrated HOS network where we observe that at a net-
work load of 35% the energy consumption per bit of the core
network is 5 times lower compared to the intra-data-center
network. Second, the integrated approach has a higher ben-
eficial impact on the energy consumption per bit of the core
network than of the intra-data-center networks. In fact,
when comparing the energy consumption of the integrated
and the nonintegrated HOS networks, we observe that at a
network load of 35%, the integrated approach reduces the
energy consumption per bit by 30.5% of the core network
and by 3.5% in the case of the intra-data-center network.
This is because the additional HOS edge nodes, used in the
nonintegrated HOS network to connect toward the data cen-
ters, have a strong impact on the total power consumption
of the core network. This impact is higher than the
impact of the additional HOS aggregation switches used in-
side the intra-data-center networks.

In Fig. 5 we compare the values of the average network
delays as a function of the network load. Figure 5(a) shows
the average delays in the integrated HOS network, while
Fig. 5(b) presents the average delays in the nonintegrated
HOS network. The figures demonstrate clearly that the in-
tegrated approach leads to a better delay performance and
reduces the global average delays of IP packets by always
more than 1 ms. In particular, the integrated approach

24} , aaf ", E
l | af T Long bursts 4
20+ 1 of e i
I — Long bursts e |
. ek o { ..................................................... 1 = 16 Global average Short bursts i
E ul Short bursts ~ B R T T O————— ? E
= o ) = A A

%\ 12F %\ 12F ‘ B
8 10 Circuits and packets Global average 1 Bt Circuits and packets ]
8 g 8 g
6 e 6| e
4l g 4t -
| Data served by the cache | .l Data served by the cache |

30% 35% 40% 45% 50% 55% 60% 65% 70% 75% 80% 85% 90% 30% 35% 40% 45% 50% 55% 60% 65% 70% 75% 80% 85% 90%

Load

(a)

Load

(b)

Fig. 5. Average network delays as a function of the input load for the integrated and the nonintegrated HOS networks. (a) Integrated
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significantly reduces the delays of IP packets transmitted
over short and long bursts. This is due to the fact that
bursts employ a mixed timer-length assembly algorithm
[9] that may take from several hundreds of microseconds
up to a few milliseconds. In the nonintegrated HOS net-
work, the bursts must be disassembled and assembled
again in the electronic interfaces between a data center
and the core network, leading to a strong increase in the
overall network delay.

In this paper we assume that the electronic components
introduce negligible losses. As a consequence, the data loss
rates in the integrated HOS network and in the noninte-
grated HOS network are the same. In Fig. 6 we show the
average data loss rates as a function of the network load.
The optical packets are scheduled with the lowest priority,
and thus they experience the highest losses. Optical bursts
are scheduled a priori due to the offset time so that they
receive a sort of prioritized handling in comparison to pack-
ets. In particular, long bursts are characterized by long off-
set times and show loss rates almost three orders of
magnitude lower than packets and almost two orders of
magnitude lower than short bursts. Finally, circuits are
scheduled with the highest priority and achieve a lossless
operation and negligible establishment failure probabilities
in our simulations. To understand where in the network we
observe the highest losses, we plot in Fig. 6 the average loss
rates in the intra-data-center, inter-data-center, and server-
to-edge interconnections. We observe that the average loss
rates in inter-data-center interconnections are always the
highest. This is because in the inter-data-center intercon-
nections the data needs to cross on average the highest
number of HOS core switches (in both the HOS core net-
work and intra-data-center network). The lowest average
loss rates are instead achieved by the intra-data-center in-
terconnections where data always have to cross a single
HOS core switch inside the data center.

B. Impact of Edge Caching

In Fig. 7 we show the energy consumption per bit of the
integrated HOS network against the network load and for
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Fig. 7. Energy consumption per bit against the input load for
different cache sizes.

different values of the cache size. To vary the cache size we
change the number of cache servers per HOS edge node,
that is, the value of Nqog. We always assume that the net-
work nodes connected to a data center are not equipped
with local cache servers. To understand the results
shown in Fig. 7 it should be noted that we do not consider
dynamic switching-off of the electronic LCs, and conse-
quently the energy consumption of the electronic compo-
nents is independent on the network load. Only the
power consumption of the optical switching fabric of the
HOS core nodes, that is, Pogr, changes with the network
load. Furthermore, it should be noted that the energy con-
sumption per bit is defined as the ratio between the net-
work power consumption given in watts and the network
throughput given in bits per second. Figure 7 shows that
at low and moderate loads, the higher the cache size, the
higher the energy consumption per bit. In fact, in our sim-
ulations, the increase in the storage energy consumption
introduced by the distributed cache servers (Pguane) is al-
ways higher than the reduction of the transport energy
that is obtained by switching off the unused optical switch
ports of the HOS core nodes. When increasing the load, we
observe that the larger the cache size, the faster the dec-
rement of the energy consumption per bit. This is due to
the fact that increasing the number of distributed cache
servers reduces the average data loss rates in the network.
The larger the cache size, the higher the network through-
put, especially at high loads. However, the network
throughput does not increase linearly with the cache size.
In fact, as shown in [22,23], the network throughput in-
creases in a log-like way with the increase in the cache
size. This means that the network throughput becomes
saturated when increasing the cache size over a certain
value. On the other hand, increasing the cache size leads
to an almost linear increase of the storage power consump-
tion. As a consequence, at high loads we observe that there
is a trade-off between cache size and energy consumption
per bit. In our simulations, when the load is higher than
50%, the best results in terms of energy consumption are
achieved using 1/60 of the size of the library, that is, set-
tll’lg N, cs = 10.
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Fig. 8. Average delays and average data loss rates as a function of the input load for different values of the cache size. (a) Average
network delays, (b) packet loss rates, (c) short burst loss rates, and (d) long bursts loss rates.

In Fig. 8(a) we present the global average network delay
as a function of the network load for different values of the
cache size. The figure highlights that the larger the cache
size, the lower the global average network delay. In particu-
lar, increasing the cache size from 0 to 1/30 of the size of the
library (i.e., from 0 to 20 TByte) leads to a reduction of the
global average delay in the network by about 2 ms. A fur-
ther increase of the cache size from 1/30 to 1/15 of the size of
the library (i.e., from 20 to 40 TByte) has a very limited
impact on the global average network delays.

Finally, in Figs. 8(b)-8(d) we show the average loss rates
of packets, short bursts, and long bursts as a function of the
network load for different values of the cache size. The cir-
cuit establishment failure probability is always null in the
considered configurations. The figures show that the larger
the cache size, the lower the average loss rates. This is due
to the fact that increasing the cache size keeps the traffic
more local, which corresponds to a higher amount of re-
quests from the end users served by the cache servers. This
leads to a reduction of the traffic in the core and in the
intra-data-center networks and consequently to lower loss
ratios. Figure 8 also shows that by increasing the cache size
from O to 1/60 of the size of the library (i.e., from 0 to

10 TByte) we achieve a high reduction in the loss rates,
while increasing the cache size over 1/60 of the size of
the library (i.e., over 10 TByte) has a very limited impact
on the loss rates.

VI. CoNCLUSIONS

In this paper we have proposed a unified network
architecture that provides both intra-data-center and
inter-data-center connectivity together with interconnec-
tion toward legacy IP networks. This architecture is tail-
ored for the future carrier cloud operators running both
the data centers and the core network. The architecture
is referred to as an integrated core and intra-data-center
network and is based on the HOS technology. The main ad-
vantage of the integration of core and intra-data-center
networks in a single infrastructure comes from avoiding
electronic interfaces between the data centers and the core
network. We evaluated the energy consumption along with
the delay and loss performance of the integrated HOS
network and made extensive comparisons with respect
to a nonintegrated HOS solution and a conventional IP
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network based on electronic switching. We conclude that
the integrated HOS network achieves by far the highest
energy efficiency. Furthermore, we demonstrated that
the integrated HOS network reduces considerably the
average network delays with respect to a nonintegrated
HOS solution. As a consequence, we conclude that the
integrated HOS network is well suited for application in
carrier clouds.

Furthermore, we studied the impact of distributed video
cache servers on the energy consumption as well as the de-
lay and loss performance of the integrated HOS network.
The existing literature on this topic only takes into account
conventional core and intra-data-center networks based on
IP electronic switching, which are characterized by low en-
ergy efficiency. The aim of this study is to identify whether
a carrier cloud operator that relies on the integrated HOS
network concept could increase energy efficiency by em-
ploying edge caching. Therefore, we extended HOS edge
node architecture to include cache servers and content
trackers. The content trackers interact with the HOS con-
trol plane for updating the servers and processing incoming
video requests. We also developed a novel analytical model
for evaluating the energy consumed by the cache. Accord-
ing to the results we conclude that to achieve both low de-
lay and data loss as well as high energy efficiency in an
integrated HOS network, a careful dimensioning of the
cache size is needed. In particular, at low and moderate
loads we observed the highest energy efficiency is achieved
in the case without any edge caching. Furthermore, our
analysis also leads to the following general conclusion:
when deciding to upgrade the traditional electronic switch-
ing-based network to a more-energy efficient one, operators
have to reconsider their edge caching strategy in order to
achieve the best network performance.
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