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ABSTRACT
Recent experimental studies have shown that wireless links
in real sensor networks can be extremely unreliable, devi-
ating to a large extent from the idealized perfect-reception-
within-range models used in common network simulation
tools. Previously proposed geographic routing protocols com-
monly employ a maximum-distance greedy forwarding tech-
nique that works well in ideal conditions. However, such a
forwarding technique performs poorly in realistic conditions
as it tends to forward packets on lossy links. We identify and
illustrate this weak-link problem and the related distance-
hop trade-off, whereby energy efficient geographic forward-
ing must strike a balance between shorter, high-quality links,
and longer lossy links. The study is done for scenarios with
and without automatic repeat request (ARQ).

Based on an analytical link loss model, we study the
distance-hop trade-off via mathematical analysis and exten-
sive simulations of a wide array of blacklisting/link-selection
strategies; we also validate some strategies using a set of real
experiments on motes. Our analysis, simulations and ex-
periments all show that the product of the packet reception
rate (PRR) and the distance traversed towards destination
is the optimal forwarding metric for the ARQ case, and is
a good metric even without ARQ. Nodes using this metric
often take advantage of neighbors in the transitional region
(high-variance links). Our results also show that reception-
based forwarding strategies are more efficient than purely
distance-based strategies; relative blacklisting schemes re-
duce disconnections and achieve higher delivery rates than
absolute blacklisting schemes; and that ARQ schemes be-
come more important in larger networks.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless
communications; C.4 [Performance of Systems]: Perfor-
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mance attributes; I.6 [Computing Methodologies]: Sim-
ulation and Modeling

General Terms
Performance, Design, Implementation
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1. INTRODUCTION
Geographic routing is a key paradigm that is quite com-

monly adopted for information delivery in wireless ad-hoc
and sensor networks where the location information of the
nodes is available (either a-priori or through a self-configuring
localization mechanism). Geographic routing protocols are
efficient in wireless networks for several reasons. For one,
nodes need to know only the location information of their
direct neighbors in order to forward packets and hence the
state stored is minimum. Further, such protocols conserve
energy and bandwidth since discovery floods and state prop-
agation are not required beyond a single hop.

The main component of geographic routing is usually a
greedy forwarding mechanism whereby each node forwards
a packet to the neighbor that is closest to the destination.
This can be an efficient, low-overhead method of data deliv-
ery if it is reasonable to assume (i) sufficient network density,
(ii) accurate localization and (iii) high link reliability inde-
pendent of distance within the physical radio range.

However, while assuming highly dense sensor deployment
and reasonably accurate localization may be acceptable in
some classes of applications, it is now clear that assumption
(iii) concerning highly reliable links is unlikely to be valid in
any realistic deployment. Several recent experimental stud-
ies on wireless ad-hoc and sensor networks [8, 7, 9, 10] have
shown that wireless links can be highly unreliable and that
this must be explicitly taken into account when consider-
ing higher-layer protocols. Figure 1 (a) shows samples from
a statistical link layer model developed in [16] — it shows
the existence of a large “transitional region” where the link
quality has high variance, including both good and highly
unreliable links.

The existence of such unreliable links exposes a key weak-
ness in greedy forwarding that we refer to as the weakest link
problem. At each step in greedy forwarding, the neighbors
that are closest to the destination (also likely to be farthest
from the forwarding node) may have poor links with the cur-
rent node. These “weak links” would result in a high rate of
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Figure 1: (a) Samples from a realistic analytical link
loss model (b) An illustration of the discrepancy
of performance of greedy geographic forwarding be-
tween an idealized perfect-reception model and the
lossy reception model

packet drops, resulting in drastic reduction of delivery rate
or increased energy wastage if retransmissions are employed.
Figure 1 (b) illustrates the striking discrepancy between the
performance of greedy forwarding on the realistic lossy net-
work versus a network with an idealized reception model.

This observation brings to the fore the concept of neighbor
classification based on link reliability. Some neighbors may
be more favorable to choose than others, not only based on
distance, but also based on loss characteristics. This sug-
gests that a blacklisting/neighbor selection scheme may be
needed to avoid ‘weak links’. But, what is the most energy-
efficient forwarding strategy and how does such strategy
draw the line between ‘weak’ and ‘good’ links?

We articulate the following energy trade-off between dis-
tance per hop and the overall hop count, which we simply
refer to as the distance-hop energy trade-off for geographic
forwarding. If the geographic forwarding scheme attempts
to minimize the number of hops by maximizing the geo-
graphic distance covered at each hop (as in greedy forward-
ing), it is likely to incur significant energy expenditure due
to retransmission on the unreliable long weak links. On the
other hand, if the forwarding mechanism attempts to max-
imize per-hop reliability by forwarding only to close neigh-

bors with good links, it may cover only a small geographic
distance at each hop, which would also result in greater en-
ergy expenditure due to the need for more transmission hops
for each packet to reach the destination. We will show in
this paper that the optimal forwarding choice is generally to
neighbors in the transitional region.

A related concern in designing a forwarding scheme is that
it must be careful not to blacklist too many links, as this may
result in route disconnections and lower delivery rates even
in moderately dense networks.

In this work, our goal is to study the energy and reliabil-
ity trade-offs pertaining to geographic forwarding in depth,
both analytically and through extensive simulations, under
a realistic packet loss model. For this reason, we utilize the
statistical packet loss model derived in [16]. We emphasize,
however, that the framework, fundamental results and con-
clusions of this paper are quite robust and not limited by
the specific characteristics of this model. The main contri-
butions of this work includes:

• Mathematical analysis of optimal forwarding choices
to balance the distance-hop energy trade-off for both
ARQ and No-ARQ scenarios.

• A framework to study and analyze greedy forwarding
strategies in the context of geographic routing. The
framework is applicable for other channel models as
well, even though we apply it, in this study, to a spe-
cific set of channel parameters.

• Introduction of several new blacklisting and link-selection
strategies suitable for geographic forwarding: based on
distance, PRR and a combination of both. Then, we
provide a systematic evaluation of those strategies via
extensive simulations.

• The conclusion that PRR×distance is an optimal met-
ric for making localized geographic forwarding deci-
sions in lossy wireless networks with ARQ mechanisms,
and is also a good metric for No-ARQ scenarios.

• Validation of this conclusion using a set of real exper-
iments with motes to compare basic geographic for-
warding approaches.

The rest of the paper is organized as follows. The related
work is described in section 2. In section 3, we present the
statistical link-loss model, scope and metrics of our work.
Then, we provide a mathematical analysis of the optimum
distance in the presence of unreliable links in section 4. A
set of tunable geographic forwarding strategies suitable for
lossy wireless networks is presented in section 5. In section
6, we report the results of a comprehensive simulation study
that evaluates the performance of these strategies. The ef-
fectiveness of the PRR×distance metric is validated through
real experiments with motes in section 7. Finally, we discuss
the implications of our results and future extensions of this
work in section 8.

2. RELATED WORK
Our study is informed by prior work on geographic for-

warding and routing, as well as recent work on understand-
ing realistic channel conditions and their impact on wireless
network routing protocols.



Early work in geographic routing considered only greedy
forwarding [2] by using the locations of nodes to move the
packet closer to the destination at each hop. Greedy for-
warding fails when reaching a local maximum, a node that
has no neighbors closer to the destination. A number of
papers in the past few years have presented face/perimeter
routing techniques to complement and enhance greedy for-
warding [1, 3, 5]. We, however, set aside this issue for the
present, and focus only on studying and suggesting ways to
improve the greedy forwarding aspect of geographic routing.
More details about geographic and position-based routing
schemes can be found in the following surveys [12, 13].

On the other hand, much of the prior research done in
wireless ad hoc and sensor networks, including geographic
routing protocols, has been based on a set of simplifying
idealized assumptions about the wireless channel character-
istics, such as perfect coverage within a circular radio range.
It is becoming clearer now to researchers and practitioners
that wireless network protocols that perform well in simula-
tions using these assumptions may actually fail in reality.

Several researchers have pointed out how simple radio
models may lead to wrong results in wireless ad hoc and
sensor networks. Ganesan et al. [7] present empirical results
from flooding in a dense sensor network and study differ-
ent effects at the link, MAC, and application layers. Some
observations from their experiments are: the distribution
of packet reception over distance is non-uniform; losses hap-
pen also at short distances from the transmitter; asymmetric
links are quite common, especially at lower power settings.
Kotz et al. [6] enumerate the set of common assumptions
used in MANET research, and provide data demonstrating
that these assumptions are not usually correct. The real con-
nectivity graph can be much different from the ideal graph,
and losses due to fading and obstacles are common at a wide
range of distances and keep varying over time. The cover-
age area of radio is neither circular nor convex, and is often
non-contiguous.

Zhao and Govindan [10] report measurements of packet
delivery for a dense sensor network in different indoor and
outdoor environments. Their measurements also point to a
gray area within the communication range of a node, where
there is large variability in packet reception over space and
time. Similarly, the measurements obtained by the SCALE
connectivity assessment tool [14] show that there is no clear
correlation between packet delivery and distance in an area
of more than 50% of the communication range (which corre-
sponds to the transitional region we consider in our work).
SCALE is also used in [15] to develop statistical models for
characterizing links in sensor networks.

Several recent studies have shown the need to revisit rout-
ing protocol design in the light of realistic wireless channel
models. In [8], De Couto et al. have measurements for
DSDV and DSR, over a 29 node 802.11b test-bed and show
that the minimum hop-count metric has poor performance,
since it is not taking the channel characteristics into account
especially with the fact that minimizing the hop count max-
imizes the distance travelled by each hop, which is likely to
increase the loss ratio. They present the expected trans-
mission count metric that finds high throughput paths by
incorporating the effects of link loss ratios, asymmetry, and
interference. On the same line of work, Woo et al. [9] study
the effect of link connectivity on distance-vector based rout-
ing in sensor networks. They too identify the existence of

the three distinct reception regions: connected, transitional,
and the disconnected regions. They evaluate link estimator,
neighborhood table management, and reliable routing pro-
tocols techniques. A frequency-based neighbor management
algorithm (somewhat related to the blacklisting techniques
studied in our work) is used to retain a large fraction of
the best neighbors in a small-size table. They show that
cost-based routing using a minimum expected transmission
metric shows good performance. The concept of neighbor
management via blacklisting of weak links is also found in
the most recent versions of the Directed Diffusion Filter Ar-
chitecture and Network Routing API [17]. More recently
in [11], empirical data is used to study the impact of radio
irregularity in sensor networks. The results show that radio
irregularity has more significant impact on routing protocols
than on MAC protocols and that location-based protocols
perform worse in the presence of radio irregularity than on-
demand protocols.

However, we are not aware of any prior work that has
studied the design of geographic routing schemes for lossy
networks and has considered the related trade-offs in de-
tail. Our work attempts to make a significant contribution
in this direction. Although, the minimum expected trans-
mission metric used in [8] and [9] is somewhat related to our
PRR×distance metric in trying to reduce the total number
of transmissions from source to destination and thus min-
imize the energy consumed, the minimum expected trans-
mission metric is a global path metric, while PRR×distance
is a local link metric suitable for scalable routing protocols
such as geographic routing. Since in geographic routing,
nodes need only to know the location information of their
direct neighbors in order to forward packets, path metrics
in general are not suitable for geographic routing protocols.

3. MODEL, SCOPE AND METRICS
Model: For both the analysis and simulations undertaken

in this study, we required a realistic channel model for lossy
sensor networks. Our work use the link layer model derived
in [16]:

PRR(d) = (1 −
1

2
exp−

γ(d)
2

1
0.64 )ρ8f (1)

Where d is the transmitter-receiver distance, γ is the sig-
nal to noise ratio (SNR), ρ is the encoding ratio and f is the
frame length1. The model considers several environmental
and radio parameters, such as the path-loss exponent (η)
and log-normal shadowing variance (σ) of the environment,
and the modulation and encoding schemes of the radio. This
particular equation resembles a MICA2 mote, which uses
non-coherent frequency shift keying as the modulation tech-
nique and Manchester as the encoding scheme (ρ = 2). The
environmental parameters were set to η = 3.0 and σ = 3.8.
Figure 1 (a) shows instances of the link layer model where
the different regions can be observed. For this particular
model the connected region goes from 0 to 8 m, and the
transitional region from 8 to 32 m approximately.

Scope: Radio activity (transmissions and receptions) has
been identified as a major source of energy consumption in
wireless sensor networks. This work provides a methodology
to minimize the energy consumption during communication

1Please refer to [16] for a complete description of the model.



events. Nevertheless, we should offer some caveats regard-
ing the scope of our work. Our models do not consider
other means of energy savings such as sleep/awake cycles,
transmission power control, nor other sources of energy con-
sumption such as processing or sensing. We also do not
address MAC-layer behavior such as contention. We be-
lieve that this is a complementary and orthogonal problem
to our work, since our model applies during the transmis-
sion/reception periods (at any snapshot of the topology),
where the traffic and contention are relatively light; a very
reasonable assumption for many classes of data-centric sen-
sor networks.

Metrics: In order to evaluate the energy efficiency of
different strategies, we use the following metrics:

• Delivery Rate (r): percentage of packets sent by the
source which reached the sink.

• Total Number of Transmissions (t): total number of
packets sent by the network, to attain the delivery rate
described above.

• Energy Efficiency (Eeff ): number of packets delivered
to the sink for each unit of energy spent by the net-
work.

Our analysis is, as well, based on the following assumptions:

• Nodes know the location and the link’s PRR of their
neighbors.

• Nodes are randomly distributed.

Eeff can be derived from the delivery rate r and the total
number of transmissions t. Let psrc be the number of pack-
ets sent by the source, etx and erx the amount of energy
required by a node to transmit and receive a packet, and
ere the energy used to read only the header of the packet
(for early rejection). Given that we are assuming a random
distributed topology, the expected number of neighbors can
be considered as a constant n. Therefore, the total amount
of energy consumed by the network for each transmitted
packet is given by:

etotal = etx + erx + (n − 1)ere (2)

Subsequently, Eeff is given by:

Eeff =
psrc r

k t
(3)

Where k is a constant which includes etotal and a conversion
factor for energy units.

4. ANALYTICAL MODEL
Given a realistic link layer packet reception rate model,

like the one described in section 3, our goal is to explore the
distance-hop trade-off, in order to maximize the energy ef-
ficiency of the network during communication events. More
precisely, we look into the following questions: at each step
along the path, how far should a packet be forwarded? is
there an optimal forwarding distance? The analytical mod-
els derived in this section provide an answer for these ques-
tions by obtaining the probability mass function (pmf) of
the optimal distance for architectures with and without au-
tomatic repeat request (ARQ).

sender

sink

src

(a) (b)

source

(c)

d
src-sink

sink

Figure 2: Derivation of the chain topology used in
the mathematical analysis.

4.1 Probabilistic Model for Distribution
of Optimal Forwarding Distance

This sub-section describes the notation and set-up used in
the analytical models for systems with and without ARQ.
Figure 2 (a) depicts a sensor network where the arrow shows
the direction from source to sink. Figure 2 (b) is a zoom-in
of some intermediate part of the path. Even though some
nodes may not be aligned, the projection of their positions
onto the arrow suggest how close the packet gets to the sink
in case one of those nodes is chosen. Hence, the source-
destination path can be described as a chain topology. Fig-
ure 2 (c) shows the chain topology used in our mathematical
model. In this chain, nodes are placed every τ meters2, the
distance between source and sink is dsrc−sink and we want
to obtain the optimal distance dopt to forward the packet.

For the remainder of this section, the analysis is focused
in this chain topology and the following notation is used:

• η: set of nodes that belong to the path between source
and sink (including the source, but not the sink).

• γ: set of links used in the path.

• ψ: set of neighbors’ distance3.

Our goal is to maximize Eeff , for this purpose, let Xd =
Eeff (d) be a continuous random variable, which indicates
the energy efficiency obtained if a distance d is traversed
at each hop. Hence, the goal can be re-stated as to find
the distance that maximizes Xd. Let qd be the probability
that a node at distance d has the highest value of Xd (i.e.
Xd > Xj , ∀jεψ, j 6= d). Thus, qd is the probability that the
optimum forwarding distance is d and is given by:

qd =

∫

P ((x < Xd < x + dx) ∧ (Xj < x, ∀jεψ, j 6= d)) dx

(4)

2A non-constant distance between nodes can be also chosen.
However, a constant distant τ allows a fair comparison of the
different regions (connected, transitional, disconnected).
3In this section, neighbors are considered as nodes within
40 m of a sender.
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The transitional region often has links with good
performance as per this metric.

Since the PRR of a link j, ∀jεψ, is considered independent4:

qd =

∫

P (x < Xd < x+dx) P (Xj < x, ∀jεψ, j 6= d) dx (5)

Finally, we get:

qd =

∫

fXd
(x)

∏

∀jεψ,j 6=d

FXj (x) dx (6)

Where fXd
(x) and FXj (x) are the pdf and cdf of the metric

Xd, which represents the energy efficiency of a given for-
warding strategy. In the next subsection, we evaluate equa-
tion (6) for the ARQ and No-ARQ cases.

4.2 Analysis for ARQ case
We assume no a-priori constraint on the maximum num-

ber of retransmissions (i.e. ∞ retransmissions can be per-
formed), therefore, r is equal to 1. Consequently, according
to equation (3), Eeff is given by:

EeffARQ
=

psrc

k t
(7)

At each hop the expected number of transmissions is psrc

PRR(d)
,

if distance d is chosen. Therefore, the total number of trans-
mission t is given by5:

t = psrc
1

PRR(d)

dsrc−sink

d
(8)

Substituting t in equation (7) we get:

EeffARQ
=

PRR(d) d

k dsrc−sink

(9)

Thus, in order to maximize EeffARQ
, we need to maximize

the PRR×distance product. Hence, we define the metric Xd

as PRR(d)× d. Figure 3 shows analytical samples obtained
for Xd. For each distance, the PRR obtained was multi-
plied by its distance, it can be observed that nodes in the
transitional region usually have the highest values of Xd.

4The received signal in a wireless channel is the sum of many
contributions, coming from different locations, with random
phases [18]. Therefore, we consider the PRR independent
for different transmitter-receiver distances.
5 dsrc−sink

d
in equation (8) represents the number of hops.
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Figure 4: Probability mass function of the optimal
forwarding distance in the ARQ case for different
values of τ .

The next step is to obtain the cdf and pdf for Xd with
the aim of evaluating the integral given in (6). Since the
PRR×distance product does not have a close-form expres-
sion, equation 6 was evaluated through numerical computa-
tion. After evaluating the integral for various values of τ (1,
2 and 4 meters), figure 4 shows the pmf of the optimal6 dis-
tance. For small values of τ (1 and 2), which may correspond
to high dense networks, nodes in the transitional region ap-
pear as the optimal ones, moreover, nodes in the connected
region have negligible probabilities of being chosen. As τ in-
creases (4 m), which may correspond to less dense networks,
one node in the connected region (8 m) have a non-negligible
probability of being optimal.

The analytical model derived provides the optimal dis-
tance. Nevertheless, there is an important question that
must be solved to accurately evaluate the distance-hop trade-
off: how much are we gaining from choosing the best candi-
date? In other words, if we sort the nodes in the routing
table according to the PRR×distance metric (the highest
the metric the better the candidate), how much energy are
we saving by choosing the best candidate according to this
metric instead of using other metrics, for example, the node
with the highest PRR?.

Monte-Carlo simulations were performed to quantify the
amount of energy savings. A chain topology was simulated
with dsrc−sink = 1000 m, where a packet was sent from
source to sink using four different forwarding policies.

• PRR×DIST: the packet is forwarded through neigh-
bors that have the highest PRR×distance metric.

• BR: the packet is forwarded through the neighbor that
has the highest PRR. If several nodes have the same
PRR, the node closest to the sink is chosen.

• CONN: the packet is forwarded through the node in
the connected region that is closest to the sink.

• GR (1%): greedy forwarding through nodes that have
PRR above 1%.

6optimal refers to the local distance that statistically has the
highest probability of providing the highest energy efficiency.
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The Eeff is measured for the different strategies and com-
pared relatively to the Eeff of the PRR×DIST strategy.
Therefore, each of the curves in Figure 5 shows how well the
non-optimal forwarding schemes do relative to PRR×DIST,
and not absolute values of energy costs.

One hundred runs were performed for each value of τ .
Figure 5 shows that the curves for the different values of
τ are similar, performing slightly better as τ increases. If
the packet is forwarded through the best reception neighbor
(BR), the network can consume as much as 100% more than
the optimal (minimum) amount of energy. The figure also
shows that the CONN strategy –which blacklists all nodes
beyond the connected region– leads to energy inefficiencies
of 100% or above. Finally, network protocols using greedy
forwarding, with a low blacklisting threshold7, would con-
sume energy above 500% of the optimal strategy. Due to
space constraints a plot showing the probability distribution
of the nodes used as forwarders is not presented, however,
the nodes chosen in the PRR×DIST scheme show a similar
distribution to the curves in Figure 4.

Finally, it is worth mentioning that correlations and vari-
ations in time of the PRR of a given link, may influence
successive retransmissions and they form part of our future
work. However, some of our empirical tests show that good
and bad channel periods of a static link follow an exponen-
tial distribution (i.e. memoryless, small correlation) imply-
ing that the PRR over a relatively small period of time is a
good estimator of the channel’s condition.

4.3 Analysis for the No-ARQ case
This analysis is similar to the one in the previous subsec-

tion, with an important difference: in systems without ARQ,
the distance between the source and the sink influences the
election of the optimal forwarding distance.

In systems that uses ARQ, at each step a node transmits
the same amount of data as the source, this characteristic
allows us to do the analysis independently of dsrc−sink. On
the other hand, in systems without ARQ the amount of data
decreases at each hop, hence the longer the dsrc−sink the
higher the PRR of the chosen links should be. The analysis

7The low blacklisting threshold is to avoid choosing naively
links with PRR less than 1%.

0 10 20 30 40
0

0.02

0.04

0.06

0.08

0.1

0.12

d
src−sink

 = 200 m

X
d

distance (m)
0 10 20 30 40

0

0.01

0.02

0.03

0.04

0.05

0.06

d
src−sink

 = 400 m

X
d

distance (m)

0 10 20 30 40
0

0.005

0.01

0.015

0.02

0.025

0.03

d
src−sink

 = 800 m

X
d

distance (m)
0 10 20 30 40

0

0.005

0.01

0.015

d
src−sink

 = 1600 m

distance (m)

X
d

Figure 6: Energy efficiency metric for the No-ARQ
case.

in this section explains this behavior.
In systems without ARQ, the delivery ratio r is given by:

r =
∏

iεγ

PRRi (10)

The number of packet transmissions required at each node
j that belongs to η is given by:

tj = psrc

j−1
∏

i=0

PRRi (11)

Where PRR0 = 1, to accommodate for the number of trans-
missions required at the source (equal to psrc). The total
number of transmissions t is the sum of tj , ∀j ∈ η. Therefore
t is given by:

t = psrc

∑

j∈γ

j−1
∏

i=0

PRRi (12)

The number of hops h in the chain topology, defined for the
analysis, is given by:

h =
dsrc−sink

dopt

(13)

Given that at each hop the packet traverses a distance d

with PRR(d), equations (10) and (12) can be simplified to:

r = PRR(d)h (14)

t = psrc

h−1
∑

j=0

PRR(d)j (15)

For PRRs < 1, the sum in the previous equation converges
to:

t = psrc
PRR(d)h − 1

PRR(d) − 1
(16)

For PRRs = 1, t is given by:

t = psrc h (17)

Finally, Eeff is described by:

EeffwoARQ
=







PRR(d)h

k P RR(d)h
−1

P RR(d)−1

, PRR < 1

1
psrc h

, PRR = 1
(18)
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And Xd is denoted by:

Xd =

{

PRR(d)h∗(PRR(d)−1)

PRR(d)h−1
, PRR < 1

1
psrc h

, PRR = 1
(19)

Similarly to the ARQ case, the pdf and cdf of Xd do not have
a simple tractable form. Therefore, numerical computation
is used to approximate the integral given in (6).

The simulations for the No-ARQ case (figures 6 to 8) were
done for only one value of τ (1 m), on the contrary to the
ARQ case where three values of τ were tested. The reason
is that the interesting behavior in the No-ARQ case appears
when dsrc−sink is modified, hence four scenarios were simu-
lated; for dsrc−sink equals to 200, 400, 800 and 1600 m.

Figure 6 is the counterpart of Figure 3 for the Xd metric,
notice that the ARQ case required only one plot because its
energy efficiency metric is independent of dsrc−sink. We can
observe two trends as dsrc−sink increases. First, the values
of Xd move slighty towards left (beginning of transitional re-
gion), indicating that higher PRRs are preferred for greater
values of dsrc−sink. Second, and rather obvious, the values
of Xd decrease; which is correct since, Xd is directly propor-
tional to r and inversely proportional to t, and as dsrc−sink

increases, r decreases and t increases.
Figure 7 shows the pmf of the optimal distance. As

dsrc−sink increases the distribution starts moving slightly
towards the beginning of the transitional region. The intu-
itive explanation is that for greater distances the delivery
rate decreases to small values unless good links are chosen,
and small delivery rates may imply small Eeff ’s.

Figure 8 compares the relative energy efficiency of three
forwarding schemes (PRR×DIST, BR and CONN). BR and
CONN have a similar performance for the different values
of dsrc−sink, showing an energy consumption of 70 to 80 %
more than the PRR×DIST strategy. The Greedy strategy
was not included in the plot, since it performs several orders
of magnitude worse, this low performance for the No-ARQ
case is due to the dramatic decrease of the delivery rate if
some of the links have low PRRs (∼1%).

The analysis provided us with useful insights. First, the
optimal forwarding decision based on the PRR×distance
metric in the ARQ case and equation (18) in the No-ARQ
case, strikes a balance between the two extremes of forward-
ing to the farthest (likely worst reception) neighbor and the
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Figure 8: Relative energy efficiency of different for-
warding strategies with respect to the optimal met-
ric (equation 19) for the No-ARQ case.

nearest (likely best reception) neighbor. And second, the
best candidate neighbor for forwarding often lies in the tran-
sitional region. However, there are some limitations in the
analysis, it assumes a chain topology and that there are
no network disconnections (which can be a problem in low-
density scenarios when blacklisting is employed). In the next
two sections we present a set of practical geographic strate-
gies, and evaluate them in more realistic contexts through
extensive simulations.

5. GEOGRAPHIC FORWARDING STRATE-
GIES FOR LOSSY NETWORKS

In this section, we describe the design of novel forwarding
strategies to improve the performance of geographic routing
in lossy networks. In the next section, we will examine these
strategies through a comprehensive simulation study. We
classify our policies into two categories: distance-based and
reception-based policies. In distance-based policies nodes
need to know only the distance to their neighbors, while in
reception-based policies, in addition to the distance, nodes
need to know also the packet reception rates of their neigh-
bors. As we will show in our study, using the reception
rate information allows nodes to make better choices in for-
warding the packet than choosing neighbors based only on
distance, but it requires the extra functionality for obtaining
the reception rate. In the coming discussion we will assume
that the reception rate is available. Individual nodes can
estimate the reception rate by monitoring the channel and
observing packet success and loss events (refer to [8, 9] for
more details). Beacons sent by nodes for neighbor detection
and communicating location information could also be used
for assessing the reception rate by counting the number of
beacons received from a neighbor within a period of time
and sending this value to that neighbor.

All of our strategies use greedy-like forwarding, in that
the next hop is chosen from the neighbors closer to the des-
tination (or sink) than the forwarding node. As we men-
tioned, the original greedy forwarding approach, used in the
currently proposed geographic protocols, forwards to the
neighbor closest to the destination, which is likely to be
at a large distance from the forwarding node and hence is
likely to have a weak link to that node. In order to avoid



nodes with weak links, we present blacklisting approaches
that first blacklist a set of neighbors based on a certain crite-
ria, and then forwards to the node closest to the destination
among the remaining neighbors. We first present distance-
based blacklisting based on the idea that neighbors above
a certain distance are likely to have weak links. Distance-
based blacklisting does not take the reception rate of neigh-
bors into account which limits its performance, therefore we
design reception-based blacklisting approaches in order to
classify nodes based on the quality of their links. Abso-
lute reception-based blacklisting avoids all neighbors below
a certain reception rate, which guarantees links with a cer-
tain quality, but it risks greedy routing failures when a node
has no neighbors closer to the destination above this recep-
tion rate. This risk of disconnection brings up the relative
blacklisting strategy, which orders nodes closer to the desti-
nation based on a certain criteria and keeps the best of these
nodes independent of their specific values, then it forwards
to the node closest to the destination among those. In ad-
dition to the blacklisting approaches, we present two other
forwarding schemes which rank nodes closer to the destina-
tion according to a specific metric. In the first approach,
the metric is to pick the node with the highest reception
rate (highest PRR), and in the second approach, we use the
metric promoted by our analysis and pick the node with the
highest PRR×distance. The following subsections explain
our policies in more detail.

5.1 Distance-based Forwarding
Original Greedy: Original greedy is similar to the cur-

rent forwarding policy used in common geographic routing
protocols. Each node forwards to the neighbor closest to
the destination from the set of neighbors that are closer to
the destination. Since most of the previous studies were
simulation-based using the ideal channel model, the neigh-
bors were all the nodes within a certain radio range. In
reality, a node will detect its neighbors when it hears their
messages, therefore a minimum reception rate is required
between two nodes in order for them to be considered neigh-
bors. In the simulations, we set the minimum reception rate
to 1%. Original greedy is a special case of the coming black-
listing policies, when no nodes are blacklisted.

Distance-based Blacklisting: In this case, each node
blacklists neighbors that are above a certain distance from
itself. In the simulations we set the blacklisting threshold
as a fraction of a nominal radio range. For example if the
radio range is considered to be 40 m and the blacklisting
threshold is 20%, then the farthest 20% of the radio range (8
m) is blacklisted and the packet is forwarded to the neighbor
closest to the destination from those neighbors at a distance
less than 32 m from the current forwarding node. Notice
that actually no exact radio range value is required. The loss
model distribution (Figure 1 (a)) could be used to determine
the distance threshold.

5.2 Reception-based Forwarding
Absolute Reception-based Blacklisting: In absolute

reception-based blacklisting, each node blacklists neighbors
that have a reception rate below a certain threshold. For ex-
ample, if the blacklisting threshold is 20%, then only neigh-
bors closer to the destination with a reception rate above
20% are considered for forwarding the packet and the clos-
est neighbor to the destination among those is chosen.

Relative Reception-based Blacklisting: In relative
reception-based blacklisting, when a node receives a packet,
the node blacklists, from its neighbors that are closer to the
destination, a percentage of nodes that have the lowest re-
ception rate. For example, if the blacklisting threshold is
20%, after a node receives a packet, it considers only the
80% highest reception rate neighbors of its neighbors that
are closer to the destination, and it forwards the packet to
the neighbor closest to the destination among those. Note
that relative blacklisting is also different from the previous
blacklisting methods in that the neighbors blacklisted are
different for every destination, since blacklisting of a node
depends on the node rank within a set of neighbors and there
is no specific threshold value. Relative Blacklisting has the
advantage of avoiding the disconnections that can happen in
previous methods where all neighbors could be blacklisted,
but it also risks having bad neighbors that may be waste-
ful to consider. By lowering the threshold, more neighbors
are considered from which a neighbor with high distance
could be selected. Higher thresholds will limit the choice
only to higher PRR neighbors. Relative Reception-based
thresholds provide a range between two extremes: Origi-
nal Greedy which selects the highest distance independent
of the PRR, and Best Reception which selects the highest
PRR independent of distance.

Best Reception Neighbor: Each node forwards to the
neighbor that has the highest PRR from the neighbors that
are closer to the destination. This is a special case of rela-
tive reception-based blacklisting, where only a single node is
considered and hence the distance is not affecting the choice.

Best PRR×distance: This is the metric shown in our
analysis. For each neighbor that is closer to the destination,
the product of the reception rate and the distance improve-
ment achieved by forwarding to this neighbor is computed,
and the neighbor with the highest value is chosen. In the
analysis, we were using a chain topology, so the distance
improvement was simply the distance between the forward-
ing node and the neighbor. In the simulations we are us-
ing random general topologies, so each node forwarding a
packet computes the distance improvement to a neighbor

as 1 − d(nbr,dst)
d(node,dst)

, where d(nbr, dst) is the distance between

that neighbor and the destination, and d(node, dst) is the
distance between the node itself and the destination (this
reflects how closer the packet gets to the destination by for-
warding to that neighbor).

6. SIMULATION RESULTS
In this section, we perform extensive simulations to study

the characteristics of different forwarding strategies in ran-
dom topologies under different densities and network sizes.
We use the packet reception model presented in section 3.
In this paper, we are mainly interested in evaluating the
effects of physical-layer packet losses on geographic routing
independent of the MAC layer used and without concerning
ourselves with extraneous factors such as MAC collisions.

We simulate random static networks of sizes ranging from
100 to 1000 nodes having the same radio characteristics.
We represent the density as the average number of nodes
per a nominal radio range and vary it over a wide scale: 25,
50, 100, 200 nodes/range. Notice that our link loss model
does not have a strict value for the radio range similar to
the values used for ideal channel models. Nonetheless, we



define a nominal radio range in order to show the density
as a function of that range, and set it to 40 m based on
the distribution in Figure 1 (a). This density could be con-
sidered as the number of neighbors within the range of a
node if an ideal channel model is used. But in this model,
the nodes within the range of a node are not all neighbors
(in terms of connectivity) of that node and this is why the
density in terms of nodes/range is relatively high, while the
actual neighbors are much less. For a node to be considered
a neighbor it must have at least 1% reception rate.

In each simulation run, nodes are placed at random lo-
cations in the topology and 100 packet transmissions are
issued from a random source to a random destination in
the network. The results are computed as the average of
100 runs. By using random node distributions with differ-
ent densities, we cover the effect of disconnections in a wide
range of scenarios. At high densities, nodes are more uni-
formly distributed, and the greedy disconnections8 will be
low (similar to our analysis and real experiments sections).
While at lower densities, the distribution is more irregular
and the space contains gaps, causing more greedy disconnec-
tions. The random topologies generated have a mix of distri-
butions with some areas uniform and some areas containing
gaps of different sizes. The tendency to higher uniformity
or gaps depends on the density.

During packet transmission, the packet header contains
the destination location and each node chooses the next hop
based on the routing policy used. When a node forwards a
packet to its neighbor, the probability that the packet is
received is equal to the packet reception rate. The packet
reception rate between two nodes is computed by applying
their distance into the loss model equation. If the packet
is dropped, the response depends on whether ARQ is used
or not. If ARQ is not used, this packet is lost and not
delivered to the destination. If ARQ is used, the packet is
retransmitted again until it is received by that neighbor or a
maximum retransmission count is reached. Our evaluations
contain link layers without ARQ, with 10 retransmissions
ARQ, and with infinite retransmissions ARQ. Since the min-
imum reception rate for a node considered as a neighbor is
1%, infinite retransmissions are guaranteed to succeed.

The performance metrics studied are the delivery rate,
the total number of transmissions, and the energy efficiency
(bits/unit energy). The delivery rate (same as r in the anal-
ysis) is the percentage of packets sent by the source and
received by the destination. The total number of transmis-
sions is the number of transmissions generated to deliver a
packet between a source and a destination, and it contains
all intermediate transmissions and retransmissions till the
packet is delivered to the destination or is lost (this is the
same as t in the analysis). The bits/unit energy is the ratio
of the delivery rate to the number of transmissions (same as
Eeff in the analysis), and we use it to represent the amount
of delivery contribution by each transmission, thus it rep-
resents the energy efficiency of the policy used (its inverse
can be viewed as the amount of energy required to achieve
a certain delivery rate).

We have done extensive simulations along various param-
eters for the different forwarding strategies. Due to space
restrictions, we present here only some of the key results.

8We mean by greedy connectivity the existence of a path
between the source and destination that can be detected by
greedy forwarding.

In the coming sections, we will first show the results for the
blacklisting strategies: distance-based, absolute reception-
based, and relative reception-based at an entire range of
blacklisting thresholds and different densities. The goal is
to identify the optimum thresholds and their characteris-
tics. Then we will compare the different strategies by pick-
ing the optimum blacklisting threshold for each density and
include also the original greedy, best reception policy, and
the best PRR×distance policy in the comparison. Then
we will show the results at various distance ranges between
source-destination pairs and compare the different policies
at these ranges. Finally, we present some insights on the
effects of ARQ and network size on the policies.

6.1 Blacklisting Strategies
In this subsection, we study distance-based, absolute reception-

based, and relative reception-based blacklisting strategies at
different densities9. We vary the blacklisting threshold and
show its effect on the delivery rate and energy efficiency.
We use networks of 1000 nodes and set the number of ARQ
retransmissions to 10.

Figure 9 (a) and (b) show the delivery rate and bits/unit
energy for distance-based blacklisting. The optimum black-
listing thresholds are within the transitional region which
conforms with our analysis. The delivery rate is low at low
thresholds, because of forwarding on low reception rate links
that cannot deliver the packet even with 10 retransmissions.
At high thresholds the delivery rate decreases again because
of the increase in greedy disconnections that happen when
all nodes closer to the destination are blacklisted. The black-
listing threshold has a trade-off between the quality of the
link, the number of hops in the path between source and
destination, and the greedy connectivity. Using low thresh-
olds increases the possibility of forwarding on high-loss links
causing the packet to be dropped. On the other hand, higher
thresholds reduce the connectivity and increase the chances
of greedy failures. Greedy disconnection is an important
factor that was not captured in our analytical model that
assumed very high density. As the density gets lower, the
optimum threshold shifts to the left, since at lower densi-
ties the possibility of greedy disconnections is higher. The
bits/unit energy also decreases at higher thresholds because
of the wasted overhead of transmitting packets over multiple
hops before being dropped due to greedy disconnections, in
addition to the distance-hop energy trade-off. It is instruc-
tive to notice that at low densities, increasing the threshold
does not cause much improvement over the original greedy,
which indicates that forwarding based on distance only is
very limited in improving the performance.

Figure 10 (a) and (b) show the delivery rate and bits/unit
energy for absolute reception-based blacklisting. Forwarding
based on reception rate provides in general higher delivery
rates and bits/unit energy than forwarding based only on
distance. A sharp increase in delivery rate happens at 10%
threshold since 10 retransmissions on average are adequate
to deliver the packet between two neighbors when the re-
ception rate is above 10%. This hints that, in general, the
reception-based threshold should be set based on the num-
ber of retransmissions to make them at least higher than the
average retransmissions required. At higher densities (100

9The density is shown as the number of nodes per nominal
range. The actual number of neighbors could be much less
and depends on the loss model.
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Figure 9: Performance of Distance-based Blacklisting Schemes for Geographic Forwarding
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and 200), higher thresholds increase the delivery rate since
better links are used and the possibility of disconnections is
low. While at lower densities (25, 50), greedy disconnections
cause the delivery rate to start dropping at low blacklisting
thresholds. The bits/unit energy is also a balance between
more retransmission overhead at low thresholds, and the
disconnections and longer paths at high thresholds.

In Figure 11 (a) and (b) we show the delivery rate and
bits/unit energy for relative reception-based blacklisting. Best
Reception (BR) is also included as an extreme of relative
blacklisting. The main merit of relative blacklisting is that
it reduces disconnections by using the best available links
independent of their quality or distance. We notice that
at all densities, higher thresholds improve the delivery rate
since better links are used with lower risk of increasing the
greedy disconnections. Figure 11 (b), shows that increasing
the blacklisting threshold improves the bits/unit energy, be-
cause better links are used which reduces the retransmission
overhead. The increase in bits/unit energy is up to a certain
value, and then the energy efficiency drops again due to the
distance-hop energy trade-off. At high thresholds a small
number of neighbors with high reception rates are likely to
be chosen, but these neighbors are probably close to the for-
warding node. By reducing the threshold, more nodes with
high reception rates could be chosen with a larger variety of
distances and a larger possibility to pick a neighbor much
closer to the destination. This indicates also that just choos-
ing the node with the best reception rate, may not be the
most energy efficient approach. Relative blacklisting reduces
greedy disconnections by choosing the best available nodes
independent of their quality, but sometimes this causes bad
links to be used which reduces the energy efficiency com-
pared to absolute reception-based.

We should note that the threshold values of different black-
listing methods are not comparable, since they lead to dif-
ferent number of neighbors, link qualities, and neighbor dis-
tances. We note also that the optimum thresholds and in
general the optimum strategies with regard to energy effi-
ciency may not provide the optimum delivery rate and may
not be satisfactory to provide the required connectivity.

6.2 Comparison of Forwarding Strategies
In this subsection, we compare the delivery rate and en-

ergy efficiency of our forwarding strategies at different den-
sities and distance ranges. We also use networks of 1000
nodes and 10 retransmissions. For distance-based, absolute
reception-based, and relative reception-based blacklisting,
we use the optimum energy efficient threshold at each den-
sity, obtained from the previous subsection. In Figure 12 (a)
and (b) we show the delivery rate and energy efficiency at
different densities. The delivery rate is low at low densities,
because of greedy failures. PRR×distance has the highest
delivery rate, followed by Best Reception, relative reception-
based, absolute reception-based, distance-based, and finally
Original Greedy. The relative strategies (PRR×distance,
Best Reception, and relative reception-based) have the high-
est delivery rate, because they reduce greedy disconnec-
tions. Strategies based on reception rate are better than
those based only on distance. PRR×distance and abso-
lute reception-based blacklisting are the most energy effi-
cient, followed by relative reception-based, Best Reception,
distance-based, and finally Original Greedy. Higher densi-
ties improve both the delivery rate and energy efficiency.

In Figure 13 we show the results for different distance
ranges. In the previous results we have shown the average
performance in delivering packets between random source-
destination pairs. Since, the performance may depend on
the traffic pattern and the distances between the expected
sources and destinations, we study here the effect of different
patterns, by categorizing source-destination pairs based on
their distance and examining the delivery rate and bits/unit
energy at different distance ranges. We fix the density to
an average of 50 nodes/range. We notice that the delivery
rate and the energy efficiency decrease as the distance range
increase, since more hops will be required and the proba-
bilities of packet drops and greedy disconnections become
higher. The order of the forwarding strategies remains the
same as in the previous comparison.

The comparisons in this subsection show that PRR×distance
is a very effective strategy conforming with our analysis. It
is mostly the highest for both delivery rate and energy effi-
ciency. PRR×distance is also much more robust and easier
to implement, since no density-dependent absolute thresh-
old parameter is required. Best Reception has a high de-
livery rate, but its energy efficiency is relatively lower due
to the distance-hop energy trade-off. Conversely, absolute
reception-based has relatively high energy efficiency, since it
avoids wasting overhead on links with low reception rates,
but its delivery rate is lower due to greedy disconnections.

6.3 Effects of ARQ and Network Size
We have shown simulation results for ARQ with 10 re-

transmissions, since we believe that ARQ with a limited
number of retransmissions is normally the practical choice
for implementation. In this subsection we compare ARQ
with 10 retransmissions to transmission without ARQ and
to ARQ with infinite retransmissions. We set the density to
50 nodes/range and vary the network size to observe the ef-
fect of ARQ on different network sizes. We show the results
for Original Greedy and PRR×distance.

Figure 14 shows that the delivery rate of Original Greedy
increases by using more retransmissions and since the lowest
reception rate of a neighbor is 1%, infinite retransmissions
do not cause delivery failures due to losses, but delivery fail-
ures could still happen due to greedy disconnections. On
the other hand, the energy efficiency of Original Greedy de-
grades with more retransmissions, due to the extra overhead
of retransmitting on bad links. This shows that dealing with
bad links by just using more retransmissions may improve
the delivery rate, but at a cost of a very high energy and
bandwidth wastage.

In Figure 15, the delivery rate of PRR×distance improves,
as expected, with more retransmissions, with a high im-
provement achieved from 0 to 10 retransmissions. By con-
sidering the reception rate in forwarding the packets and
using better links, the number of retransmissions required
for a certain delivery rate can be significantly reduced. The
energy efficiency of 10 retransmissions ARQ is the highest,
since it has a high delivery rate (only slightly lower than
infinite ARQ) and its overhead is limited. A satisfactory
number of retransmissions will depend on the loss rates and
the delivery rate required. We notice that ARQ becomes
more important as we increase the network size, which is
also indicated by our analysis. The reason is that without
ARQ, the probability of delivering a packet between a source
and a destination over more hops decreases faster compared
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to ARQ. In addition, there is extra wasted overhead due to
delivering packets over more hops before being dropped.

7. REAL EXPERIMENTS WITH MOTES
In order to validate our methodology and conclusions, we

undertook an experimental study on motes. Twenty-one
(21) MICA2 motes were deployed in a chain topology spaced
every 60 cm (∼2 feet). The source (node 0) and sink (node
20) were placed at opposite extremes of the chain. The
power level was set to -20 dBm and the frame size was 50
bytes. Three different forwarding strategies were tested:

• GR: original greedy routing choose the neighbor closer
to the sink whose PRR > 0.

• BR: neighbor with highest PRR. In case two or more
neighbors have the same PRR, the one closer to the
sink is chosen.

• PRR×DIST: neighbors are classified according to the
PRR×distance metric.

First, the motes exchange test packets to measure the
PRR of the links and populate their routing tables accord-
ingly. Afterwards, the source sends 50 packets to the sink
for each of the 3 different strategies (150 total). A maximum
of 5 transmissions (1 transmission + 4 retransmissions) are
allowed at each hop, if the packet is not received after the
fifth attempt, it is dropped.

Six different scenarios are studied: a football field, an
indoor-building environment and four different outdoor-urban
areas. The channel characteristics of some scenarios are sig-
nificantly different, and hence, instead of providing a cumu-
lative result, we present the results for each one of them.

Table 1 shows the delivery rate (r), the number of trans-
mission (t), and the energy effciency (Eeff ) for the differ-
ent scenarios. BR have an r of 100% in all scenarios, and
PRR×DIST have 100% for all scenarios except scenario-4
(82%). Greedy performs poorly in most of them with zero
or close to zero r in most cases.

With regard to the number of transmissions, BR requires
more transmissions than PRR×DIST in all scenarios except

scenario 2 where BR performs better. Given that r is simi-
lar for BR and PRR×DIST, the difference in the energy ef-
ficiency is determined by the number of transmissions. BR
consumes between 2 to 25% more energy than PRR×DIST,
only in scenario-2 PRR×DIST performed 4% worse. On
the other hand, in the two scenarios where Greedy has a
non-zero r, it consumed 3% and 54% more energy than
PRR×DIST. It is interesting to observe that the energy
“wasted” by greedy forwarding depends on where the first
weak link is encountered. In some scenarios the first weak
link is at the beginning of the chain and hence the energy
wasted is not significant, however, in other scenarios the
weak link is present at the middle or end of the chain which
caused a greater energy waste.

Although this experimental study is limited in size, it pro-
vides two important conclusions. First, it does serve to con-
firm and validate our earlier findings from the analytical
and simulation studies regarding the PRR×distance metric.
And second, it shows that the best reception metric is also
a good metric for real deployments; we believe that the dif-
ferences in energy savings and delivery rate with respect to
the analytical and simulation sections are due to the size
and density of the network.

8. CONCLUSIONS AND FUTURE
DIRECTIONS

We have presented a detailed study of geographic routing
in the context of lossy wireless sensor networks. Using a real-
istic link loss model, we have provided a mathematical anal-
ysis of the optimal forwarding distance for both ARQ and
No-ARQ scenarios, as well as a detailed simulation study
in which we proposed and evaluated several novel blacklist-
ing and neighbor selection geographic forwarding strategies.
We have also validated some of our approaches using real
experiments on motes.

We have provided the first framework to study and an-
alyze geographic forwarding strategies based on empirical
packet loss models derived from real data measurements.
Although, the results shown here are for a specific model;
the framework, strategies and conclusions are quite robust
and can be applied to other models as well. As a matter of



fact, an earlier version of this paper used a channel model
based on [9], which is less accurate than the current model.
Even though the earlier model has a more uniform distribu-
tion of packet loss rates, the main results and conclusions
observed are consistent between the two models.

Key results from our study indicate that the common
greedy forwarding approach would result in very poor packet
delivery rate. Efficient geographic forwarding strategies do
take advantage of links in the high variance transitional re-
gion both for energy-efficiency and to minimize route dis-
connections. Also, reception-based forwarding strategies are
generally more efficient than distance-based strategies; rela-
tive blacklisting schemes reduce disconnections and achieve
higher delivery rates than absolute blacklisting schemes, but
this could be at the cost of lower energy efficiency; and
that ARQ schemes become more important as the network
gets larger. Finally, an important forwarding metric that
arose from our analysis, simulations and experiments, is
PRR×distance, particularly when ARQ is employed.

Among future extensions, we plan to study face (perime-
ter) routing in lossy networks. Face routing in a planar
graph solves the dead-end problem after greedy forwarding
fails. Interesting issues are expected on the interaction be-
tween lossy links and planarization. We also plan to con-
sider the problem of inaccurate locations with the realistic
link loss models. Further, we would like to take into account
scenarios where the link losses vary with time, particularly in
mobile networks where fading is a key concern. In such envi-
ronments, blacklisting based on historic measurements may
not be sufficient. Another possible extension is to consider
the effect of MAC contention on our model and strategies.
Finally, the mathematical model can be extended to provide
directly the optimal forwarding distance from the cmf and
pdf , without the need to provide the probability distribution
of all distances as done in the analysis.
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