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ABSTRACT
Wireless microsensor systems are used in a variety of civil
and military applications. Such microsensors are required to
operate for years from a small energy source. To minimize
the energy dissipation of the sensor node, RF front-end cir-
cuitry must be designed based on system level optimization
of the entire network. This paper presents several energy
minimization techniques derived from the unique properties
of a practical short range asymmetric microsensor system.
These include energy e�cient modulation schemes, appro-
priate multiple access protocols, and a fast turn-on trans-
mitter architecture.

1. INTRODUCTION
The design of wireless microsensor systems have gained

increasing importance for a variety of civil and military ap-
plications. With the objective of providing short-range con-
nectivity with signi�cant fault tolerances, these systems �nd
usages in diverse areas such as environmental monitoring,
industrial process automation, and �eld surveillance.
Wireless microsensor systems are quite distinctive from

conventional data and voice applications. First, a microsen-
sor cell covers a small area (meters vs. km). Second, sen-
sors have very low data rate, which is typically on the or-
der of a few hundred bits per second. Third, the data link
is highly asymmetric since most of the data ow from the
sensor nodes to the base station. Fourth, delay is usually
a stringent requirement in real time applications. Finally,
reliability (low message error rate), size, and ease of deploy-
ment are all important design considerations. Table 1 shows
a detailed speci�cation for a sensor system that is used in a
factory machine monitoring environment.
The main design objective is to maximize the battery life

time of the sensor nodes while ensuring reliable operation.
For many applications, the sensors need to operate for 5-10
years without battery replacement. To achieve this goal, the
microsensor system has to be designed in a highly integrated
fashion and optimized across all levels of system abstraction.
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cell density 200 - 300 in 5mx5m area
2000 - 3000 in 100mx100m area

range of link < 10m
message rate average: 20 msgs/sec

(msg = 2bytes) maximum: 100 msgs/sec
minimum: 2 msgs/sec

error rate 10�6 after 5ms
and latency 10�9 after 10ms

10�12 after 15ms
battery life 5-10 years

size one AA size battery

Table 1: Wireless microsensor system speci�cation
for an example machine monitoring application

This also means that all the characteristics particular to the
microsensor system must be exploited.
Over the past years, there has been active research in mi-

crosensor networks at both the system and the circuit lev-
els. At the system level, a number of interesting results have
been published on routing and ow control algorithms that
increase the Quality of Service (QoS) of ad-hoc networks
[3, 11, 4]. At the circuit level, the main focus has been on
the design of low-power high sensitivity RF front-end cir-
cuitry. Various techniques have been applied to increase the
performance of individual front-end components [2, 1, 6].
There has been little work done in the design of modu-

lation techniques and multi-access (MAC) protocols, opti-
mized for short range asymmetric wireless microsensor net-
works, from the standpoint of circuit power consumption.
In this paper we will show that RF front-end circuitry must
be designed based on system-level optimization of the en-
tire network in order to achieve minimal energy dissipation.
First we will demonstrate the importance of reducing trans-
mitter start-up time, and then we will describe energy ef-
�cient modulation schemes and multi-access protocols suit-
able for wireless sensor systems.

2. PROBLEM OF START-UP ENERGY
The communication module of a wireless sensor, as shown

in Figure 1, must be designed for low duty cycle activity.
For short range transmission at GHz carrier frequency, the
power is dominated by the radio electronics (frequency syn-
thesizer, mixers, etc.) [10], which is on the order of 10-
100mW [8, 1]. The output transmit power, on the other
hand, is only about 0dBm (1mW) for bit error rate (BER)
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Figure 1: Generic Microsensor Transceiver

as low as 10�5 at 1Mbps. Moreover, the power consumption
of the transceiver does not vary much with the data rate to
the �rst order [10]. Therefore, it makes sense to send the
packets in burst at high data rate to minimize the transmis-
sion time and shut o� the transmitter during the idle period.
Unfortunately, transmitters require a signi�cant overhead in
terms of time and energy dissipation to go from the sleep
state to the active state. Typical start-up time is on the or-
der of 100�s or more, while the transmit on-time is less than
that. This means that the transient energy during the start-
up can be higher than the energy required by the electronics
during the actual transmission.
The e�ect of start-up transient is shown in Figure 2, where

energy consumption per packet is plotted against start-up
time [3]. The dotted line indicates the energy consumption
if there was no start-up transient. The solid line shows that
as the start-up time increases, the energy consumption is
dominated by the start-up transient and not by the transmit
on-time. Hence it is essential to minimize the start-up time
in order to reduce power consumption. We will discuss a
fast start-up transmitter architecture in Section 5.
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Figure 2: E�ect of start-up transient

3. MODULATION TECHNIQUES
In this section we analyze how to reduce the energy dissi-

pation during the on-time of the transmitter. A generic In-
phase/Quadrature (I/Q) transmitter architecture is shown
in Figure 3. This architecture is necessary for PSK and
QAM modulators. However, for FSK, it is possible to em-
ploy a direct modulation approach such as an open loop
VCO modulator or a closed-loop architecture that does not
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Figure 3: Generic I/Q transmitter

require DACs, mixers, and quadrature VCOs as described
in Section 5.
A simple model for the on-time energy dissipation is:

Eon = (PTX + PRF ) � ton (1)

where PTX is the power dissipation of the transmitter elec-
tronics, and PRF is the RF output power. PRF is typically
small as compared to PTX . We will discuss two techniques
to achieve energy savings: reducing ton through M-ary mod-
ulation and trading o� PRF with PTX .

3.1 Binary versus Multi-level Modulation
In M-ary modulation, each transmitted symbol comes

from a set of M (rather than 2 as in binary) distinct wave-
forms. This means that log2M bits are sent per symbol.
Examples are M-ary Phase Shift Keying (M-PSK), M-ary
Quadrature Amplitude Modulation (M-QAM), and M-ary
Frequency Shift Keying (M-FSK). Figure 4 shows a plot of
required transmit power versus bandwidth e�ciency, which
is de�ned as bit rate per required bandwidth. This result
comes from a link-budget analysis with a carrier frequency
of 5.8GHz, a BER of 10�5, and a data rate of 1MSymbols/s.
Rayleigh fading is assumed, which is a fairly good model for
indoor channels [9, 5]. Large scale fading is assumed to have
a path loss exponent of 2�3, which conforms to an indoor
factory environment with a large number of metal equip-
ment.
Note the distinction between M-PSK/M-QAM, which sac-

ri�ces transmit power to obtain higher bandwidth e�ciency
(typically to accommodate more users for a �xed amount
of bandwidth), and M-FSK, which sacri�ces bandwidth for
a reduction in transmit power (in terms of transmit power
per bit). Thus power e�cient modulation techniques such
as FSK should be considered for applications where power
minimization is the main objective.
If the symbol rate is kept constant at 1MSymbols/s, then

M-ary modulation reduces transmit on-time by a factor of
log2M because M-ary modulation produces log2M bits per
symbol. However, this comes at a cost of increased PTX as
well as PRF . In order to compare the performance of binary
versus M-ary transmitters, the following models are used:

E2PSK = PFS � tstart + (PMOD + PFS

+PRF ) � ton (2)

EMARY = �PFS � tstart + (�PMOD + �PFS

+PRF ) � ton=r (3)

where in the �rst equation, E2PSK is the energy consump-
tion per transmitted packet for a binary PSK transmitter,
PFS is the power consumption of the frequency synthesizer,
which is dominant, PMOD is the power consumption of all
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Figure 4: Transmit power versus bandwidth e�-
ciency in fading channel

the other transmitter circuitry (i.e., PMOD = PTX � PFS),
and PRF is the RF transmit power. This equation is appro-
priate for a short-range microsensor system but may not
be suitable for other systems such as cellular where the
power ampli�er is the dominant source of power consump-
tion. Equation 3 describes the energy dissipation for an
M-ary transmitter. EMARY is written in terms of the vari-
ables used in E2PSK for the purpose of easy comparison.
The Greek alphabets represent the extra overhead energy,
or cost, required for M-ary modulation systems: � is the
overhead in DAC, LPF, mixers, etc., � is the overhead in
the frequency synthesizer, and  is the overhead RF power
which can be computed from Figure 4. r equals to log2M .
We estimated that PFS = 10mW, PMOD = 2mW, � =

1 � 3, � = 1:75, and ton = 100�s. Although PFS and
PMOD values above are aggressive as compared to what are
commercially available today, they can be achieved through
advanced technology scaling and novel techniques in archi-
tecture.
M-ary modulation is more energy e�cient than binary

modulation when EMARY < E2PSK. Figure 5 shows the
relative energy savings. Energy savings for M-ary modu-
lation decreases as tstart increases. This is because when
tstart is long, the start-up energy of the frequency synthe-
sizer dominates, so the energy savings gained through the
reduction of ton are negligible. As tstart becomes shorter,
the on-time energy dissipation becomes the dominant term,
so reducing ton through M-ary modulation achieves signif-
icant energy savings. Therefore, reducing tstart not only
decreases the start-up energy Estart but also helps M-ary
modulation to reduce the on-time energy Eon. To summa-
rize, M-ary modulation achieves the greatest energy savings
when the ratio ton=tstart is large and PRF is small (relative
to PFS). Since ton is usually determined by the data rate,
it is important to minimize tstart and PRF to make M-ary
modulation even more energy e�cient.
The second important observation is that M-FSK becomes

more e�cient than M-PSK/M-QAM for M>8. M-FSK is
not as energy-e�cient at small M because noncoherent de-
tection requires 6dB more RF power to achieve the same
BER performance. For large M, the symbol SNR required
for M-PSK/M-QAM grows very fast, which o�sets the en-
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Figure 5: Energy savings as a function of start-up
time

ergy savings gained through reduction of ton. The symbol
SNR required for M-FSK grows slowly, thereby making it
very energy-e�cient at large M. This makes M-FSK attrac-
tive since M-FSK already has the advantage of not requir-
ing carrier synchronization. The sacri�ce, however, is band-
width. For instance, 8-FSK uses 4 times as much bandwidth
as M-PSK. This problem may be circumvented by careful
planning of the spectrum. In the unlicensed band in the
GHz regime, large bandwidth is available to make M-FSK a
realistic option.

3.2 Reducing Transmitter Complexity
The transmitter electronics power can be lowered by re-

ducing the performance requirements of critical transmitter
components { for example, the phase noise requirement of
the VCO and the frequency o�set error of the frequency
synthesizer.
The phase noise of the VCO and the frequency o�set error

of the frequency synthesizer create two major concerns. The
immediate impact is degradation of performance in bit error
rate. A phase tracking error occurs due to phase noise, fre-
quency error, and non-ideal frequency response of the phase-
locked loop, in addition to I/Q mismatch created by quan-
tization and gain errors. The second concern, which may be
more serious, is that large phase error caused by phase noise
and frequency error can potentially cause the carrier track-
ing loop to lose lock in coherent systems. This problem is
exacerbated in a fading channel where carrier synchroniza-
tion is usually a di�cult task. It has been shown that the
modulation index error of Minimum Shift Keying (MSK)
has to be kept below 5% to achieve a reasonable RMS phase
tracking error if an aggressive carrier tracking loop band-
width of approximately 1% of the symbol rate is used [7].
This is a very stringent restriction. For example, the Digital
Enhanced Cordless Telecommunications (DECT) standard
speci�es a 10% accuracy in modulation index, which is not
adequate for use with coherent detection.
In light of the above observation, noncoherent detection

provides an attractive alternative since it does not require
carrier phase tracking. Figure 6 shows the e�ect of frequency
error on the bit error rate of noncoherent MSK in Rayleigh
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Figure 6: MSK BER degradation due to frequency
o�set error in Rayleigh fading channel

channel. � is the normalized frequency error and is de�ned
as � = f�T , where f� is the actual frequency error, and T is
the symbol period.
As shown in Figure 6, performance degradation is not

severe even for moderately large phase and frequency errors.
It takes about 2dB of Eb=No to compensate for a frequency
error of � = 0:1, which corresponds to a 20% modulation
index error.
This suggests that it is possible to reduce the transmitter

energy consumption by increasing the RF output power to
compensate for more relaxed phase noise and frequency error
requirements. Speci�cally, Equation 3 is modi�ed in the
following way,

EMARY = (1� �)�PFS � tstart + [�PMOD + (1� �)

�PFS + (1 + �)PRF ] � ton=r (4)

where � is the reduction in the frequency synthesizer power
due to relaxed phase noise and frequency error, and � rep-
resents the increase in RF output power that compensates
the BER loss. The overall energy consumption is lowered if

� �
�PRF ton=r

�PFS(tstart + ton=r)
(5)

Energy savings depend on the values of � and � and are on
the order of a few tens of percent.

4. MULTI-ACCESS PROTOCOLS
In this section we derive a low power MAC protocol

based on the the model that is extracted from the phys-
ical layer electronics. The average power consumption of
a sensor radio is given by the following equation, where
Ntx=rx is the average number of times per second that
the sensor transmitter/receiver is used, which is speci-
�ed by the application scenario and communication proto-
col, PTX=RX is the power consumption of the transceiver,
ton�tx=rx is the transmit/receive on-time (actual data trans-
mission/reception time), tstart is the start-up time of the
transceiver, and PRF is the output transmit power which
drives the antenna.
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Figure 7: Multiple access methods

PAV G = NtxfPTX(ton�tx + tstart) + PRF ton�txg

+ NrxPRX(ton�rx + tstart) (6)

If the bandwidth required by the sensor network is less
than the available bandwidth, then FDMA o�ers the simpli-
est MAC solution. However, when there are a large number
of sensors, the available bandwidth may not be enough for
each sensor to transmit at a high burst rate using FDMA.
In this case, we need to �nd an alternative solution that is
more energy-e�cient. The following describes how such a
solution can be determined.
In TDMA, ton is minimized since the bandwidth is at

maximum, allowing the highest data rate. For FDMA, the
available bandwidth is at minimum, resulting in the longest
on-time. A hybrid scheme of TDM-FDM is also possible,
where both time and frequency are divided into transmission
slots. This is illustrated in Figure 7 where shaded area indi-
cates a valid transmit slot for sensor Si. In cases where time
division is employed, we should note that a downlink from
the basestation to the sensors is required in order to main-
tain time synchronization among the sensors. Due to the
�nite error among each sensor's reference clock, the bases-
tation must send out sync signals as to avoid any collision
among the transmitted packets. Hence the sensor receiver
must be turned on every so often to receive these sync pack-
ets. The number of sync packet receptions (Nrx) depends
on the guard time (tguard) which is the minimum time dif-
ference between two time slots in the same frequency band,
as shown in Figure 7. If two slots in the same frequency
band are separated by tguard, it will take tguard=" time for
these two packets to collide, where " is the di�erence be-
tween the two reference clocks. Hence the sensor must be
resynchronized at least "=tguard number of times every sec-
ond. This is described in Eq. 7, where BW is the total
available bandwidth, Data is the size of the transmit packet
in bits, tlat is the latency requirement of the sensor data,
h is the number of channels in the given BW , tavail is the
time di�erence between start of two packets (Figure 7), and
K is the number of sensors. It is also assumed that the data
rate is equal to the occupying signal bandwidth and hence
ton = Data=(BW=h).

99109



10
0

10
1

10
2

10
−2

10
−1

10
0

number of channels(h)

A
ve

ra
ge

 P
ow

er
 C

on
su

m
pt

io
n 

(m
W

)

Ptx=12mW @ 1Mbps, Different (Tstart,Prx)

(10us,20mW)

(10us,100mW)

(100us,20mW)

(100us,100mW)

Figure 8: Energy with di�erent (tstart; PRX)

Nrx =
"

tguard
=

"

tavail � ton
=

"

( tlat
K
� Data
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)h

(7)

From the above equation, we see that as the number of
channels decreases, guard time becomes larger and receiver
activity is reduced. It is also apparent that the advantage of
pure FDMA is that it does not need a receiver (i.e. tguard !
1; Nrx = 0).
A simulation is performed for a scenario where a sen-

sor on average sends twenty 100-bit packets/sec (Ntx =
20=sec; Data = 100bits) with 5ms latency requirement
(tlat = 5ms). The bandwidth available to the cell is 10MHz
(BW = 10MHz), and the number of sensors is 300. The
resulting average power consumption is plotted in Figure 8,
where average power consumption is plotted versus the num-
ber of channels (i.e., h = 1: TDMA, h = 300: FDMA). The
graph shows power consumption for di�erent PRX=PTX and
tstart. It can be seen that the optimal number of channels
that results in the lowest energy increases for higher receiver
power, as to reduce the number of receptions. The reason
why TDMA with minimum on-time does not achieve the
lowest power is because of the receiver power consumption
from network synchronization. As the number of channels
increase, guard time becomes smaller and the receiver power
starts to become a signi�cant portion of overall power con-
sumption.

5. CONSIDERATIONS ON FAST START-UP
LOW POWER FREQUENCY SYNTHE-
SIZER

It has been seen from the previous sections that a fast
start-up low power transmitter is necessary for an energy
e�cient transmission. An attractive transmitter architec-
ture that meets these goals is based on a fractional-N (FN)
frequency synthesizer with �� modulator. There are sev-
eral advantages of this architecture over other transmitter
architectures. First, FN synthesizer allows higher reference
frequency than integer-N architectures since channel spac-
ing is not limited to integer multiples of the reference fre-
quency. Consequently, a higher loop bandwidth is available

and hence faster start-up time can be achieved. Second,
FSK modulation is readily available by exploiting the noise
shaping properties of the �� modulator. This leads to lower
power consumption in the overall transmitter since mixers,
DACs, and quadrature VCOs are not necessary. The achiev-
able start-up time and data rate is governed by the loop
bandwidth of the synthesizer. Basically, higher loop band-
width allows both faster start-up time and higher data rate.
For example, loop bandwidth of 700kHz allows 1Mbps FSK
modulation with start-up time of less than 10�s [12].
From the standpoint of power consumption and output

noise, increasing the loop bandwidth of the synthesizer has
two adverse e�ects which can be exploited to reduce the
synthesizer's overall power consumption.
The output noise of a silicon integrated synthesizer is usu-

ally dominated by the phase noise of the VCO and the quan-
tization noise from the �� modulator. The noise from each
source goes through di�erent loop characteristics of the PLL
and shows up at the output of the synthesizer as shown in
Fig. 9. Speci�cally, the phase noise from the VCO goes
through high pass characteristic of the loop while the quan-
tization noise from the �� goes through low pass charac-
teristic of the loop. This can be described in Equation 8
where �V CO is the phase noise of the VCO, ��� is the
quantization noise from the ��, !c is the loop bandwidth
of the synthesizer, and f1(!c), f2(!c) are the loop transfer
functions seen from the VCO and the ��, respectively.

�total ' f1(!c)�V CO + f2(!c)��� (8)

In detail, �V CO and ��� can be described by the fol-
lowing equations, where in Equation 9, PV CO is the power
consumption of the VCO, Q is the quality factor of the tank,
2FkT is the thermal noise constant, f3 is the icker noise
corner of the device and f is the operating frequency. In
Equation 10, fref is the operating frequency of the �� and
m is the order of the ��. It should also be noted that power
consumption of the ��, P��, is proportional to its order m
and fref .

�V CO =
2FkT

PV CO

�
1 +

fo
2Qf

��
1 +

f3
f

�
(9)

��� =
(2�)2

12fref

�
sin

�
�

f

fref

��2(m�1)

(10)

P�� / mfref (11)

Since each noise source goes through di�erent loop char-
acteristics, power consumption can be reduced by adjusting
the loop bandwidth so that the noise requirement of that
component is less stringent. For example, we can tolerate a
higher phase noise VCO and yet still achieve the same out-
put noise by increasing !c. By allowing higher VCO phase
noise, we can lower the power consumption of the VCO as
seen in Equation 9. From the perspective of the quantiza-
tion noise from the ��, increase in !c has an opposing e�ect
on the output noise. Since P�� is high pass �ltered through
the PLL, higher !c increases the output noise from the ��.
If the overall output noise is kept to be the same, power
of the �� must be increased accordingly. Therefore we see
a trade-o� between the VCO and the �� power consump-
tion as the loop bandwidth varies. A large loop bandwidth
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reduces the output VCO phase noise while increasing the
quantization noise at the output. Consequently, the VCO
power consumption can be reduced at the cost of higher
power consumption in the ��. On the other hand, a small
loopbandwidth reduces quantization noise and increases the
VCO phase noise at the output. This leads to higher VCO
power and lower �� power. An additional factor that has
to be kept in mind is that a change in the loop bandwidth
a�ects the maximum achievable data rate.

6. CONCLUSION
Several techniques have been investigated toward mini-

mizing the energy consumption of a wireless microsensor
system. Since the transmitter electronics power dominates
over the RF output power in short range sensor systems, it
is essential to minimize the transmitter start-up time at the
circuit level. At the system level, energy e�cient modula-
tion schemes and MAC protocols have been analyzed from
the standpoint of circuit power consumption. Noncoherent
M-FSK is more energy e�cient than M-PSK/M-QAM and
achieves signi�cant energy savings for large ton=tstart and
small RF output power. Additional energy savings can be
achieved by increasing RF output power to reduce trans-
mitter electronics power. A hybrid TDM-FDM multi-access
protocol is appropriate for sensor systems, and the optimal
number of channels can be determined by the approach de-
scribed in Section 4. Consistent with the goal of energy
e�ciency and the need to reduce transmitter start-up time,
a fast turn-on architecture based on a fractional-N frequency
synthesizer has been proposed.
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