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Presently, massive energy consumption in cloud data center tends to be an escalating threat to the environment. To reduce energy
consumption in cloud data center, an energy e	cient virtual machine allocation algorithm is proposed in this paper based on a
proposed energy e	cient multiresource allocation model and the particle swarm optimization (PSO) method. In this algorithm,
the 
tness function of PSO is de
ned as the total Euclidean distance to determine the optimal point between resource utilization
and energy consumption. �is algorithm can avoid falling into local optima which is common in traditional heuristic algorithms.
Compared to traditional heuristic algorithms MBFD and MBFH, our algorithm shows signi
cantly energy savings in cloud data
center and also makes the utilization of system resources reasonable at the same time.

1. Introduction

With the fast development of cloud computing [1, 2], energy
consumption is signi
cantly increasing along with the explo-
sive growth of cloud data center. Many reports have shown
that computers consume more than 8% of the total energy
produced [3], which becomes an escalating threat to the
environment. In this situation, high-level energy e	ciency
in cloud data center is widely studied to reduce energy
consumption by researchers all over the world.

�ere are two reasons which resulted in high energy
consumption in cloud data center: one is rapid increasing of
computers as well as the number of cloud users, which results
in a signi
cant amount of energy consumed by cloud data
center due to their massive sizes [4, 5]; another reason is that
resources allocation is not reasonable in cloud computing.
Resources (such as CPU, disk, memory, and bandwidth)
allocation becomes a key problemwhich needs to be resolved,
as unreasonable resources allocation can cause more energy
consumption in cloud data center [6–12]. Because resources
allocation algorithm with high energy e	ciency can greatly
reduce the energy consumption, it has been widely studied in
the 
eld of cloud computing.

�ere are three broad goals in the problem of energy
e	cient resources studies [3]: (1) reduce in quality of service
reasonable and minimize energy consumption; (2) given
a total energy, maximize the performance; (3) make the
performance and energy objectives simultaneously met. To
be of practical importance, resources allocation in cloud data
center is not only to reduce energy consumption but also
to satisfy Quality of Service requirements or Service Level
Agreements [12]. In cloud data center, virtualization tech-
nology plays an important role to satisfy the requirements
of both energy and Quality of Service. Several servers are
allowed to be consolidated to one physical node as virtual
machine (VMs) by virtualization.�is technology can greatly
enhance the utilization of resources in applications [13, 14].
VMs allocation in cloud data center is generally viewed as
a multidimensional bin packing problem with variable bin
sizes and prices. �e problem of determining optimal VMs
allocations is NP-complete [15], and getting optimal resolu-
tion of VMs allocations is oen computationally infeasible
when the cloud computing has multiple hosts and customers
[16].

A lot of researches have been done in energy e	cient
VMs allocations in cloud data center [7–12, 17, 18]. Many
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heuristics policies such as Best Fit [12, 17], Best Fit Decrease
(BFD) [7–10], and Modi
ed Best Fit Decreasing (MBFD)
[11] have been studied to 
nd the approximate resolution
for VMs allocations. Beloglazov et al. modi
ed the Best Fit
Decrease (BFD) algorithm and suggested a Modi
ed Best
Fit Decreasing (MBFD) algorithms [12, 19]. �e solution
which produces the least increase of energy consumptionwas
found aer VMs were sorted in decreasing order of their
current CPU utilizations. �is algorithm is implemented
at heterogeneous hosts and VMs. However, the algorithms
above only consider the energy e	ciency of the CPU, rather
than other resources such as disk, memory, and bandwidth.
Once multiple resources in cloud data center are considered,
the multidimensional bin packing problem tends to be more
complicated. When resource requirements of VMs increase
quickly, it is necessary to preserve free resources for hosts for
preventing SLA violation. To satisfy the Quality of Service,
some researchers set an upper utilization threshold for hosts
and keep the total utilization of CPU below this threshold
[12, 19]. Srikantaiah et al. study the relationship between
energy consumption and resource utilization which focuses
on two kinds of resource: CPU and disk, while a modi
ed
best 
t heuristic algorithm [20, 21] (hereaer referred to as
MBFH) is utilized for allocation. Note that here VMs are
not sorted in decreasing order of current utilization in this
MBFH. While keeping performance requirements satis
ed,
the authors analyse the utilizations of CPU and storage to
minimize energy consumption in heterogeneous data center.
As a result, the authors 
nd the optimal balance between
resource utilization and energy metrics reside around 50%
on the CPU and 70% storage usage [20]. Inspired by the
experimental results, the goal of energy conservation can be
achieved via keeping the utilization of resource in an optimal
utilization level. To minimize the total energy consumption,
the number of active nodes should be reduced and the idle
nodes should be turned o�.

Although the traditional heuristic algorithms may 
nd a
solution for VMs allocations for energy e	ciency, they are
easy to fall into local optimal solutions [7–12]. Other choices
to solve the multidimensional bin packing problem include
genetic algorithm (GA) and particle swarm optimization
(PSO) algorithm. GA is adaptive heuristic search algorithm
premised on the evolutionary ideas of natural selection and
genetic [22, 23], while particle swarm optimization (PSO)
is a population based stochastic optimization technique
developed by Eberhart and Kennedy in 1995, inspired by
social behaviour of bird �ocking or 
sh schooling [22–24].
However, many studies illustrated that PSO algorithm is able
to get the better solution than GA in distributed system and
grid computing [25, 26]. �e PSO algorithm also converges
faster than GA [25]. So particle swarm optimization is a
feasible algorithm to optimize the multiresources energy
e	cient allocations in cloud data center.

In this paper, we focus on the virtual machine (VM) with
multiresources allocation in cloud data center. A multire-
source energy e	ciency VMs allocation model is proposed.
Based on the model and the particle swarm optimization
(PSO), a multiresource energy e	ciency based on particle
swarm optimization (MREE-PSO) algorithm is designed and

applied to VMs allocation for energy e	ciency in cloud
data center. �is algorithm can be divided into three parts:
(1) particles are generated by FF (First Fit) algorithm; (2)
the trust function of individual optimal solution and the
global optimal solution of particles were de
ned to guide
particle evolution; (3) the 
tness function of PSO is de
ned
as the total Euclidean distance which represents the optimal
balance between resource utilization and energy consump-
tion. �is algorithm can deal with multiresources energy
e	cient allocations in cloud data center. It avoids falling
into local optimal solution which is the disadvantage of
traditional heuristic algorithm simulation. Compared to two
important traditional heuristic algorithms MBFD [11, 12, 19]
and MBFH [20, 21], the MREE-PSO algorithm shows closer
to the optical solution for the e	ciency of system, and it also
makes the utilization of system resources reasonable in cloud
data center. �e main contribution of this study: (1) PSO is
introduced in VM allocation algorithms; (2) a multiresource
energy e	ciency VMs allocation model is proposed; (3)
competitive analysis of dynamic VM allocation algorithms is
shown.

�e remainder of this paper is structured as follows. In
Section 2, we review the related works about energy e	cient
VMs allocation. In Section 3, we provide a multiresource
energy e	ciencymodel. In Section 4, an energy e	cientVMs
allocation algorithm is designed based on particle swarm
optimization (PSO). Section 5 provides the experimental
simulation and evaluation with soware tools CloudSim.
Section 5 concludes the paper.

2. Related Works

Energy e	ciency which is addressed by several researchers
recently is one of the most important research issues. Such as
the work of Ahmad about energy e	ciency, system perfor-
mance and energy consumption were 
rstly simultaneously
optimized by game theoretical methodologies in large scale
computing systems [3]. �en, a lot of researches have been
done in energy e	ciency models [4–8]. Energy e	ciency
is a mix of research issues related to large scale computing
systems especially cloud computing.

In cloud data center, one of the most crucial research
problems is the energy e	ciency of cloud computing [6–
10]. Some hardware and soware technologies have been
developed to reduce energy consumption to a certain degree
in cloud data center, for example, energy e	cient computer
monitors, low-power CPUs, scheduling and resource alloca-
tion, task consolidation, and so on.

Virtualization technologies are a key component within
task consolidation approach [13, 14]. Virtualization, in cloud
computing, refers to the act of creating a virtual machine
(VM). �e main objection of virtualization technologies is
improving the utilization of resources. In cloud data center,
several servers are allowed to be consolidated to one physical
node as virtual machine (VMs) by virtualization; several
virtual machines (VMs) are also run on a single physical
node.



Mathematical Problems in Engineering 3

Manyworks have been developed in energy e	cient VMs
allocations recently. among these works, the researches of
Srikantaiah et al. [20] and Beloglazov et al. [11, 12, 19] focus
on traditional heuristic algorithms in energy e	cient virtual
machines (VMs) allocations.

Srikantaiah et al. have studied the relationship between
energy consumption and resource utilization which focuses
on CPU and disk to minimize energy consumption. In this
work, the authors explored the impact of workload consol-
idation on the energy-per-transaction depending on both
the CPU and disk utilization. A modi
ed best 
t heuristic
algorithm (MBFH) [20] was been proposed to achieve energy
e	cient virtual machines (VMs) allocation. �e algorithm
contains two steps: (1) 
nd the optimal balance between
resource utilization and energy metrics residing around 50%
on theCPU and 70% storage usage; (2) the Euclidean distance
between the current selection and the optimal point within
each server was been used in the energy e	cient resource
allocation [20].

Beloglazov et al. modi
ed the Best Fit Decrease (BFD)
algorithm and suggested a Modi
ed Best Fit Decreasing
(MBFD) algorithm [11, 12, 19]. In this work, the authors
sort all virtual machines (VMs) in decreasing order of their
current CPU utilizations and allocate each virtual machine
(VM) to a physical node which provides the least increase of
energy consumption. �e Flowchart for the algorithm is
shown in Figure 1. In MBFD algorithm, all VMs are sorted
in decreasing order of current utilization. �en each VM is
allocated to a host that provides the least increase of power
consumption due to this allocation.�e complexity ofMBFD
algorithm is � ∗ �, where � is the number of VMs and � is
the number of hosts.

3. Multiresources Energy Efficient
Allocation Model

In cloud data center, multiresources allocation problem can
be described as amultidimensional bin packing problemwith
variable bin sizes and prices. Suppose that � is the number
of VMs that should be allocated,� is the number of hosts in
cloud data center, the search space of heuristic algorithm is��, and the problem of computing optimal VMs allocations
is NP-complete [15].

�e aimof allocation is to 
nd the optimal energy e	cient
solution. Inspired by the study of Srikantaiah et al. [20], the
consolidation status of multiresources signi
cantly impacts
the energy e	ciency of the whole data center. Keeping the
utilization of each resource in an optimal utilization level can
achieve optimal energy conservation. Here, we de
ne a total
Euclidean distance � as follows:

� = �∑
�=1

√ �∑
�=1

(��� − �best�)2, (1)

where  is the dimension which denotes kinds of resources,
such as CPU, disk, memory, and bandwidth and � denotes

the number of hosts in cloud data center. ��� is the utilization
for host � and the resource �, �best� is the best utilization

Initialize hostList, vmList 

For each vm in vmList do 

If host has enough 
resource for vm then

If power < minPower then 

Yes

Stop and output

Sort VMs in decreasing order of 
utilizations

For each host in hostList do 

Yes

if allocatedHost 
NULL then 

Yes

Allocate vm to allocatedHost 

No

No

No

minPower ← MAX
allocatedHost ← NULL

allocatedHost ← host
minPower ← power

power ← estimatePower (host, vm)

Figure 1: Flowchart of modi
ed Best Fit Decreasing (MBFD) algo-
rithm.

for ��� energy e	cient, and each kind of resource has its best

value of utilization, such as 50% CPU and 70% storage usage,
which is an important experimental result from the study of
Beloglazov et al. [11, 12, 19].

�e total Euclidean distance � denotes the optimal
balance between multiresources utilization and energy con-
sumption. Minimizing the total Euclidean distance � will get
optimal energy e	ciency in the whole system. In this situa-
tion, the multiresources energy e	ciency model is described
as follows:

objection: min �
constraints: ��ℎ = 0 (2)

∑
ℎ
��ℎ = 1, ∀�, (3)
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where ��ℎ = 1 denotes virtual machine VM� allocated to nodeℎ; ��ℎ = 0 denotes VM� not allocated to node ℎ. And the
expression (3) denotes that each VM can be allocated to only
one node.

In order to satisfy the limitations, each resource must
satisfy the following inequality constraints as follows:

∑
�
�CPU� ∗ ��ℎ ≤ �CPUℎ , ∑

�
�RAM� ∗ ��ℎ ≤ �RAMℎ

∑
�
�BW� ∗ ��ℎ ≤ �BWℎ , ∑

�
�DISK� ∗ ��ℎ ≤ �DISKℎ . (4)

In expression (4), �CPU� , �RAM� , �BW� , �DISK� denotes the

demand of CPU, memory, bandwidth, and disk for VM�, respectively; likewise, �CPUℎ , �RAMℎ , �BWℎ , �DISKℎ , respectively,
denotes the capacity of these resources for VM �. If there
are multiple VMs allocated on node ℎ, the total resources
demand of VMs should be smaller than the capacity of nodeℎ.
4. Allocation Algorithm Design and

Implement Based on PSO

It has been successful to apply PSO in many applications and
research areas [22, 24–26]. �e particles of PSO constitute a
swarmmoving around in the search space looking for the best
solution.

In this section, we design and implement a MREE-PSO
algorithm to reduce energy consumption for virtual machine
allocation, and this algorithm can deal with multiple
resources in cloud data center.

4.1. Particle Swarm Optimization (PSO) Algorithm. Particle
swarm optimization (PSO) is a population developed by
Eberhart and Kennedy in 1995 based on stochastic opti-
mization technique [22–24]. Social behavior of organisms
motivated them to look into the e�ect of collaboration of
species onto achieving their goals as a group, such as 
sh
schooling and bird �ocking. PSO has been widely applied in
many applications and research areas in past several years.
Compared with other methods such as GA, it is proved that
PSO gets better results in a cheaper and faster way.

In PSO, the potential solutions are called particles which
�y through the solution space by following the current
optimum particles. Particles keep part of their previous
state because they have memory. All particles preserve their
individuality in any case, although they share the same point
in belief space with no restriction. PSO algorithm evolves
the position of each particle in problem space using (5).
Each particle has an initial random velocity, and particle’s
movement is in�uenced by two randomly weighted factors:
individuality and sociality. Individuality is de
ned as the
tendency to return to the particle’s best previous position
and sociality is de
ned as the tendency to move towards
the neighborhood’s best previous position. At each time step,
the particle swarm optimization changes the velocity of each
particle toward its �best and �best locations. Acceleration is

Table 1: Parameters and the mean of parameters.

Parameters Mean of parameters

V
�
� Velocity of particle � at iteration t��� Position of particle � at iteration t� Inertia weight�1, �2 Acceleration coe	cients�1, �2 Random number between 0 and 1�best� Best position of particle ��best Best position of entire particles in a population

weighted by a random term, with separate random numbers
being generated for acceleration toward �best and �best
locations. Additionally, particle swarm optimization is an
approach which can be used for speci
c applications focused
on a speci
c requirement. Particle swarm optimization is
widely used because there are few parameters to adjust.
�e parameters and their mean of parameters are shown in
Table 1.

Consider

V
�+1
� = � ⋅ V�� + �1 ⋅ �1 ⋅ (�best� − ���) + �2 ⋅ �2 ⋅ (�best − ���)

��+1� = ��� + V
�
� .

(5)

4.2. Particles De�nition. Suppose that � is the number ofVMs
that should be allocated and � is the number of hosts in
cloud data center.�e position vector of particles is de
ned as��� = (���1, ���2, ..., ����, ..., ���	), where � is the iteration number,� denotes the �th possible solution, and � is the serial number
of VM. For example, if��� = (���1, ���2, ���3) = (1, 2, 1), it means
that VM 1,2,3 is, respectively, allocated to node 1,2,1. While
particles are updating, the position vector of particles��� will
transfer to a � ∗ � (0,1)-matrix ���� :

���
 =
[[[[[[[[[[[

 �11  �12 ⋅ ⋅ ⋅  �1ℎ ⋅ ⋅ ⋅  �1� �21  �22 ⋅ ⋅ ⋅  �2ℎ ⋅ ⋅ ⋅  �2�
...

...
...

... ��1  ��2 ⋅ ⋅ ⋅  ��ℎ ⋅ ⋅ ⋅  ���
...

...
...

... �	1  �	2 ⋅ ⋅ ⋅  �	ℎ ⋅ ⋅ ⋅  �	�

]]]]]]]]]]]
. (6)

If VM� is allocated to node ℎ at iteration �,  ��ℎ = 1; if not, ��ℎ = 0. One VM can be allocated to only one node, so there

is a limitation for  ��ℎas below:
�∑
ℎ=1

 ��ℎ = 1, ∀� ∈ {1, 2, ..., �} . (7)

4.3. Position Update. At iteration � of our MREE-PSO algo-
rithm, %best�
 = (�best�
1, �best�
2, ..., �best�
�, ..., �best�
	) is the
personal best of particle &. Each particle keeps track of its
coordinates in the solution space which are associated with
the best solution (
tness) that has achieved so far by that
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particle. And 'best� = (�best�1, �best�2, ..., �best��, ..., �best�	)
is the best value obtained so far by any particle.

Suppose that the probability thatVM� is allocated to nodeℎ is 0.5 at iteration � + 1; then %( �+1�ℎ = 1) = %( �+1�ℎ = 0) =0.5. �� and ��, respectively, represents the 
tness of personal
and global best. �at means the probability of 
nding the
best solution. For easy description, we can introduce two
parameters *1and *2. According to the Bayesian formula, we
can get the following:

% ( �+1�ℎ = 1 | �best��ℎ = 1, �best��ℎ = 1)
= �� ∗ ���� ∗ �� + (1 − ��) (1 − ��) = *1

% ( �+1�ℎ = 0 | �best��ℎ = 1, �best��ℎ = 1)
= (1 − ��) ∗ (1 − ��)�� ∗ �� + (1 − ��) (1 − ��) = 1 − *1

% ( �+1�ℎ = 1 | �best��ℎ = 1, �best��ℎ = 0)
= �� ∗ (1 − ��)�� ∗ (1 − ��) + �� ∗ (1 − ��) = *2

% ( �+1�ℎ = 0 | �best��ℎ = 1, �best��ℎ = 0)
= �� ∗ (1 − ��)�� ∗ (1 − ��) + �� ∗ (1 − ��) = 1 − *2.

(8)

In (8), the probabilities of personal and global best should
be better than average probability, so 0.5 < �� < 1, 0.5 < �� <1. To avoid falling into local optimal solution, let �� < ��;
then 0.5 < �� < �� < 1. In our paper, we set the parameters
as �� = 0.8, �� = 0.7, and *1 = 0.9, *2 = 0.7.

�e positions of particles are updated as follows:

� = rand ();

if (�best��ℎ = 1 and �best��ℎ = 1) then
if (� < *1)  �+1�ℎ = 1 else  �+1�ℎ = 0;
else if (�best��ℎ = 0 and �best��ℎ = 0) then
if (� < 1 − *1)  �+1�ℎ = 0 else  �+1�ℎ = 1;
else if (�best��ℎ = 1 and �best��ℎ = 0) then
if (� < *2)  �+1�ℎ = 1 else  �+1�ℎ = 0;
else

if (� < 1 − *2)  �+1�ℎ = 1 else  �+1�ℎ = 0;
According the objective of VMs allocation, the 
tness

function is de
ned as a total Euclidean distance � as seen in
formula (1).

4.4. Algorithm Description. A �owchart of the energy e	-
cient allocation algorithm based on PSO is shown in Figure 2.
In this algorithm, there are four main steps which are
explained as follows.

(1) Initialize particles: generate � sequences of VMs at
random. For each sequence, the VM is allocated to
the node by First Fit algorithm which can supply the
resources at the 
rst time. Get� particles constituted
a swarm.

(2) Evaluate 
tness for each particle: initialize the parti-
cle’s �best and �best position to its initial position.

(3) Update velocities and positions of particles: if all
particles meet the constrains along with formulas
(4) and (7), then update the particles. Otherwise,
all particles cannot be updated. For VM �, while∑�ℎ=1  ��ℎ > 1, it has been allocated to more than one

node; while ∑�ℎ=1  ��ℎ = 0, it has not been allocated to

any node.

(4) If the iteration number is larger than the maximum,
stop; otherwise, go to the second step.

5. Simulation and Performance Tests

5.1. Environment and Setting. �e energy e	cient multire-
sources virtual machine allocation algorithm (MREE-PSO)
has been evaluated by simulation using CloudSim toolkit [27]
which supports user-de
ned policies for allocation of hosts to
virtual machine and policies for allocation of host resources
to virtual machine. CloudSim [27] is a framework for
modeling and simulation of cloud computing infrastructures
and services. It has been wildly used to evaluate algorithms,
applications, and policies before actual development of cloud
products.

�e following steps are required in the process of this
experiment: parameters setting, programming in CloudSim,
and performance evaluating. We evaluated the performance
of our MREE-PSO with two important traditional heuristic
algorithms: MBFD [11, 12, 19] and MBFH [20, 21] method in
the same data center.

We simulate a data center that comprises 100 heteroge-
neous physical nodes. Half of these physical nodes are HP
ProLiant ML110 G4 servers, and the others are HP ProLiant
ML110 G5 servers. Each node is characterized by the CPU
performance de
ned in Millions Instructions Per Second
(MIPS), the MIPS of the HP ProLiant ML110 G4 and G5
server is 1860 and 2260, respectively. �e storages of two
kinds of servers are 640GB and 1000GB.�enumber of VMs
ranges from 10 to 100. As seen in formula (1), let  = 2,�best1 = 0.5, and �best2 = 0.7 in our simulations.

In order to test the energy e	ciency of the proposed
algorithm in complicated environment, the simulated data
center comprises di�erent number of physical nodes. �e
nodes are modeled to have four classes of parameters as
shown in Table 2.

Each parameter of virtual machine is initialized at ran-
dom within a certain range according to the reference [20]:
CPU (60∼150), DISK (100∼200), RAM (40∼200), and BW
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Initialize particles by 

First Fit algorithm

Evaluate �tness for each 
particle; obtain the pbest 

and gbest 

Meet the constrains 

formula (4)?

Yes

Update all particles;
iteration++

iteration++

Yes

No

No

 Maximum 
iteration number 

reached?

Yes

No

Stop and output

n

∑
h=1

stjh = 1?

Figure 2: Flowchart of the energy e	cient allocation algorithm
based on PSO.

Table 2: Parameters for physical nodes.

Serial
number

CPU
(MIPS)

RAM
(MB)

BW
(MBPS)

DISK
(GB)

1 600 2048 1000 1000

2 600 2048 2000 250

3 600 4096 1000 250

4 800 4096 1000 250

(30∼100). We assume that the size of the group of particle
is 20 and the maximum iteration number is 30. Repeat each
simulation 10 times and get the average values.

5.2. Analysis of the Total Euclidean Distance. In this simu-
lation, the total Euclidean distance is calculated by formula
(1). To achieve an optimal energy conservation in cloud
data center, the best value of utilization of each kind of
resource should be set. Srikantaiah et al. [20] found the
optimal balance between resource utilization and energy
metrics residing around 50% on the CPU and 70% storage
usage [10]. Based on this important result, we focus on the
kinds of resource: CPU and disk. Our MREE-PSO algorithm
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Figure 3: Comparison of the total Euclidean distance.

was performed using two important traditional heuristic
algorithms MBFD [11, 12, 19] and MBFH [20, 21] method for
comparison.

As shown in Figure 3, the total Euclidean distance incr-
eases with the number of virtualmachines. However, the total
Euclidean distance is lower for MREE-PSO; it also increases
more slowly with increasing the number of virtual machines.
Especially, while the number of virtual machines increases
from 50 to 100, the total Euclidean distance of MREE-PSO
does not increase too much. It is seen that the total Euclidean
distance varies almost linearly for the traditional heuristic
algorithms:MBFD [11, 12, 19] andMBFH [20, 21]method.�e
total Euclidean distance denotes the energy consumption, so
the energy e	ciency of MREE-PSO is always higher than
MBFD [11, 12, 19] and MBFH [20, 21] with the same number
of virtual machines.

5.3. Analysis of Resources Utilization. �e resources utiliza-
tions are plotted in Figures 4 and 5. In each case, the resources
utilizations of MREE-PSO are better than MBFD [11, 12, 19]
and MBFH [20, 21] method. While the number of virtual
machines increases from 10 to 40, the utilizations of CPU and
disk are kept in a low level. But form 40 to 100, the resources
utilizations of our method increase a lot with increasing
number of virtual machines. When the number of virtual
machines arrives at 100, the utilizations of CPU and disk,
respectively, can increase to 45% and 65%. �ey are closed
to the best value of utilization which is the optimal balance
between resource utilization and energy consumption found
by Srikantaiah et al. [20]. �is will be helpful to enhance the
energy e	ciency of cloud data center.

�e usage of the physical nodes was also investigated with
these three algorithms. �e results are shown in Figure 6.
It is seen that usage of the physical nodes increases more
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Figure 4: Comparison of CPU utilization.
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Figure 5: Comparison of disk utilization.

slowly for MREE-PSO than for MBFD [11, 12, 19] and MBFH
[20, 21]. �e usage of the physical nodes of MREE-PSO is
always less than MBFD [11, 12, 19] and MBFH [20, 21] with
the same number of virtual machines. Even the number of
virtual machines arrives at 100; only 18 physical nodes are
allocated for virtual machines. �us, our method has a better
energy e	ciency thanMBFD andMBFH which is important
for cloud data center.

6. Conclusion

In cloud data center, the allocation of virtual machines with
multiple resources plays an important role in improving the
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Figure 6: Comparison of usage of the physical nodes.

energy e	ciency and performance of cloud computing. It will
reduce the energy consumption of the cloud data center. �e
virtual machine allocation algorithm with multiple resources
based on PSO described in this paper e�ectively improves
energy e	ciency. But the methods discussed here only
considered the CPU and disk resources. Other resources such
as network and memory should also be considered in the
future research.�emigration algorithm of virtual machines
with multiple resources also should be introduced into the
management of cloud data center in the future research.

Conflict of Interests

�e authors declare that there is no con�ict of interests
regarding the publication of this paper.

Acknowledgments

�is work was supported by the National Natural Science
Foundation of China (no. 61370203) and the Scienti
c and
Technological Research Program of Chongqing Municipal
Education Commission (KJ120513, KJ120504).

References

[1] B. Chang, H. Tsai, and C. Chen, “Empirical analysis of server
consolidation and desktop virtualization in cloud computing,”
Mathematical Problems in Engineering, vol. 2013, Article ID
947234, 11 pages, 2013.

[2] X. Wang, X. Liu, L. Fan, and X. Jia, “A decentralized virtual
machine migration approach of data centers for cloud comput-
ing,”Mathematical Problems in Engineering, vol. 2013, Article ID
878542, 10 pages, 2013.

[3] H. F. Sheikh, H. Tan, I. Ahmad, S. Ranka, and P. Bv, “Energy-
and performance-aware scheduling of tasks on parallel and



8 Mathematical Problems in Engineering

distributed systems,” ACM Journal on Emerging Technologies in
Computing Systems, vol. 8, no. 4, article 32, 2012.

[4] M. Armbrust, A. Fox, R. Gri	th et al., “A view of cloud
computing,” Communications of the ACM, vol. 53, no. 4, pp. 50–
58, 2010.

[5] R. Buyya, C. S. Yeo, S. Venugopal, J. Broberg, and I. Brandic,
“Cloud computing and emerging IT platforms: vision, hype,
and reality for delivering computing as the 5th utility,” Future
Generation Computer Systems, vol. 25, no. 6, pp. 599–616, 2009.

[6] X. Zhu, D. Young, B. J.Watson et al., “1000 islands: an integrated
approach to resource management for virtualized data centers,”
Cluster Computing, vol. 12, no. 1, pp. 45–57, 2009.

[7] Y. Ajiro and A. Tanaka, “Improving packing algorithms for
server consolidation,” in Proceedings of the 33rd International
Computer Measurement Group Conference, pp. 399–406, CMG
Press, San Diego, Calif, USA, December 2007.

[8] R. Gupta, S. K. Bose, S. Sundarrajan, M. Chebiyam, and A.
Chakrabarti, “A two stage heuristic algorithm for solving the
server consolidation problem with item-item and bin-item
incompatibility constraints,” in Proceedings of the IEEE Inter-
national Conference on Services Computing (SCC ’08), pp. 39–
46, IEEE Computer Society Press, Honolulu, Hawaii, USA, July
2008.

[9] S. Agrawal, S. K. Bose, and S. Sundarrajan, “Grouping genetic
algorithm for solving the server consolidation problem with
con�icts,” in Proceedings of the World Summit on Genetic and
Evolutionary Computation, pp. 1–8, ACM Press, June 2009.

[10] T. Wood, P. J. Shenoy, and A. Venkataramani, “Black-box and
gray-box strategies for virtual machine migration,” in Proceed-
ings of the USENIX Symposium on Networked Systems Design
and Implemetation, pp. 229–242, GBR, Cambridge, UK, 2007.

[11] A. Beloglazov and R. Buyya, “Energy e	cient allocation of
virtual machines in cloud data centers,” in Proceedings of the
10th IEEE/ACM International Symposium on Cluster, Cloud, and
Grid Computing, pp. 577–578, IEEE Computer Society Press,
Melbourne, Australia, May 2010.

[12] A. Beloglazov, J. Abawajy, and R. Buyya, “Energy-aware res-
ource allocation heuristics for e	cient management of data
centers for cloud computing,” Future Generation Computer
Systems, vol. 28, no. 5, pp. 755–768, 2012.

[13] R. Nathuji and K. Schwan, “VirtualPower: coordinated power
management in virtualized enterprise systems,” in Proceedings
of the 21st ACM Symposium on Operating Systems Principles
(SOSP '07), vol. 41, no. 6, pp. 265–278,ACMPress,October 2007.

[14] R. Raghavendra, P. Ranganathan, V. Talwar, Z. Wang, and X.
Zhu, “No “power” struggles: coordinated multi-level power
management for the data center,” in Proceedings of the 13th
International Conference Architectural Support for Programming
Languages and Operating Systems (ASPLOS ’08), vol. 36, no. 1,
pp. 48–59, ACM Press, 2008.

[15] V. M. Lo, Task assignment in distributed systems [Ph.D. thesis],
Department of Computer Science, University of Illinois, 1983.

[16] T. Widmer, M. Premmand, and P. Karaenke, “Energy-aware
service allocation for cloud computing,” in Proceedings of the
International Conference on Wirtscha�sinformatik, pp. 1147–
1161, Leipzig, Germany, 2013.

[17] D. Kusic, J. O. Kephart, J. E. Hanson, N. Kandasamy, and G.
Jiang, “Power and performance management of virtualized
computing environments via lookahead control,” Cluster Com-
puting, vol. 12, no. 1, pp. 1–15, 2009.

[18] X. Xu and H. Yu, “A game theory approach to fair and e�-
icient resource allocation in cloud computing,” Mathematical

Problems in Engineering, vol. 2014, Article ID 915878, 14 pages,
2014.

[19] A. Beloglazov and R. Buyya, “Managing overloaded hosts for
dynamic consolidation of virtualmachines in cloud data centers
under quality of service constraints,” IEEE Transactions on
Parallel and Distributed Systems, vol. 24, no. 7, pp. 1366–1379,
2013.

[20] S. Srikantaiah, A. Kansal, and F. Zhao, “Energy aware consolida-
tion for cloud computing,” inProceedings of the IEEEConference
on Power Aware Computing and Systems, pp. 577–578, IEEE
Computer Society Press, San Diego, Calif, USA, 2010.

[21] P. Xiao, Z. Hu, and Y. Zhang, “An energy-aware heuristic
scheduling for data-intensive work�ows in virtualized datacen-
ters,” Journal of Computer Science and Technology, vol. 28, no. 6,
pp. 948–961, 2013.

[22] Y. del Valle, G. K. Venayagamoorthy, S. Mohagheghi, J.-C.
Hernandez, and R. G. Harley, “Particle swarm optimization:
basic concepts, variants and applications in power systems,”
IEEE Transactions on Evolutionary Computation, vol. 12, no. 2,
pp. 171–195, 2008.

[23] X. Wang, Y. Wang, and H. Zhu, “Energy-e	cient multi-job
scheduling model for cloud computing and its genetic algo-
rithm,”Mathematical Problems in Engineering, vol. 2012, Article
ID 589243, 16 pages, 2012.

[24] J. Kennedy and R. Eberhart, “Particle swarm optimization,”
in Proceedings of the IEEE International Conference on Neural
Networks, pp. 1942–1948, IEEE Computer Society Press, Perth,
Australia, December 1995.

[25] A. Salman, I. Ahmad, and S. Al-Madani, “Particle swarm opti-
mization for task assignment problem,” Microprocessors and
Microsystems, vol. 26, no. 8, pp. 363–371, 2002.

[26] L. Zhang, Y. H. Chen, R. Y. Sun, S. Jing, and B. Yang, “A task
scehduling algorithm based on PSO for grid computing,”
International Journal of Computational Intelligence Research,
vol. 4, no. 1, pp. 37–43, 2008.

[27] R. N. Calheiros, R. Ranjan, A. Beloglazov, C. A. F. De Rose, and
R. Buyya, “CloudSim: a toolkit for modeling and simulation
of cloud computing environments and evaluation of resource
provisioning algorithms,” So�ware: Practice and Experience, vol.
41, no. 1, pp. 23–50, 2011.



Submit your manuscripts at

http://www.hindawi.com

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Problems 
in Engineering

Hindawi Publishing Corporation
http://www.hindawi.com

Differential Equations
International Journal of

Volume 2014

Applied Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Probability and Statistics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Physics
Advances in

Complex Analysis
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Optimization
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Combinatorics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Operations Research
Advances in

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Function Spaces

Abstract and 
Applied Analysis
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International 
Journal of 
Mathematics and 
Mathematical 
Sciences

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Algebra

Discrete Dynamics in 
Nature and Society

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Decision Sciences
Advances in

Discrete Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com

Volume 2014 Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Stochastic Analysis
International Journal of


