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Abstract—We propose two novel energy-aware routing algorithms for wireless ad hoc networks, called reliable minimum energy cost

routing (RMECR) and reliable minimum energy routing (RMER). RMECR addresses three important requirements of ad hoc networks:

energy-efficiency, reliability, and prolonging network lifetime. It considers the energy consumption and the remaining battery energy of

nodes as well as quality of links to find energy-efficient and reliable routes that increase the operational lifetime of the network. RMER,

on the other hand, is an energy-efficient routing algorithm which finds routes minimizing the total energy required for end-to-end packet

traversal. RMER and RMECR are proposed for networks in which either hop-by-hop or end-to-end retransmissions ensure reliability.

Simulation studies show that RMECR is able to find energy-efficient and reliable routes similar to RMER, while also extending the

operational lifetime of the network. This makes RMECR an elegant solution to increase energy-efficiency, reliability, and lifetime of

wireless ad hoc networks. In the design of RMECR, we consider minute details such as energy consumed by processing elements of

transceivers, limited number of retransmissions allowed per packet, packet sizes, and the impact of acknowledgment packets. This

adds to the novelty of this work compared to the existing studies.

Index Terms—Energy-aware routing, battery-aware routing, end-to-end and hop-by-hop retransmission, reliability, wireless ad hoc

networks
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1 INTRODUCTION

ENERGY-EFFICIENT routing is an effective mechanism for
reducing energy cost of data communication in wireless

ad hoc networks. Generally, routes are discovered con-
sidering the energy consumed for end-to-end (E2E) packet
traversal. Nevertheless, this should not result in finding
less reliable routes or overusing a specific set of nodes in
the network. Energy-efficient routing in ad hoc networks is
neither complete nor efficient without the consideration of
reliability of links and residual energy of nodes. Finding
reliable routes can enhance quality of the service. Whereas,
considering the residual energy of nodes in routing can
avoid nodes from being overused and can eventually lead
to an increase in the operational lifetime of the network.

During the last decade, various routing algorithms have

been proposed aiming at increasing energy-efficiency,

reliability, and the lifetime of wireless ad hoc networks

(e.g., [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13],

[14], [15]). We can broadly group them into three categories.

The first category includes algorithms that consider the

reliability of links to find more reliable routes. For instance,

De Couto et al. [1] introduced the notion of expected

transmission count (ETX) to find reliable routes that consist

of links requiring less number of retransmissions for lost

packet recovery. Although such routes may consume less

energy since they require less number of retransmissions,

they do not necessarily minimize the energy consumption
for E2E packet traversal. Furthermore, considering a higher
priority for reliability of routes may result in overusing
some nodes. If there are some links more reliable than
others, these links will frequently be used to forward
packets. Nodes along these links will then fail quickly, since
they have to forward many packets on behalf of other nodes.

The second category includes algorithms that aim at
finding energy-efficient routes (e.g., the proposed algo-
rithms in [2], [3], [4], [5], [6], [7]). These algorithms do not
consider the remaining battery energy of nodes to avoid
overuse of nodes, even though some of them, namely, [4],
[5], [6], [7], address energy-efficiency and reliability to-
gether. Apart from this, many routing algorithms—includ-
ing energy-efficient algorithms proposed in [2], [3], [4], [5],
[6], [7]—have a major drawback. They do not consider the
actual energy consumption of nodes to discover energy-
efficient routes. They only consider the transmission power
of nodes (the output power of the power amplifier)
neglecting the energy consumed by processing elements of
transmitters and receivers.What is considered as energy cost
of a path by these algorithms is only a fraction of the actual
energy cost of nodes for transmission along a path. As we
will show, this negatively affects energy-efficiency, relia-
bility, and the operational lifetime of the network altogether.

The third category includes algorithms that try to prolong
the network lifetime by finding routes consisting of nodes
with a higher level of battery energy (e.g., the proposed
algorithms in [8], [9], [10], [11], [12], [13], [14], [15]). These
algorithms, however, do not address the other two aspects,
i.e., reliability and energy-efficiency. Discovered routes by
these algorithms may neither be energy-efficient nor be
reliable. This can increase the overall energy consumption in
thenetwork.Thus, thenetwork lifetimemayevenbe reduced.
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Our in-depth work in this paper considers energy-
efficiency, reliability, and prolonging the network lifetime
in wireless ad hoc networks holistically. We propose a novel
energy-aware routing algorithm, called reliable minimum
energy cost routing (RMECR). RMECR finds energy-
efficient and reliable routes that increase the operational
lifetime of the network. In the design of RMECR, we use an
in-depth and detailed analytical model of the energy
consumption of nodes. RMECR is proposed for networks
with hop-by-hop (HBH) retransmissions providing link
layer reliability, and networks with E2E retransmissions
providing E2E reliability. HBH retransmission is supported
by the medium access control (MAC) layer (more precisely
the data link layer) to increase reliability of packet
transmission over wireless links. Nevertheless, some MAC
protocols such as CSMA and MACA may not support HBH
retransmissions. In such a case, E2E retransmission could be
used to ensure E2E reliability [4], [5], [16].

Our work has also some important and novel ideas
compared to the pioneering studies like [2], [3], [4], [5], [6],
[7], which also address the problem of energy-efficient
reliable routing in wireless ad hoc networks. 1) We consider
the impact of limited number of transmission attempts on
the energy cost of routes in HBH systems. This effect has
been neglected in [4], [5] and have not been addressed in-
depth in [6], [7]. We show that by taking this limitation into
account, a shortest-path routing algorithm like Dijkstra’s
algorithm—which has been considered as an optimum
solution in [2], [3], [4], [5], [6], [7] for the problem of
minimum energy routing in wireless ad hoc networks—
does not provide an optimal solution. It is a heuristic
solution, and it can be an optimal solution only if the
number of retransmissions on each link is large enough to
ensure complete reliability of links. 2) We consider the
impact of acknowledgment packets on energy cost of routes
in both HBH and E2E systems. This impact has been
neglected in [2], [3], [4], [5], [6], [7]. By considering this, we
show that in the E2E systems, the energy cost of packet
transmission from a source node to an intermediate node
depends on both upstream and downstream links of that
intermediate node. Neglecting the impact of acknowledge-
ment packets means that we disregard the impact of
downstream links on the energy cost. 3) We consider energy
consumption of processing elements of transceivers. As
mentioned earlier, underestimating the energy consumption
of transceivers can severely harm reliability and energy-
efficiency of routes. A detailed consideration toward various
aspects of the energy consumption of nodes makes our work
realistic and thus closer to practical implementations.

Our study here is also exhaustive compared to our
earlier studies in [17]. We had only presented RMECR for
the HBH system in [17]. Furthermore, the impact of limited
number of retransmissions on energy cost of routes, and the
in-depth analysis of algorithmic aspects are missing in [17].
These aspects are covered in this paper. Apart from this,
based on our detailed and generic analytical model
proposed for the design of RMECR in this paper, we devise
a state-of-the-art energy-efficient routing algorithm for
ad hoc networks called reliable minimum energy routing
(RMER). The routes discovered by RMER minimize the

consumed energy of the E2E packet traversal in the
network. RMER does not consider the remaining battery
energy of nodes, and will be used as a benchmark to
evaluate energy-efficiency of the RMECR algorithm.

Our simulation studies show that, a considerable energy-
efficiency and reliability gain is achieved by the RMER
algorithm compared to the energy-efficient routing algo-
rithm proposed in [4] for the HBH system and the algorithm
proposed in [5] for the E2E system.1 On the other hand,
while RMECR is not primarily an energy-efficient routing
algorithm like RMER, our simulation results verify that
energy-efficiency and reliability of routes discovered by
RMECR are almost similar to those of RMER. Moreover,
RMECR extends the operational lifetime of the network
since it considers the remaining battery energy of the nodes.
RMECR also outperforms routing algorithms proposed in
[4], [5], [9], [15] with regard to energy-efficiency, reliability,
and lifetime of the network. It finds reliable routes similar to
those discovered by the algorithm proposed in [1] extending
the operational lifetime of the network too.

The rest of the paper is organized as follows: In Section 2,
we present required preliminaries. In Section 3, we intro-
duce the RMECR and the RMER algorithms for the HBH
system, and in Section 4, we introduce them for the E2E
system. Section 5 describes some practical issues for
deploying RMER and RMECR in ad hoc networks. Section 6
presents simulation studies. We conclude in Section 7.

2 PRELIMINARIES

2.1 Network Model

We represent topology of a wireless ad hoc networks by a
graph GðVV; IEÞ, where VV and IE are the set of nodes
(vertices) and links (edges), respectively. Each node is
assigned a unique integer identifier between 1 and N ¼ jVVj.
Nodes are assumed to be battery powered. The remaining
battery energy of node u 2 VV is represented by Cu. If the
battery energy of a node falls below a threshold Cth, the
node is considered to be dead [18]. Without loss of
generality, we assume Cth ¼ 0.

A link in the network is denoted by ðu; vÞ, in which u and
v are sending and receiving nodes, respectively. The
criterion for having a link from u to v is as follows: There
could be a link from u to v, if the received signal strength by
v is above a threshold. This threshold is usually specified in
such a way that a targeted link error probability is satisfied.
We denote the probability of error-free reception of packets
of length x [bit] transmitted by u to v by pu;vðxÞ. In other
words, pu;vðxÞ is the packet delivery ratio (PDR) of ðu; vÞ for
packets of size x [bit].

As an essential requirement for energy-efficient routing,
we assume nodes support adjustable transmission power.
The transmission power from node u to node v is denoted
by Pu;v. Pu;v belongs to a finite set of allowable transmission
powers for node u specified by SðuÞ ¼ fP1ðuÞ; P2ðuÞ; . . . ;
Pmu

ðuÞg, where mu is the number of allowable transmission
powers of node u. The discrete set is due to the practical
considerations that all the commercially available devices
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are preprogrammed with a set of power settings. Regarding
the power adjustment by nodes, we assume: 1) Pu;v is the
minimum transmission power from SðuÞ that satisfies
the targeted link error probability. 2) By adjusting the
transmission power, the data rate of the physical link does
not change.

We represent a path in the network with h hops between
two nodes as a set of nodes Pðn1; nhþ1Þ ¼ fn1; n2; . . . ; nh;

nhþ1g, where nk 2 VV is the identifier of the kth node
(k ¼ 1; . . . ; hþ 1) of the path. Here, n1 is the source node,
nhþ1 is the destination node, and the rest are intermediate
nodes which relay packets from the source to the destina-
tion hop by hop. Furthermore, ðnk; nkþ1Þ 2 IE is the kth link
(k ¼ 1; . . . ; h) of the path.

2.2 Energy Consumption for Packet Transmission
over Wireless Links

Let x bit denotes the size of a packet transmitted over the
physical link and let "u;vðxÞ [J] denote the energy consumed
by a transmitting node u to transmit a packet of length x to a
receiving node v through the physical link ðu; vÞ. Let !u;vðxÞ
[J] denote the energy consumed by the receiving node v to
receive and process the packet of length x transmitted by u.
The energy consumed by nodes during packet transmission
could be abstracted into two distinct parts [19], [20]. The
first part represents the energy consumed by the transmis-
sion circuit excluding the power amplifier of the transmit-
ter. The second part represents the energy consumed by the
power amplifier to generate the required output power for
data transmission over the air. On the other hand, the
energy consumed by a node to receive a packet could be
abstracted by only one part, which is the energy consumed
by the receiving circuit including the low noise amplifier
(LNA) of the receiver.

Let Au be the power required to run the processing
circuit of the transmitter of node u, Pu;v be the transmission
power from node u to node v, 0 < �u � 1 be the power
efficiency of the power amplifier of node u, Bv be the power
required to run the receiving circuit of the wireless interface
at node v, and r [bit/s] be the data rate of the physical link.
We can calculate "u;vðxÞ as

"u;vðxÞ ¼ Au þ
Pu;v

�u

� �

x

r
; 8x � 0; 8ðu; vÞ 2 IE; ð1Þ

and !u;vðxÞ as

!u;vðxÞ ¼
Bv

r
x; 8x � 0; 8ðu; vÞ 2 IE: ð2Þ

Note that "u;vðxÞ and !u;vðxÞ are the energy consumed
during a single transmission of a packet. The impact of
packet retransmission will be considered later.

2.3 Hop-by-Hop and End-to-End Retransmission
Systems

Wireless links in ad hoc networks are usually prone to
transmission errors. This necessitates the use of retransmis-
sion schemes to ensure the reliability.We can use eitherHBH
or E2E retransmissions. In the HBH system, a lost packet in
each hop is retransmitted by the sender to ensure link level
reliability. An acknowledgment (ACK) is transmitted by the

receiver to the sender when the receiver receives the packet
correctly. If the sender does not receive the ACK (because
either the packet or its ACK is lost or corrupted), the sender
retransmits the packet. This continues until the sender
receives an ACK or the maximum allowed number of
transmission attempts is reached. If each link is reliable, the
E2E path between nodes will also be reliable.

In the E2E system, the ACKs are generated only at the
destination and retransmissions happen only between the
end nodes. The destination node sends an E2E ACK to
the source node when it receives the packet correctly. If the
source node does not receive an ACK for the sent packet, it
retransmits the packet. This may happen either because the
packet or the ACK is lost. In either case, the source
retransmits the packet until it receives anACK for the packet.

In both HBH and E2E systems, a retransmission occurs
after the expiration of a timer. We assume that the duration of
this timer is long enough to prevent unnecessary retransmis-
sions. We will design energy-aware and reliable routing
algorithms optimized for each of the HBH and E2E systems.

2.4 Energy-Aware Reliable Routing

Our objective is to find reliable routes which minimize the
energy cost for E2E packet traversal. To this end, reliability
and energy cost of routes must be considered in route
selection. The key point is that energy cost of a route is
related to its reliability. If routes are less reliable, the
probability of packet retransmission increases. Thus, a
larger amount of energy will be consumed per packet due
to retransmissions of the packet. By defining two different
ways of computing the energy cost of routes, we design two
sets of energy-aware reliable routing algorithms for HBH
and E2E systems. They are called reliable minimum energy
cost routing and reliable minimum energy routing (RMER).
In RMER, energy cost of a path for E2E packet traversal is
the expected amount of energy consumed by all nodes to
transfer the packet to the destination. In RMECR, the
energy cost of a path is the expected battery cost of nodes
along the path to transfer a packet from the source to the
destination. Before we proceed with the design of RMER
and RMECR, we first define the minimum energy cost path.

Definition 1 (Minimum Energy Cost Path). The minimum
energy cost path (MECP) between a source and a destination
node is a path which minimizes the expected energy cost for
E2E traversal of a packet between the two nodes in a
multihop network.

3 ENERGY-AWARE RELIABLE ROUTING

ALGORITHMS FOR THE HBH SYSTEM

This section presents design of RMER and RMECR
algorithms for networks supporting HBH retransmissions.
To this end, first, in Section 3.1, we analyze the energy cost
of a path for transferring a packet to its destination.
Considering the impact of limited retransmissions across
each link, the size of data and ACK packets, and the
reliability of E2E paths is the added value of our analysis,
which distinguishes our work from [4], [5], [6], [7]. Based on
this in-depth analysis, in Section 3.2, we design a generic
routing algorithm for finding MECP between every two
nodes of the network. By defining appropriate link weights,
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in Section 3.3 RMER and RMECR algorithms are derived as
two flavors of this generic routing algorithm.

3.1 Analysis of Energy Cost of a Path

The energy cost of a path is analyzed in four steps:

1. analyzing the expected transmission count of data
and ACK packets

2. analyzing the expected energy cost of a link taking
into account the energy cost of retransmissions,

3. analyzing the E2E reliability of a path, and
4. formulating the energy cost of a path taking into

account the energy cost of links and E2E reliability of
the path. This in-depth analysis of the energy cost
lays the foundation for designing RMER and
RMECR algorithms for the HBH System.

3.1.1 Expected Transmission Count of Data and

ACK Packets

We assume that a node u is allowed to transmit a packet
only Qu times (including the first transmission). Thus, due
to probabilistic nature of packet loss over wireless links, a
packet might be retransmitted a random number of times
not greater than Qu � 1. When the receiving node v receives
the packet correctly, an ACK is sent to the transmitting node
u. If the transmitted ACK is lost, another ACK will be
transmitted for the same packet after v again receives the
packet correctly (possibly after several attempts). Therefore,
an ACK could be transmitted for the same data packet a
random number of times not greater than Qu. It is also
possible that no ACK is transmitted for a data packet, if the
packet is lost in all Qu transmission attempts. We assume
E½nu;vðLdÞ� is the expected number of times that u needs to
transmit a packet of length Ld [bit] to deliver it to v

(including the first transmission), where 1 � nu;vðLdÞ � Qu

is the exact value. Furthermore, we assume E½mv;uðLhÞ� is
the expected number of ACKs of length Lh [bit] sent by v for
the data packet to u, where 0 � mv;uðLhÞ � Qu is the exact
value. Note that Lh and Ld are known constant values.

Values of E½nu;vðLdÞ� and E½mv;uðLhÞ� depend on the
quality of forward link ðu; vÞ and reverse link ðv; uÞ. The
lower the quality of links, the higher is the expected number
of retransmissions. We have shown in Appendix A, which
can be found on the Computer Society Digital Library at
http://doi.ieeecomputersociety.org/10.1109/TMC.2013.7

E nu;vðLdÞ
� �

¼
1� ð1� pu;vðLdÞpv;uðLhÞÞ

Qu

pu;vðLdÞpv;uðLhÞ
: ð3Þ

We also have derived an expression for Prfmv;uðLhÞg ¼ i,
i ¼ 0; 1; . . . ; Qu in Appendix A, available in the online
supplemental material, as

Prfmv;uðLhÞ ¼ ig

¼

ð1� pÞQu ; i ¼ 0;

pQuð1� qÞQu�1
; i ¼ Qu;

PQu�1
j¼i ðj�1

i�1
Þpi�1ð1� qÞi�1ð1� pÞj�i

pq

þ
�

Qu�1
i�1

�

pi�1ð1� pÞQu�ið1� qÞi�1
p

þ
�

Qu�1
i

�

pið1� pÞQu�1�ið1� qÞið1� pÞ

8i ¼ 1::Qu � 1;

8

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

:

ð4Þ

in which for ease of representation, we have defined p ¼
pu;vðLdÞ and q ¼ pv;uðLhÞ. Using (4), E½mv;uðLhÞ� could be
calculated as

E½mv;uðLhÞ� ¼
X

Qu

i¼0

iPrfmv;uðLhÞ ¼ ig: ð5Þ

We can easily show that if Qu ! 1, then

E½nu;vðLdÞ� !
1

pu;vðLdÞpv;uðLhÞ
;

E½mv;uðLhÞ� !
1

pv;uðLhÞ
:

(

ð6Þ

3.1.2 Total Energy Consumption across a Link

Let au;vðLdÞ be the total energy consumed by the
transmitting node u, and bu;vðLdÞ be the total energy
consumed by the receiving node v to exchange a packet of
length Ld [bit]. Taking into account the impact of HBH
retransmissions, we have

au;vðLdÞ ¼ E½nu;vðLdÞ�"u;vðLdÞ þ E½mv;uðLhÞ�!u;vðLhÞ; ð7Þ

where "u;vðLdÞ is the energy consumed by u during a single
transmission of the packet, which is computed using
(1). Parameter !u;vðLhÞ is the energy consumed by u during
a single reception of the ACK, which is computed using
(2). The total energy consumed by the receiving node v is
computed as

bu;vðLdÞ ¼ E½nu;vðLdÞ�!v;uðLdÞ þE½mv;uðLhÞ�"v;uðLhÞ; ð8Þ

where "v;uðLhÞ is the energy consumed by v during
a single transmission of the ACK, and !v;uðLdÞ is the
energy consumed by v during a single reception of the
data packet.

3.1.3 Link and Path Reliability

We define Ru;vðLdÞ as the reliability of ðu; vÞ for packets of
size Ld bits. The reliability of a link is the probability that a
packet is successfully delivered to the receiving node within
the number of allowed transmissions. In the HBH system,
link reliability is related to the PDR of the link as

Ru;vðLdÞ ¼ 1� Prfpacket lost after Qu transmissionsg

¼ 1� 1� pu;vðLdÞ
� �Qu

:
ð9Þ

Here, we should notice that the reliability of a link is not
affected by the probability of losing the ACK. If the packet
is received correctly but its ACK is lost, the packet will be
retransmitted after expiration of a timer.2 If the retrans-
mitted packet is received correctly too, there will be a
duplicate packet at the receiver. Duplicate packets are
usually discarded silently at the MAC layer, but ACKs are
sent for them. This, however, affects the energy consump-
tion of the transmitting and the receiving nodes, which was
considered in computing their energy costs in au;vðLdÞ and
bu;vðLdÞ in (7) and (8).

Considering a path Pðn1; nhþ1Þ ¼ fn1; n2; . . . ; nh; nhþ1g,
we define Rni

ðLdÞ the E2E reliability of the path from the
source node n1 up to ni as
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Rni
ðLdÞ ¼

1; i ¼ 1;
Qi�1

k¼1 Rnk;nkþ1
ðLdÞ; i ¼ 2; . . . ; hþ 1;

�

ð10Þ

in which Rnk;nkþ1
ðLdÞ is the reliability of the link ðnk; nkþ1Þ

for a packet of length Ld bit.

3.1.4 Expected Energy Cost of a Path

Let eu;vðLdÞ denote the expected energy cost for forward-

ing a packet of length Ld [bit] over ðu; vÞ. Let

CðPðn1; nhþ1ÞÞ be the expected energy cost to route a data

packet along the path P ¼ fn1; n2; . . . ; nh; nhþ1g from the

source node n1 to the destination node nhþ1. Since the

number of retransmissions in each link could be a limited

value, a packet may not be delivered to the receiver in one

of the hops. Obviously, the remaining nodes in the route

after that hop will not consume energy to forward the

packet. Thus, in the HBH system, the expected energy cost

of a route is computed as

CðPðn1; nhþ1ÞÞ ¼
X

h

i¼1

Rni
ðLdÞeni;niþ1

ðLdÞ
� �

; ð11Þ

in which eni;niþ1
ðLdÞ is the energy cost of ðni; niþ1Þ 2 P for

packets of length Ld.

3.2 Design of a Routing Algorithm for Finding
MECP

Here, we design a generic routing algorithm for finding

MECP between every two nodes in the network. Since

energy cost is an additive metric, it seems that the Dijkstra’s

shortest path routing algorithm could be used to find MECP

in the HBH system. However, we show that the Dijkstra’s

shortest path routing algorithm is only a heuristic solution

for finding MECP, but under some circumstances it could

be the optimal solution.
According to the Dijkstra’s algorithm, the cost of a path

from s to v is calculated in a recursive way as

CðPðs; vÞÞ ¼ CðPðs; uÞÞ þWðu; vÞ; ð12Þ

where u precedes v in Pðs; vÞ, and W ðu; vÞ is the weight of

ðu; vÞ. To find out whether the Dijkstra’s shortest path

routing algorithm could be used to find MECP in the HBH

system, we inspect the expression derived in (11) for the

expected energy cost in this system. This expression could

be rewritten as

CðPðn1; nhþ1ÞÞ ¼
X

h�1

i¼1

Rni
ðLdÞeni;niþ1

ðLdÞ
� �

 !

þRnh
ðLdÞenh;nhþ1

ðLdÞ

¼ CðPðn1; nhÞÞ þ
Rnhþ1

ðLdÞ

Rnh;nhþ1

enh;nhþ1
ðLdÞ:

ð13Þ

From (13), it could be concluded that the expected energy

cost for transferring a packet of length Ld from a source

node s to any destination node v can be computed in a

recursive way as

CðPðs; vÞÞ ¼ CðPðs; uÞÞ þRðPðs; vÞ; LdÞ �
eu;vðLdÞ
Ru;vðLdÞ

RðPðs; vÞ; LdÞ ¼ RðPðs; uÞ; LdÞ �Ru;vðLdÞ:

(

ð14Þ

In (14), RðPðs; vÞ; LdÞ is the E2E reliability of Pðs; vÞ for data
packets of length Ld.

If we compare the recursive equation in (14) with (12), it
is clear that, to be able to use the Dijkstra’s algorithm to find
MECP in the HBH system, we need to define the link
weight Wðu; vÞ as

Wðu; vÞ ¼ RðPðs; vÞ; LdÞ �
eu;vðLdÞ

Ru;vðLdÞ
: ð15Þ

Nevertheless, (15) suggests that the weight of each link
depends on the reliability of upstream links from the source
node to that link. As a result, the same link may have
different weights in different paths between the same
source and destination nodes. Dijkstra’s algorithm works on
the basis of the fact that weight of a link does not depend on
the weight of the upstream links between the source node
and that link. This fact forms the basis for the proof of
correctness of the Dijkstra’s algorithm [21].

Theorem 1. In the Dijkstra’s algorithm (see Algorithm 1 in
Appendix B, available in the online supplemental material),
when a node v is extracted from Q, links in T ðvÞ form the
shortest path from s to v.

We can show that if the link weight is defined as (15), the
Dijkstra’s algorithm cannot be used to find MECP in the
HBH system.

Lemma 1. If the link weight in the Dijkstra’s algorithm is defined
as (15), then Theorem 1 is not valid anymore.

Proof. Let the path formed by links in T ðiÞ 8i 2 VV, be
denoted by P�ðs; iÞ. Suppose that for every node z

extracted so far from Q, P�ðs; zÞ is the shortest path from
s to z. If v is the next node extracted fromQ, we can show
that there might be another path P1ðs; vÞ whose weight is
smaller than the weight of P�ðs; vÞ. Suppose that
P1ðs; vÞ ¼ P1ðs; uÞ [ fvg, where P1ðs; uÞ is a path be-
tween s and u, and u is the node extracted from Q before
v. Since we assumed that P�ðs; uÞ is the shortest path
from s to u, we have

CðP�ðs; uÞÞ � CðP1ðs; uÞÞ: ð16Þ

If we want P�ðs; vÞ to be the shortest path from s to v,
then we must have

CðP�ðs; vÞÞ � CðP1ðs; vÞÞ:

Since u has been extracted just before v from Q, then
P�ðs; vÞ ¼ P�ðs; uÞ [ fvg. Thus, according to (15), we
must have

CðP�ðs; uÞÞ þRðP�ðs; vÞ; LdÞ �
eu;vðLdÞ

Ru;vðLdÞ

� CðP1ðs; uÞÞ þRðP1ðs; vÞ; LdÞ �
eu;vðLdÞ

Ru;vðLdÞ
:

ð17Þ

From (17) and (16), we can conclude that to have
CðP�ðs; vÞÞ � CðP1ðs; vÞÞ, we must have

RðP�ðs; vÞ; LdÞ � RðP1ðs; vÞ; LdÞ: ð18Þ

However, since we did not make any assumption about
the reliability of routes with respect to each other, there is
no guarantee that the reliability of P�ðs; vÞ is smaller than
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that of P1ðs; vÞ. It may happen that RðP�ðs; vÞ; LdÞ >
RðP1ðs; vÞ; LdÞ. In such a case P�ðs; vÞ may not be the
shortest path from s to v. tu

Looking at the proof of Lemma 1, it is clear that the
dependency of the link weights to the E2E reliability of the
path is the reason for not being able to use the Dijkstra’s
algorithm to find MECP in the HBH system. To be able to
find MECP with a complexity as low as that of the Dijkstra’s
algorithm, we need to remove this dependency and
simplify the energy cost of a path as,3

CðPðn1; nhþ1ÞÞ ¼
X

h

i¼1

eni;niþ1
ðLdÞ: ð19Þ

The energy cost function CðPðn1; nhþ1ÞÞ in (19) is in fact the
energy cost of all nodes along the path to successfully
transfer a packet from the source to the destination. Thus,
the Dijkstra’s algorithm could be used as a heuristic
solution to find MECP in the HBH system provided that
the link weight Wðu; vÞ is defined as

Wðu; vÞ ¼ eu;vðLdÞ: ð20Þ

We note that if each link is completely reliable (i.e., its
reliability is 1), then (11) naturally reduces to (19). In other
words, if each link is completely reliable, then the Dijkstra’s
algorithm is the exact solution for finding MECP in the
HBH system. Theoretically, each link in the HBH system is
reliable, if there is no limitation on the number of possible
retransmissions of a packet over a link (i.e., Qu ! 1,
8u 2 VV). Practically, a large value for Qu might also make
links reliable. Therefore, from the point of view of energy-
efficient routing, a larger value for the number of
retransmissions ensures that a low complexity algorithm
like Dijkstra’s algorithm provides an exact solution for
finding MECP in the HBH system. How large the number of
retransmission attempts should be is an issue that depends
on the typical values of quality of links in the environment
where the network is deployed.

3.3 Link Weight in RMECR and RMER Algorithms

Now that we know how the link weight should look like to
be able to use Dijkstra’s algorithm for finding MECP, we
formulate the link weights for the RMER and RMECR
algorithm in the HBH system. We start with the RMECR
algorithm. We mentioned in Section 2.4 that RMECR defines
the energy cost of a path as the expected battery cost of nodes
along the path for forwarding the packet. For RMECR, we
define the battery cost of a link as

“the fraction of the residual battery energy of the two nodes of the
link which is consumed to forward the packet.”

To formulate the link weight in RMCER, let Cu be the
remaining battery energy of u and Cv be the remaining
battery energy of v. As introduced in Section 3.1.2, the
energy consumed by u to deliver a packet to v is defined by
au;vðLdÞ, and the energy consumed by v for receiving the
packet is defined by bu;vðLdÞ. Considering the definition of
the battery cost of a link in RMECR, the link weight in this
algorithm is obtained as

Wðu; vÞ ¼ eu;vðLdÞ

¼
au;vðLdÞ

Cu

þ
bu;vðLdÞ

Cv

¼
Ld

r
E½nu;vðLdÞ�

Au þ
Pu;v

�u

Cu

þ
Bv

Cv

 !

þ
Lh

r
E½mv;uðLhÞ�

Av þ
Pv;u

�v

Cv

þ
Bu

Cu

 !

:

ð21Þ

The link weight in RMECR captures the impact of the
quality of links, the energy consumption parameters of
nodes, and the remaining battery energy of nodes. As we
will verify in Section 6, this allows RMECR to find energy-
efficient and reliable routes that increase the operational
lifetime of the network.

The general approach used to design RMECR allows us to
easily define other variants of energy-aware routing algo-
rithms by defining other formulations for energy cost of
links. For instance, if we assume that the energy cost of a link
is just the total amount of energy consumed by the
transmitting and the receiving nodes to exchange a packet,
we can devise an energy-efficient routing algorithm. That is,
if we define the energy cost associated to a link ðu; vÞ as

eu;vðLdÞ ¼ au;vðLdÞ þ bu;vðLdÞ;

then the link weight Wðu; vÞ is obtained as

Wðu; vÞ ¼ eu;vðLdÞ

¼
Ld

r
E½nu;vðLdÞ� Au þ

Pu;v

�u

þBv

� �

þ
Lh

r
E½mv;uðLhÞ� Av þ

Pv;u

�v

þBu

� �

:

ð22Þ

We name the resulting algorithm RMER, which is an energy-
efficient routing algorithm minimizing the total amount of
energy consumed to route a packet from a source node to a
destination node. Compared to the RMECR, RMER does not
consider the remaining battery energy of nodes. We will use
RMER as a benchmark algorithm to study the energy-
efficiency of RMECR. The RMECR and the RMER algo-
rithms for the HBH system have been summarized in
Algorithm 2 in Appendix B, available in the online
supplemental material. We will show in Section 6 that
RMER and RMECR outperform existing energy-efficient
routing algorithms in terms of both energy-efficiency and
reliability. This is while RMECR also extends the operational
lifetime of the network.

4 ENERGY-AWARE RELIABLE ROUTING

ALGORITHMS FOR THE E2E SYSTEM

This section presents design of RMER and RMECR algo-
rithms for networks supporting E2E retransmissions. Similar
to the HBH system, we first analyze the energy cost of a path
for transferring a packet to its destination (Section 4.1). Here,
we also consider the impact of E2EACKs,which ismissing in
[4], [5], [6], [7]. Then in Section 4.2, a generic routing
algorithm is designed for findingMECP in the E2E system. In
Section 4.3, RMER and RMECR algorithms are derived for
the E2E system.
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4.1 Analysis of Energy Cost of a Path

In the E2E system, the energy cost of a path depends on the
number of times that the packet and its E2E ACK are
transmitted. This, in turn, depends on the E2E reliability of
the path. To determine the energy cost, we start with
formulating the E2E reliability of the path for data packets
and E2E ACKs. Then, the expected energy cost is calculated.

4.1.1 Link and Path Reliability

Parameter Rni
ðLdÞ is defined to be the E2E reliability of the

path P ¼ fn1; n2; . . . ; nh; nhþ1g for data packets of length Ld

[bit] from source node n1 up to node ni in the path,
i ¼ 1; . . . ; hþ 1. In the E2E system, Rni

ðLdÞ is calculated as

Rni
ðLdÞ ¼

1; i ¼ 1
Qi�1

k¼1 pnk;nkþ1
ðLdÞ; i ¼ 2; . . . ; hþ 1:

�

ð23Þ

A data packet may be sent again by the source node if the
source node does not receive an ACK from the destination.
It is obvious that there must be a reverse path from the
destination to the source node to carry the E2E ACK. We
assume this reverse path consists of the same links as that of
the forward path, but in the opposite direction. Parameter
R

0

ni
ðLeÞ is defined to be the E2E reliability of the reverse

path P
0

¼ fnhþ1; . . . ; n1g from the destination node nhþ1 up
to node ni, which is computed as

R
0

ni
ðLeÞ ¼

Qh
k¼i pnkþ1;nk

ðLeÞ; i ¼ 1; . . . ; h

1; i ¼ hþ 1:

�

ð24Þ

4.1.2 Expected Transmission Count of Data

and ACK Packets

The expected number of times that a data packet of length
Ld is transmitted from the source to the destination
(including the first transmission) is denoted by NPðLdÞ.
Furthermore, we denote MPðLeÞ as the expected number
of times that an E2E ACK of length Le [bit] is transmitted
for the data packet by the destination node. Since E2E
retransmissions are to ensure E2E reliability, we assume
that the number of E2E retransmissions is large enough.
With this assumption, we can calculate NPðLdÞ and
MPðLdÞ as

NPðLdÞ ¼
1

Rnhþ1
ðLdÞR

0
n1
ðLeÞ

MPðLeÞ ¼
1

R
0
n1
ðLeÞ

:

8

<

:

Note that even if there is a limitation on the number of E2E
retransmissions, NPðLdÞ and MPðLeÞ could be calculated
similar to E½nu;vðLdÞ� and E½mv;uðLhÞ� in (3) and (5),
respectively. The only difference is that PDR of forward
and reverse links in (3) and (5) must be replaced by the E2E
reliability of forward and reverse paths.

4.1.3 Expected Energy Cost of a Path

In the E2E system, the expected energy cost of path for
transferring a data packet from the source node to the
destination is the expected energy cost during a single
transmission from the source to the destination multiplied
by the expected number of times that the source transmits
the packet (including the first transmission) [16]. We should
notice that a packet could be lost while it is being

transferred from the source to the destination. This affects
the expected energy cost in a single transmission of the
packet. Therefore, in the E2E system we have

CðPðn1; nhþ1ÞÞ ¼ NPðLdÞ
X

h

i¼1

Rni
ðLdÞeni;niþ1

ðLdÞ
� �

þMPðLeÞ
X

h

i¼1

R0
niþ1

ðLeÞeniþ1;ni
ðLeÞ

h i

;

ð25Þ

where eu;vðLÞ, L 2 fLd; Leg, 8ðu; vÞ 2 IE, is the energy cost of
packet transmission over a link in the E2E system. We will
formulate eu;vðLÞ for RMER and RMECR algorithms in the
E2E system in Section 4.3.

4.2 Design of a Routing Algorithm for Finding
MECP

Here, again the question is whether we can use the Dijkstra’s
algorithm to find MECP in the E2E system. To answer this
question, we inspect the energy cost of a path in the E2E
system, expressed in (25), to see if we can find a recursive
form for it similar to (12). As shown in Appendix C, available
in the online supplemental material, if we replace Rni

ðLdÞ
from (23) and R

0

niþ1
from (24) into (25), we can calculate the

expected energy cost for transferring a packet of length Ld

from a source node s to any destination node v in a recursive
way as

CððPðs; vÞÞ ¼ C1ðPðs; vÞÞ þ C2ðPðs; vÞÞ

C1ðPðs; vÞÞ ¼
1

pu;vðLdÞpv;uðLeÞ
C1ðPðs; uÞÞ þ

eu;vðLdÞ

RðP
0
ðu;sÞ;LeÞ

� 	

C2ðPðs; vÞÞ ¼ C2ðPðs; uÞÞ þ
eu;vðLeÞ

RðP
0
ðv;sÞ;LeÞ

RðP
0

ðv; sÞ; LeÞ ¼ pv;uðLeÞ �RðP
0

ðu; sÞ; LeÞ;

8

>

>

>

>

<

>

>

>

>

:

ð26Þ

where RðP
0

ðu; sÞ; LeÞ and RðP
0

ðv; sÞ; LeÞ are respectively
the reliability of reverse paths P

0

ðu; sÞ and P
0

ðv; sÞ for
E2E ACKs.

It is clear that (26) is not characteristically similar to (12).
If we use the recursive (26) in Dijkstra’s algorithm, using
similar approach used to prove Lemma 1, we can show that
we cannot find MECP using the Dijkstra’s algorithm. Here,
the problem is not only the dependency of the path cost to
the E2E reliability of the forward and reverse paths, but
also the dependency of the path cost to the energy cost of
the reverse path for transferring ACKs (referred to as
downstream-links dependency). In this paper, we propose two
heuristic solutions for the E2E system to find MECP using a
modified version of Dijkstra’s algorithm. To be able to refer
them in the sequel, we name them H1 and H2.

4.2.1 Heuristic Solution H1

Let us neglect the effect of the E2E ACK on the expected
energy cost. With this assumption, (25) reduces to

CðPðn1; nhþ1ÞÞ ¼
1

Rnhþ1

X

h

i¼1

Rni
eni;niþ1

ðLdÞ

¼
X

h

i¼1

eni;niþ1
ðLdÞ

Qh
j¼i pnj;njþ1

ðLdÞ

¼
1

pnh;nhþ1
ðLdÞ

CðPðn1; nhÞÞ þ enh;nhþ1
ðLdÞ

� �

:

ð27Þ
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On the basis of (27), we can extract the following recursive
expression for computing the energy cost of a path from a
source node s to any destination node v,

CðPðs; vÞÞ ¼ 1
pu;vðLdÞ

CðPðs; uÞÞ þWðu; vÞ½ �

Wðu; vÞ ¼ eu;vðLdÞ;

�

ð28Þ

where eu;vðLdÞ is the energy cost of a link in the E2E system.
If we compare the recursive equation in (28) with (12), we
realize that by considering Ru;vðLdÞ ¼ 1, (28) simplifies to
(12). Equation (28) lays the foundation for devising a
generalized version of the Dijkstra’s algorithm to find
MECP in the E2E system. We only need to use the recursive
equation in (28) instead of (12) in the Dijkstra’s algorithm.

4.2.2 Heuristic Solution H2

H1 neglects the effect of the E2E ACK on the energy cost of a
path. If the size of the E2E ACK is not small compared to the
size of the data packet, this assumption may not be a valid
assumption. H2, on the other hand, considers the impact of
the E2E ACK on the energy cost. In H2, the energy cost of
packet transfer from a source node s to any destination
node v is calculated in a recursive way as

CðPðs; vÞÞ ¼ 1
pu;vðLdÞpv;uðLeÞ

CðPðs; uÞÞ þW ðu; vÞ½ �

W ðu; vÞ ¼ eu;vðLdÞ þ ev;uðLeÞ;

�

ð29Þ

where eu;vðLdÞ is the energy cost for a single transmission of
a data packet over ðu; vÞ, and ev;uðLeÞ is the energy cost for a
single transmission of the E2E ACK over ðu; vÞ.

The main characteristics of H2 is that it considers the
reliability of links in the reverse path as well as the energy
consumed to forward the E2E ACK along the reverse path.
As (29) suggests, H2 resolves the problem of downstream-
node dependency that (26) suffers from, because in H2 the
energy cost from the source node to an intermediate node,
only depends on the reliability of links in the forward and
reverse paths till that intermediate node (i.e., only upstream
links). On the basis of (29), we can design another
generalized version of the Dijkstra’s shortest-path routing
algorithm for finding MECP for the E2E system. To this end,
we need to use the recursive equation in (29) instead of (12)
in the Dijkstra’s algorithm.

4.3 Link Weight in RMECR and RMER Algorithms

Similar to the HBH system, in the E2E system, the energy
cost of a link eu;vðLdÞ in RMECR is defined as the fraction of
the remaining battery energy of the two end nodes
consumed to forward a packet across a link. In the
E2E system, the energy consumed by the transmitting node
to forward a packet of length Ld is "u;vðLdÞ, which is defined
by (1). The energy consumed by the receiving node is
!u;vðLdÞ, which is defined by (2).

For the heuristic solution H1, the link weight in RMECR
is obtained as

Wðu; vÞ ¼ eu;vðLdÞ

¼
"u;vðLdÞ

Cu

þ
!u;vðLdÞ

Cv

¼
Ld

r

Au þ
Pu;v

�u

Cu

þ
Bv

Cv

 !

:

ð30Þ

For heuristic solution H2, the link weight in RMECR is
obtained as

Wðu; vÞ ¼ eu;vðLdÞ þ ev;uðLeÞ

¼
Ld

r

Au þ
Pu;v

�u

Cu

þ
Bv

Cv

 !

þ
Le

r

Av þ
Pv;u

�v

Cv

þ
Bu

Cu

 !

:
ð31Þ

As (30) and (31) show, the link weights defined for the
RMECR algorithm capture the impact of remaining battery
energy and the energy consumption characteristics of
nodes. Note that although the reliability of links is not
captured in computing the link weight in (30) and (31),
RMECR still considers the reliability of links in computing
the total energy cost (see (28) and (29)).

On the basis of the general approach used in the design
of RMECR for the E2E system, we can devise an energy-
efficient routing algorithm for the E2E system by defining
the energy cost of a link as the actual amount of energy
consumed by the two end nodes of the link to exchange the
packet. In this way, we introduce the RMER algorithm for
the E2E system. For the heuristic solution H1, the link
weight for RMER is obtained as

W ðu; vÞ ¼
Ld

r
Au þBv þ

Pu;v

�u

� �

: ð32Þ

For the heuristic solution H2, the link weight for RMER is
obtained as

Wðu; vÞ ¼
Ld

r
Au þBv þ

Pu;v

�u

� �

þ
Le

r
Av þBu þ

Pv;u

�v

� �

:

Algorithm 3 in Appendix B, available in the online
supplemental material, summarizes RMER and RMECR
algorithms for the E2E system.

5 PRACTICAL ISSUES

In this section, we describe some practical issues to provide
an insight about implementation of RMECR and RMER
algorithms. These two algorithms describe the procedure
that each node should undertake to find MECP, for which
they require each node to have a complete image of the
network topology. In ad hoc networks, this could be
achieved using a link state proactive routing protocol such
as optimized link state routing (OLSR) [22]. In OLSR, each
node periodically shares its view of the network topology
with other nodes. This is done by the use of so-called
topology control messages, which are flooded in the
network. Nodes also use periodic beacons to detect their
neighboring nodes.

As we observed, RMECR and RMER were designed
based on the Dijkstra’s algorithm. The Dijkstra’s algorithm
is a centralized algorithm for finding the shortest-path
between nodes. We could also design RMECR and RMER
algorithms based on the Bellman-Ford algorithm. Bellman-
Ford algorithm could be implemented in a distributed way
using a distance-vector routing protocol. However, the
Bellman-Ford algorithm has a higher computational com-
plexity than the Dijkstra’s algorithm. To be able to use the
Bellman-Ford algorithm to find MECP, we only need to
calculate link weight and route cost in this algorithm

8 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 13, NO. X, XXXXXXX 2014



according to link weight and energy-cost of routes defined
for RMECR or RMER algorithms.

For implementation of RMECR and RMER, PDR of a
link, i.e., pu;vðxÞ must be known to compute the energy cost
of that link. Depending on whether HBH ACK or E2E ACK
is supported, pu;vðLdÞ and either pu;vðLhÞ or pu;vðLeÞ must be
known to be able to calculate nu;vðLdÞ as well as nu;vðLeÞ and
mu;vðLhÞ. In wireless ad hoc networks, PDR of a link could
be estimated using a link quality estimation technique. It
could be a packet-based technique in which periodic
beacons [1], periodic unicast packets [23], or data traffic
[24] are used to estimate the packet delivery ratio of links.
Alternatively, we can use SNR-based techniques [25], [26]
which uses the received signal strength to determine the
expected PDR of links using SNR-to-PDR profile mapping.

Nevertheless, we should notice that the estimated PDR is
for a specific packet size (e.g., size of broadcast beacons or
unicast packets). In general, data packets, HBH ACKs, and
E2E ACKs might have different sizes. Thus, their delivery
ratio might also be different. Apart from this, link weights
in RMER and RMECR algorithms directly depend on the
packet size Ld (see for example (21) and (22)). It is important
that the routing metric used by a routing algorithm should
be independent of the packet size, because packets with
different sizes might be routed through the same path.
These dependencies could be resolved as follows.

Suppose Lest is the size of packets used by the link
quality estimation method to estimate PDR of links. To
have accurate estimation Lest should be close to the size
of typical data packets transmitted between nodes. This, in
turn, depends on the network application. Let pu;vðLestÞ
be the estimated PDR of the link. We can obtain an
estimation of energy cost of the link for RMER and RMECR
algorithms, if we set pu;vðLdÞ ¼ pu;vðLestÞ, pu;vðLeÞ ¼
pu;vðLestÞ and pu;vðLhÞ ¼ pu;vðLestÞ.

To resolve the direct dependency of link weights to the
packet size, we can replace Ld with Lest when we calculate
the energy cost of a link. Note that in the HBH system, Lh

could take its exact value which is known a priori for the
wireless technology being used. For instance, Lh ¼ 240 bits
in IEEE 802.11 standard and Lh ¼ 64 bits in IEEE 802.15.4
standard. In the E2E system, the size of the E2E ACK, Le, is
also a fixed value, which depends on the networking
protocol used. For instance, if we use IEEE 802.11 standard
and TCP/IPv4 suite on top, and the E2E ACK is assumed to
have the same format as that of a TCP acknowledgment,
then Le ¼ 768 bits.4 Values of Lest, Le, and Lh could be
stored as configurable parameters of the routing protocol at
each node.

Another important issue is to determine the minimum
power required by nodes for reliable packet transmission to
each of their neighboring nodes, i.e., Pu;v. To determine Pu;v,
we can use the proposed algorithm in [27]. In this
algorithm, each node sends a number of packets (e.g., a
number of beacons) to its neighboring nodes to measure the
minimum transmission power required for reliable packet
transmission to each of them. The neighboring nodes send

back the measured values to the transmitting node. That is,
the value of Pu;v is measured by v and is sent back to u.

6 SIMULATION RESULTS

6.1 Simulation Setup

To evaluate the performance of RMECR and RMER
algorithms, we consider a network in which nodes are
uniformly distributed in a square area. Nodes are assumed
to be static. In our simulations, we compute the probability
of error-free reception of packets of size x bit over a link as

pu;vðxÞ ¼ ð1� pcÞð1� �u;vÞ
x
;

where �u;v is the bit error rate of link ðu; vÞ and pc is the
collision probability. To generate different error probabil-
ities for different links, we choose pc for each link randomly
from the interval ½0; pcmax

�. By changing the value of pcmax
in

each experiment, we are able to control the average quality
of links in the network and also introduce the varying
nature of quality of various links.

To calculate �u;v, we assume the wireless channel is
Rayleigh, and nodes use DBPSK modulation.5 The bit error
rate of DBPSK over a Rayleigh fading channel is [28]

�u;v ¼
1

2ð1þ ��u;vÞ
;

where ��u;v is the average received signal to interference and
noise ratio (SINR) per bit. ��u;v is related to the transmission
power of a node Pu;v as

��u;v ¼
g1Pu;v

d
�
u;v

�
1

N
;

where g1 is a constant which depends on the gain of
transmitting and receiving antennas, and N is the power of
noise and interference. In our simulations, we chose the
value of g1

N in such a way that when a node transmits with
the maximum transmission power, Pmax ¼ 150 mW, packet
error rate for packets of length 128 octets is 0.08 at the
border of the transmission range.

The packet format in our simulation model is based on
IEEE 802.11 standard. Each transmitted packet on the
physical link consists of three parts: a preamble, a physical
layer header, and the payload which includes user data and
headers from higher layers. Packet reception is also
compatible with IEEE 802.11b/g and IEEE 802.15.4 stan-
dards. That is, if an error occurs in preamble or header, the
packet is dropped and the payload is not detected (i.e., no
energy is consumed to detect the payload). If there is no
error in the header and preamble, the payload is detected.
Nevertheless, if the payload is detected erroneously, the
packet will be dropped.

For each transmitted packet by u, ðAu þ
Pu;v

�u
Þ x
r

is
deducted from its battery energy, where x is the packet
size. For each received packet by v, Bv

x1
r

is deducted from
its battery energy, where 0 � x1 � x is the size of detected
part of the packet. Furthermore, nodes consume a small
amount of energy when they are idle (i.e., they do not
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4. We do not analyze the TCP session in this paper. We simply assume
that there is an E2E ACK which would acknowledge the packets received.

5. DBPSK is one of the modulation schemes used in IEEE 802.11b
standard.



transmit or receive any data or control packet) and when

they sense the medium. For the sake of simulations, the

consumed energy at the idle mode and during channel

sensing is assumed to be a fraction of the energy that a node

consumes during reception of a packet. More specifically,

we assume the energy consumption at the idle mode is

kidle
Bu

r
Tidle, where Tidle is the duration that a node is idle,

and kidle is a constant. We also assume that the energy

consumption during channel sensing is ksense
Bu

r
Tsense,

where Tsense is the duration of sensing the channel and

ksense is a constant. The deployed routing protocol is OLSR

in which Hello messages are sent periodically every Thello

seconds and topology control messages are transmitted

every Ttc seconds. For each node u, we consider 10 levels of

transmission power starting from 15 mW and increasing in

steps of 15 mW up to the maximum transmission power

Pmax ¼ 150 mW. Values of various parameters used in the

simulations are listed in Table 1.

6.2 Performance of the RMER Algorithm

We first compare the energy-efficiency and the reliability of

routes discovered by the energy-efficient routing algorithm

RMER with that of routes discovered by similar schemes

from the literature, which will be introduced accordingly.

6.2.1 The HBH System

We compare energy-efficiency and reliability of routes

discovered by the RMER designed for the HBH system with

those discovered by the energy-efficient routing algorithm

proposed in [4], which considers both energy consumption

of nodes and reliability of links in route selection (similar to

RMER). We refer to this scheme as traditional minimum

energy routing (TMER). TMER neglects energy consump-
tion of processing elements and the impact of HBH ACK.

In our simulation setup, the considered values for quality
of links are such that each link becomes almost reliable after
the required number of retransmissions (maximum of
6 retransmissions). Thus, for fair comparison between
algorithms, we consider probability of error-free reception
of packets over wireless links in a single transmission to
determine reliability of a route. Fig. 1a shows the expected
amount of energy consumed to route a data packet along a
route discovered by RMER and TMER. Fig. 1b shows the
average E2E reliability of discovered routes by each of
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TABLE 1
Values of Various Parameters Used in Simulations

Fig. 1. Energy-efficiency and reliability of routes discovered by RMER and other algorithms. The number of nodes in the network is 200.



them. Results have been depicted in terms of mean PDR of
links in the network.

Plots in Figs. 1a and 1b clearly show that RMER not only
is able to find more energy-efficient routes compared to
TMER, but it is also able to find more reliable routes. As
mentioned before, TMER does not consider the energy cost
of processing elements of transceivers. It only considers the
transmission power, which decays with distance (d�).
TMER favors routes consisting of many short hops to
routes consisting of few long hops, because short hops are
more energy-efficient than long hops. However, when the
processing power is considered, routes consisting of many
short hops are not energy-efficient anymore, because at
each hop a fixed amount of energy is consumed by
processing elements. These fixed amounts can neutralize
energy-efficiency of routes discovered by TMER. RMER, on
other hand, considers the actual energy consumption of
nodes, which enables it to find more energy-efficient routes.
Regarding reliability, we notice that although transmission
error in short hops is lower compared to long hops, the
collision probability in wireless networks may even result
in a lower PDR for short hops. As a result, when the packet
has to be forwarded through many short hops probability of
packet loss might even be greater compared to the case
where a few long hops are used. This is why we can expect
to have more reliable routes in RMER rather than TMER. In
summary, we can state that underestimating the energy
consumption of nodes in wireless ad hoc networks can severely
affect the reliability of energy-efficient routes.

6.2.2 The E2E System

In this case, we consider RMER algorithm devised on the
basis of the heuristic solutions H1 and H2 and an energy-
efficient algorithm from the literature which has been
designed for the E2E system called basic algorithm for
minimum energy routing (BAMER) [5]. We again study the
average reliability of routes and the average amount of
energy consumed to route a packet. Furthermore, we
consider the average reliability of reverse routes which
carry E2E ACKs form destination nodes to source nodes.
Results are shown in Figs. 1c, 1d, and 1e. These figures
clearly show that RMER (both H1 and H2) can find more
energy-efficient and reliable routes compared to BAMER.
Similar to TMER, BAMER does not consider energy cost of
processing elements of transceivers, while RMER considers
these sources of energy consumption.

We also observe in Figs. 1c and 1d that energy-efficiency
and reliability of routes discovered by H1 and H2 are almost

the same (on average). However, reliability of reverse
routes for H2 is higher than the reliability of reverse routes
for H1. This is due the fact that H2 considers reliability of
both forward and reverse links, while H1 only considers
reliability of forward link. In summary, we can state that H2

provides a better compromise between energy-efficiency
and reliability of routes as well as reliability of reverse
routes compared to H1.

6.2.3 The Hybrid System

So far, we studied the performance of the RMER algorithm
when either HBH or E2E retransmissions are supported. We
observed that the E2E system has the drawback of increased
energy cost in the network, since the PDR of routes drop
exponentially with the number of hops. E2E systems,
however, can ensure E2E reliability between a source and
a destination. On the other hand, a HBH system with
limited number of retransmissions in each hop may fail to
provide E2E reliability, since packets might be lost in each
hop. Here, we consider a situation in which both HBH and
E2E retransmissions are supported (henceforth called the
hybrid system). In the hybrid system, each link supports a
limited number of HBH retransmissions while unlimited
number of E2E retransmissions ensures complete reliability
between the source and the destination. An immediate
question that arises is, which of the RMER algorithms
should be used to find energy-efficient routes for the hybrid
system: 1) the RMER algorithm designed for the HBH
system, or 2) the RMER algorithm designed for the
E2E system based on heuristic solution H1, or 3) the RMER
algorithm designed for the E2E system based on heuristic
solution H2? Plots in Fig. 2 show the energy cost and
reliability of routes discovered by variants of RMER
algorithm for the hybrid system. The figure shows that
RMER-HBH finds more energy-efficient and more reliable
routes for the hybrid system. However, if links are of good
quality (on the average), RMER-E2E algorithms perform
similar to the RMER-HBH algorithm.

6.3 Performance of the RMECR Algorithm

Now, we compare the reliability and the energy-efficiency
of discovered routes by the RMECR algorithm with that of
other routing algorithms. We also compare the network
lifetime when each of them is deployed in the network. We
compare different algorithms in a completely similar
setting. We deploy a network randomly in each simulation
run. We then create several replicas of the deployed
network. In each replica, a different routing algorithm is
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Fig. 2. Energy-efficiency and reliability of routes discovered for the hybrid system by variants of the RMER algorithm. The number of nodes in the
network is 200.



used to find routes between nodes. Similar traffic sessions
are generated between randomly chosen source-destination
nodes in all replicas of the network. The interarrival time of
sessions is exponentially distributed with a mean of 20 s.
The session duration is also exponentially distributed with
a mean of 200 s. The source node of the session transmits
data packets with the constant rate of 1 packet/s. We
recalculate routes in each replica of the network every 40 s.
With time, the battery energy of nodes reduces. Route
recalculation is required to prevent nodes from being
overused. We repeated this procedure 300 times to achieve
a minimum of 95 percent confidence level and plotted the
average values for each algorithm.6 The network lifetime in
our simulations is defined as the time that the first node
failure happens in the network due to battery depletion.
Delay in the failure of first node indicates that failure of
other nodes is delayed as well. Achieving a higher network
lifetime by a routing algorithm shows its capability to avoid
nodes being overused.

Here, we consider RMECR and RMER with HBH
retransmissions, maximum residual packet capacity
(MRPC) [15] which similar to RMECR considers both link
reliability and battery energy of nodes in route selection,
minimum battery capacity routing (MBCR) [9], which only
considers the remaining battery energy of nodes in route
selection, and TMER, which is an energy-efficient routing
algorithm like RMER. We also consider a routing algorithm
which finds the path with the minimum accumulated ETX
[1]. We refer to this algorithm as Min-ETX. By finding paths
with the minimum accumulated ETX, Min-ETX can find
links which have better quality. Min-ETX is an example of a
routing algorithm which only considers the quality of links
in route selection.

Fig. 3 shows the performance of various routing
algorithms as a function of the mean PDR of links for data
packets. Fig. 3a clearly shows that RMECR can significantly
delay the first node failure compared to the other algo-
rithms. This shows the capability of RMECR to avoid nodes
being overused, which in turn increases the network
lifetime. As shown in Fig. 3a, the next best performing
algorithm is MBCR, and MRPC has the worst performance
even though MRPC considers battery energy of nodes in
routing. We also observe that the network lifetime when
RMER algorithm is used is much higher than the network
lifetime when TMER is deployed.

As Fig. 3b shows, RMECR is also able to find routes
which their accumulated ETX is very close to the
accumulated ETX of routes selected by the Min-ETX
algorithm (the optimal value). This is also true for the
RMER algorithm. The figure also shows that routes selected
by MRPC have a higher accumulated ETX. The reason
behind this performance of MRPC is that MRPC uses a
max-min route selection scheme which increases the hop
count of the selected route unboundedly.

Fig. 3c shows another important feature of the RMECR
algorithm. Similar to the Min-ETX and the RMER algo-
rithms, RMECR is able to find more reliable routes. Finally,
we observe in Fig. 3d that similar to the RMER, RMECR

algorithm is also able to find energy-efficient routes which
consume less amount of energy (on the average) to route a
packet. In summary, while RMECR can increase the
operational lifetime of the network, it is also able to find
energy-efficient and reliable routes between nodes.

6.4 Impact of Packet Size on Energy-Efficient
Routes

The routing metric in RMER and RMECR algorithms
depends on the quality of links. As stated in Section 5, we
can use a single packet size Lest to estimate the quality of
links and consequently the energy cost of the routes. This
may impact the optimality of routes in terms of energy-
efficiency. Here, we study the effect of this approximation
on the energy-efficiency of discovered routes by RMER
(energy-efficiency of RMECR is almost similar to RMER).
Our objective is to realize how sensitive the minimum
energy cost is to the estimation error. To this end, we
compare energy-efficiency of the optimal route between
two nodes when it is computed knowing the exact and the
estimated value of energy cost of routes. The average
relative error of the estimation is computed by choosing
300 pairs of nodes in each of 50 randomly deployed
networks with 200 nodes.

Fig. 4a shows the relative estimation error for the HBH
system as a function of the ratio between the Lest and the
size of data packets Ld. Fig. 4b shows the estimation error
for the E2E system when our proposed heuristic solutionH2

is deployed. Simulation results show that the estimation
error of the minimum energy cost for various packet sizes is
at most 8 percent in the HBH system and at most 11 percent
in the E2E system. Hence, the optimality of the minimum
energy route—as discovered by RMER—is not very
sensitive to the error in estimating the size of data packets.
However, we can still chose an optimum value for Lest

minimizing the estimation error when data packets are

12 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 13, NO. X, XXXXXXX 2014

6. We do not show the confidence interval in the graph to enable
easy comparison.

Fig. 3. Performance of various routing schemes in terms of (a) average
number of packets delivered to destination nodes before the first node
failure occurs in the network, (b) average ETX of selected routes,
(c) average E2E reliability of selected routes, and (d) average energy
consumed to route a packet from a source node to a destination node.
The total number of nodes is 100.



relatively large. For small data packets, the estimation
error remains almost unchanged as Lest

Ld
changes from 0 to 1.

Here, we specify a guideline on how this optimal
packet size could be chosen. Note that the quality of links
for both data and ACK packets is estimated using a single
packet size Lest. ACK packets are relatively small packets.
Thus, when the size of data packets is relatively large, a
small value for Lest will underestimate the quality of links
for data packets. On the other hand, a large value for Lest

will underestimate the quality of links for ACK packets.
We can choose a value for Lest between these two
extremes as an optimum value to minimize the estimation
error of energy cost, for example, Lest �

Ld

2
. This, however,

is a rough estimation. Analyzing the optimal value of the
Lest remains an open issue, which could be addressed in a
separate study.

7 CONCLUSION

We presented an in-depth study of energy-aware routing in
ad hoc networks, and we proposed a new routing algorithm
for wireless ad hoc networks, namely, reliable minimum
energy cost routing (RMECR). RMECR can increase the
operational lifetime of the network using energy-efficient
and reliable routes. In the design of RMECR, we used a
detailed energy consumption model for packet transfer in
wireless ad hoc networks. RMECR was designed for two
types of networks: those in which hop-by-hop retransmis-
sions ensure reliability and those in which end-to-end
retransmissions ensure reliability. The general approach
that we used in the design of RMECR was used to also
devise a state-of-the-art energy-efficient routing algorithm
for wireless ad hoc networks, i.e., reliable minimum energy
routing (RMER). RMER finds routes minimizing the energy
consumed for packet traversal. RMER does not consider the
remaining battery energy of nodes, and was used as a
benchmark to study the energy-efficiency of the RMECR
algorithm. Extensive simulations showed that RMER not
only saves more energy compared to existing energy-
efficient routing algorithms, but also increases the reliability
of wireless ad hoc networks. Furthermore, we observed that
RMECR finds routes that their energy-efficiency and
reliability are almost similar to that of routes discovered
by RMER. However, RMECR also extends the network
lifetime by directing the traffic to nodes having more

amount of battery energy. We are in the process of

implementing the proposed algorithms on a test bed to

study the impact of varying conditions on the performance

of these algorithms.
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